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The future of AI
Vijay Saraswat, Nikolaos Vasiloglou*

1
Co* Content presented here is the responsibility of the authors and does not necessarily represent the view of their employers. Does not not either…



2

Try all the prompts on your own

https://bit.ly/raikgc2023 

Please Use GPT-4
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https://bit.ly/raikgc2023
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What just happened?

We now have 
   

a family of instructable computers 

that can read all language 
(text, tables, documents, data, code, images, audio, pictures, video, … )

accessible to us, 
understand it, and 

communicate with us
(and each other) 

(somewhat) as humans do.

The First Generation of Computers for Humans
*Language: What humans use to communicate

What is the task 
to be done
What is the form 
of the output.

GPT4 Bard
LLama
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The “Generative Turn”
Knowledge Knowledge A moment where what we previously 

understood as how everything from 
illustration to film directing to publishing 
works, is all about to change very rapidly. 
– Kate Crawford

Why do we need Knowledge graphs when we have such 
powerful language models?

https://dmccreary.medium.com/the-generative-turn-for-tech-strategy-502390aafb76


5

Agenda
- How did we get here?  
- Working with unstructured data

- Working with structured data

- LLM Tradecraft

- Language Machines as the Knowledge Hub

- What is the role of the Knowledge Graph in the new world?

5
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The AI clock

The Dawn of Statistical AI First Generation of LLMs ChatGPT era
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How we got here

From linguistics to ChatGPT 
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Algorithms = Logic + Control
Programs = Algorithms + Data-Structures

Human-generated 
Code

Assembly

Fortran

Pascal, C

C++, Java ML

Prolog

Lisp

Scala X10 Go Python

Rust Transformational v Reactive

Declarative v Prescriptive

Correctness – Type systems, 
Verification

“When you know how to do it, that’s Computer Science, otherwise it’s AI”

Sketching

Esterel

Programming 
Models

8

Computer Science 1.0
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Programs = Logic + Data

Data is noisy, uncertain , 
high-dimensional [1]

We move to compute with 
continuous functions.

Can we synthesize the code for 
the agent, simply given  (a lot of) 
examples of input/output pairs?

Agent

What if we don’t know how to write the code?

People

House

Child

Study

[1] Sejnowski, et. al., “The unreasonable effectiveness of deep learning in AI”, PNAS, 2019

input

label

9

Computer Science 2.0



10 Photo-credit Bengio, Hinton, Le Cun “Deep Learning”, NIPS Tutorial, 2015

Distributed Representation

• Each computing element takes sum of (possibly 
many) inputs multiplied by learnt weights, and then 
applies a non-linear function

• 2 layers of neurons (linear weights plus non-linear 
activation) are adequate to represent any function

• But: Deep layers provide an exponential advantage

Parameterized Function Approximation

10

Deep Representations

The intuition of manifold learning
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[1] Rumelhart, Hinton, Williams “Learning Representations by back-propagating errors”, Nature, 1986
[2] Choromanska et al “The Loss Surfaces of Multilayer Networks, AISTATS 2015
[3] Allen-Zhu et al “A convergencc theory for deep learning via over-parametrization”,  ICML 2019

• Find the minimum of a function by moving in the direction of the steepest descent. [1]
• Not guaranteed to work for non-convex problems.
• But: Large, multi-layer networks have many equivalent local minima [2]
• For over-parametrized n/w SGD can  find global minima in polynomial time. [3]

11

Stochastic Gradient Descent
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The Bitter Lesson

We have to learn the bitter lesson 
that building in how we think we 
think does not work in the long run.

general methods that leverage 
computation are ultimately the most 
effective, and by a large margin.

… the great power of general 
purpose methods, of methods that 
continue to scale with increased 
computation even as the available 
computation becomes very great. 

12

http://www.incompleteideas.net/IncIdeas/BitterLesson.html
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Language as the 
wormhole to AI 

13
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• Build out elaborate 
grammars for natural 
language, accounting 
manually for complex 
language phenomena (e.g. 
long-distance relationships)

• Use logic for meaning 
assembly

Now essentially obsolete for the NL practitioner

Traditional Computational Linguistics

14
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{The cat on the hot tin ____

roof 8 x 10^-1
Timbuktu 10^-7
pot 4 x 10^-5
Iodine 6 x 10^-6
bull-session 10^-9
…

2. Causal Language Model for Self-supervision

1. Transformer architecture

3. Single Task to Rule Them All

5. Reinforcement Learning w Human Feedback4. Scale, baby, scale!

GPT-4: 1T 
parameters? 

5 pillars for the Unreasonable Effectiveness of LLMs

https://arxiv.org/pdf/2205.05131.pdf
https://arxiv.org/abs/1706.03762
https://arxiv.org/abs/1910.10683
https://openai.com/research/instruction-following
https://arxiv.org/abs/2005.14165


16 Slide from Yan Lecun

Explosion of LLMs

16

https://www.linkedin.com/posts/yann-lecun_a-survey-of-llms-with-a-practical-guide-and-activity-7057527966540386304-M4_2?utm_source=share&utm_medium=member_desktop
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GPT-4 Performance on Exams

17
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(Localized) Question Answering  
Self-evaluation
Self-correction
Elaboration
Ontology generation, application
Planning for a wide variety of tasks
Summarization
Criticism
Code generation (SQL, Datalog, Python, …)
Identifying trends
Synthetic Data Generation 
…

Knowledge of real world and processes
News
Sports, Politics, Culture..
Entertainment 
Naïve Physics
…

Knowledge Capabilities

Identifying the range of GPT4 capabilities and the quality of its knowledge is the key intellectual 
task in front of us. Requires extensive, organized, thoughtful experimentation. (Some initial 
results follow.) 18

GPT4 “general purpose” knowledge and capabilities
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Working with 
unstructured data

GPT4 as an Ontologist’s Assistant

19
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Answering Ontology Questions (I/III)

20
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Answering Ontology Questions (II/III)

21
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WITH CWA (III/III)

22

It can do that?!?
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Constructing a KG from thin air

- Just Ask™!
- Provide whatever directions are 

appropriate

- Review, ask for revisions as 
appropriate

- Human in the loop mode
- Semi-automated (ask and revise)

- With each new document processed, 
remember to ask – should the ontology be 
revised?

23

LLM as Collaborator
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Generate an ontology for financial news. It must be rich enough to represent a variety of events of interest in finance, including corporate events (mergers, acquisitions, divestitures), represent 
information content of earnings reports, 10-K, 10-Q filings, macro-economic information (e.g. interest rate hikes). Design it to be extensible. Emit it as a Datalog schema. -- Datalog Schema

; Financial News Ontology in Datalog
; Entities 
entity(entity_id, entity_type, entity_name).
; Entity Types 
entity_type(type_id, type_name).
; Financial News 
news(news_id, headline, content, publication_date, author).
; News-Entity Relationship 
news_entity(news_id, entity_id).
; Corporate Events 
corporate_event(event_id, event_type, event_date, description).
; Corporate Event Types 
event_type(type_id, type_name).
; Earnings Reports 
earnings_report(report_id, entity_id, period_end_date, revenue, net_income, 
earnings_per_share, publication_date).
; SEC Filings 
sec_filing(filing_id, entity_id, filing_type, filing_date, document_url).
; Filing Types 
filing_type(type_id, type_name).
; Macro-economic Events 
macro_event(event_id, event_type, event_date, description).
; Macro-economic Event Types 
macro_event_type(type_id, type_name).
; Interest Rate 
interest_rate(rate_id, central_bank, rate, announcement_date).
; Datalog Facts
).

; Entity Types 
entity_type(1, 'company’). 
entity_type(2, 'central_bank’). 
entity_type(3, 'government’). 
entity_type(4, 'currency').
; Event Types 
event_type(1, 'merger’). 
event_type(2, 'acquisition’). 
event_type(3, 'divestiture’). 
event_type(4, 'spinoff’). 
event_type(5, 'bankruptcy’).
 event_type(6, 'interest_rate_hike’). 
event_type(7, 'interest_rate_cut’). 
event_type(8, 'quantitative_easing’). 
event_type(9, 'quantitative_tightening'
; Filing Types 
filing_type(1, '10-K’). 
filing_type(2, '10-Q').
; Example Fact 
entity(1, 1, 'Acme Corporation’). 
news(1, 'Acme Corporation Reports Q3 Earnings', 'Acme Corporation reported Q3 earnings...', 
'2023-04-24', 'Jane Doe’). 
news_entity(1, 1). earnings_report(1, 1, '2023-09-30', 1000000, 200000, 0.5, '2023-04-24’). 
sec_filing(1, 1, 2, '2023-04-24', 
'https://www.sec.gov/Archives/edgar/data/000123456/000123456-23-000001-index.htm').

Generation of initial Ontology (I/IV)

24

https://www.sec.gov/Archives/edgar/data/000123456/000123456-23-000001-index.htm
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Extract facts according to this ontology from the following article: 
-- News article Coca-Cola (NYSE:KO) reported organic sales rose 12.0% in Q1 to beat the consensus 
expectation for a gain of 9.6%, driven higher by strong pricing and a positive contribution from mix. 
Organic revenue was up 23% for the Europe, Middle East & Africa segment and shot up 19% for the Latin 
America segment. Organic sales were 9% higher for the North America segment. Global unit case volume 
rose 3% during the quarter, while price and mix both helped to push revenue higher. Volume performance 
was driven by strength in away-from-home channels and continued investments in the marketplace. 
Developed markets grew mid single digits, while developing and emerging markets grew low single digits. 
Comparable operating margin improved to 31.8% of sales from 31.4% a year ago. Comparable operating 
margin (non-GAAP) expansion was primarily driven by strong topline growth and the impact of 
refranchising bottling operations, partially offset by an increase in marketing investments and higher 
operating costs versus the prior year as well as currency headwinds. Cash flow from operations was 
$160M, a decline of approximately $460M in comparison to the prior year, largely due to the timing of 
working capital initiatives and payments related to acquisitions and divestitures. Free cash flow declined 
approximately $520M versus the prior year, resulting in negative free cash flow of approximately $120M. 
Of note, Coca-Cola (KO) said it is the first company to collaborate with OpenAI and Bain & Company to 
harness the power of ChatGPT and DALL-E to enhance marketing capabilities and business operations and 
to build capabilities through cutting-edge artificial intelligence. Coca-Cola (KO) backed it prior guidance. 
Shares of Coca-Cola (KO) rose 1.47% premarket to $64.99. 
-- Ontology facts

; Entities 
entity(1, 1, 'Coca-Cola’). 
entity(2, 1, 'OpenAI’). 
entity(3, 1, 'Bain & Company').
; Financial News 
news(1, 'Coca-Cola Reports Q1 Organic Sales Growth of 12%', 'Coca-Cola 
(NYSE:KO) reported organic sales rose 12.0% in Q1...', '2023-04-24', 'Jane Doe').
; News-Entity Relationship 
news_entity(1, 1). 
news_entity(1, 2). 
news_entity(1, 3).
; Earnings Report Information 
earnings_report(1, 1, '2023-03-31', null, null, null, '2023-04-24').
; Quarterly Report Information 
; Organic Sales Growth 
organic_sales_growth(1, 12.0).
; Segment Revenue segment_revenue(1, 'Europe, Middle East & Africa', 23.0). 
segment_revenue(1, 'Latin America', 19.0). segment_revenue(1, 'North America', 
9.0).
; Global Unit Case Volume global_unit_case_volume(1, 3.0).

; Segment Revenue 
segment_revenue(1, 'Europe, Middle East & Africa', 23.0). 
segment_revenue(1, 'Latin America', 19.0). 
segment_revenue(1, 'North America', 9.0).
; Global Unit Case Volume 
global_unit_case_volume(1, 3.0).
; Comparable Operating Margin 
comparable_operating_margin(1, 31.8).
; Cash Flow from Operations 
cash_flow_from_operations(1, 160000000).
; Free Cash Flow
 free_cash_flow(1, -120000000).
; Stock Information 
stock_information(1, 'Coca-Cola', 'KO', 1.47, 64.99, 'premarket').
; Partnership Information 
partnership(1, 'Coca-Cola', 'OpenAI', 'ChatGPT and DALL-E integration 
for marketing and operations').
partnership(1, 'Coca-Cola', 'Bain & Company', 'ChatGPT and DALL-E 
integration for marketing and operations').

This uses new fact types! (II/IV)

25
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How do various facts -- organic_sales_growth, segment_revenue, global_unit_case_volume, 
comparable_operating_margin etc -- fit into your ontology?

In the given ontology, these facts can be represented as separate predicates to store specific information 
related to the financial performance of a company. Here's how these facts can be incorporated into the 
existing ontology:
; Financial Performance Facts 
organic_sales_growth(report_id, percentage_growth). 
segment_revenue(report_id, segment_name, percentage_growth). 
global_unit_case_volume(report_id, percentage_growth). 
comparable_operating_margin(report_id, margin_percentage). 
cash_flow_from_operations(report_id, cash_flow_amount). 
free_cash_flow(report_id, cash_flow_amount). 
partnership(partnership_id, entity1_id, entity2_id, partnership_description). 
stock_information(news_id, entity_name, ticker_symbol, percentage_change, price, market_status).

The predicates added to the ontology store the specific financial performance metrics associated with a 
company's earnings report or financial news. Each predicate connects to the existing earnings report or 
news facts by using the "report_id" or "news_id" as a foreign key.

For example, the "organic_sales_growth" predicate connects to the "earnings_report" by having the same 
"report_id" as a primary key in the "earnings_report" predicate. This connection allows the ontology to 
represent facts about a company's organic sales growth in relation to its earnings report.

Similarly, other predicates like "segment_revenue", "global_unit_case_volume", and 
"comparable_operating_margin" store facts related to the financial performance of a company in specific 
segments or aspects and connect to the "earnings_report" or "news" facts using the corresponding 
"report_id" or "news_id".

So please give me the new, revised ontology

; Financial News Ontology in Datalog (Revised)
; Entities 
entity(entity_id, entity_type, entity_name).
; Entity Types 
entity_type(type_id, type_name).
; Financial News 
news(news_id, headline, content, publication_date, author).
; News-Entity Relationship 
news_entity(news_id, entity_id).
; Corporate Events 
corporate_event(event_id, event_type, event_date, description).
; Corporate Event Types 
event_type(type_id, type_name).
; Earnings Reports 
earnings_report(report_id, entity_id, period_end_date, revenue, net_income, 
earnings_per_share, publication_date).
; SEC Filings 
sec_filing(filing_id, entity_id, filing_type, filing_date, document_url).
; Filing Types 
filing_type(type_id, type_name).
; Macro-economic Events 
macro_event(event_id, event_type, event_date, description).
; Macro-economic Event Types 
macro_event_type(type_id, type_name).
; Interest Rate 
interest_rate(rate_id, central_bank, rate, announcement_date).

It automatically revises the ontology … (III/IV)

26
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; Financial Performance Facts 
organic_sales_growth(report_id, percentage_growth). 
segment_revenue(report_id, segment_name, percentage_growth). 
global_unit_case_volume(report_id, percentage_growth). 
comparable_operating_margin(report_id, margin_percentage). 
cash_flow_from_operations(report_id, cash_flow_amount). 
free_cash_flow(report_id, cash_flow_amount). 
partnership(partnership_id, entity1_id, entity2_id, partnership_description). 
stock_information(news_id, entity_name, ticker_symbol, percentage_change, price, 
market_status).

; Datalog Facts
; Entity Types 
entity_type(1, 'company’). 
entity_type(2, 'central_bank’).
entity_type(3, 'government’). 
entity_type(4, 'currency').
; Event Types 
event_type(1, 'merger’). 
event_type(2, 'acquisition’). 
event_type(3, 'divestiture’). 
event_type(4, 'spinoff’). 
event_type(5, 'bankruptcy’). 
event_type(6, 'interest_rate_hike’). 
event_type(7, 'interest_rate_cut’). 
event_type(8, 'quantitative_easing’). 
event_type(9, 'quantitative_tightening').
; Filing Types 
….
---- Bunch of Datalog rules follow ---

OK, now extract facts from the Coca-Cola news report according to this revised ontology. The predicate for every fact you extract must already be in this revised ontology.

; Entities 
entity(1, 1, 'Coca-Cola’). 
entity(2, 1, 'OpenAI’). 
entity(3, 1, 'Bain & Company').
; Financial News 
news(1, 'Coca-Cola Reports Q1 Organic Sales Growth of 12%', 'Coca-Cola (NYSE:KO) 
reported organic sales rose 12.0% in Q1...', '2023-04-24', 'Jane Doe').
; News-Entity Relationship 
news_entity(1, 1). news_entity(1, 2). news_entity(1, 3).
; Earnings Report Information 
earnings_report(1, 1, '2023-03-31', null, null, null, '2023-04-24').
; Organic Sales Growth 
organic_sales_growth(1, 12.0).
; Segment Revenue 
segment_revenue(1, 'Europe, Middle East & Africa', 23.0). 
segment_revenue(1, 'Latin America', 19.0). 
segment_revenue(1, 'North America', 9.0).
; Global Unit Case Volume
 global_unit_case_volume(1, 3.0).
; Comparable Operating Margin 
comparable_operating_margin(1, 31.8).
; Cash Flow from Operations 
cash_flow_from_operations(1, 160000000).
; Free Cash Flow 
free_cash_flow(1, -120000000).
; Partnership Information 
partnership(1, 1, 2, 'Integration of ChatGPT and DALL-E for marketing and operations’). 
…..

---- Additional explanation follows ---

Very useful approach to bootstrap practical ontologies and extraction systems

Extracts facts according to new ontology (IV/IV)

27



28 Reasonable, though bland Generable quickly, at scale

Generative Knowledge Tasks

28
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Working with 
structured data

Using your KG with an LLM

29
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GPT-4 already understands 
how to produce (when 
asked) output in  
Python,JSON, Prolog, 
Javascript, …

Simple Relational Code-gen

30
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sites = art_museums + history_museums + indian_restaurant
site_coordinates = {}
for site in sites:
    geocode_result = gmaps.geocode(site)
    location = geocode_result[0]['geometry']['location']
    site_coordinates[site] = (location['lat'], location['lng'])
def compute_distance(site1, site2):
    result = gmaps.distance_matrix(site_coordinates[site1], site_coordinates[site2])
    distance = result['rows'][0]['elements'][0]['distance']['value']
    return distance
distances = {}
for site1, site2 in combinations(sites, 2):
    distances[frozenset([site1, site2])] = compute_distance(site1, site2)
problem = LpProblem("Traveling_Salesman", LpMinimize)
x = LpVariable.dicts("X", ((i, j) for i in sites for j in sites if i != j), cat='Binary')
problem += lpSum(distances[frozenset([i, j])] * x[(i, j)] for i in sites for j in sites if i != j)
for site in sites:
    problem += lpSum(x[(i, j)] for j in sites if i != j) == 1
    problem += lpSum(x[(j, i)] for j in sites if i != j) == 1
u = LpVariable.dicts("u", sites, lowBound=0, upBound=len(sites)-1, cat='Integer')
for i in sites:
    for j in sites:
        if i != j:
            problem += u[i] - u[j] + len(sites) * x[(i, j)] <= len(sites) - 1
problem.solve()
assert LpStatus[problem.status] == 'Optimal'
solution = [site for site in sites if x[(sites[0], site)].varValue == 1][0]
route = [sites[0], solution]
while solution != sites[0]:
    next_solution = [site for site in sites if site != solution and x[(solution, site)].varValue == 1][0]
    route.append(next_solution)
    solution = next_solution

print("Optimal route:")
print(" -> ".join(route))

import googlemaps
from pulp import LpMinimize, LpProblem, LpStatus, lpSum, LpVariable
from itertools import combinations

API_KEY = 'YOUR_GOOGLE_MAP_API_KEY_HERE'

gmaps = googlemaps.Client(key=API_KEY)

art_museums = ['The Metropolitan Museum of Art, New York, NY',
               'Museum of Modern Art, New York, NY',
               'Solomon R. Guggenheim Museum, New York, NY']

history_museums = ['American Museum of Natural History, New York, NY',
                   'New-York Historical Society, New York, NY']

indian_restaurant = ['Junoon, New York, NY']

Almost correct! Constraints need a few tweaks.

Very useful assistant for knowledgeable programmer.

Planning

31
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Providing a 
detailed outline to 
increase chance of 
success.

Note: you do not 
have to worry 
about 
remembering 
specific API calls.

Planning

32
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Semantic Search 
- Find the cell tower who receives most of the calls from customers who live in a specific 

address?  

33

customer

deviceId

CellTower

CTN

call

account

AccHasCustomer
CTNRegistersDevice

AccHasCTN
CallHasCTN

CTNRegistersCellTower

zipcode

AccHasAddress
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ChatGPT 3.5 doesn’t work for datalog

34
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ChatGPT 4 Works

35
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A different approach

36
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Traverse the Ontology
LLMs can help us anchor on the ontology. Then we can deterministically traverse it to form a query.
As ontologies become larger this is the most viable solution.

37

customer

deviceId

CellTower

CTN

call

account

AccHasCustomer
CTNRegistersDevice

AccHasCTN
CallHasCTN

CTNRegistersCellTower

zipcode

AccHasAddress
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LLM Tradecraft

Recursion, subgoaling, literate agents

38
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Prompting

- Early stages of LLMs:
rispa => paris
utefuac => faucet
gboinr => 

- It was more about showing examples to implicitly describe the task
- LLMs proved to be very good analogical few shot learners
- Prompting was very brittle

39
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From Prompting to instructions

- With 15 thousand conversations it was possible to move from brittle prompts to 
instructions

- ChatGPT (InstructGPT)
- Treat the LLM as your colleague 
- Give instructions that describe the task.
- ChatGPT knows enough and does not need an example
- However it is possible that it might have no prior knowledge

- Let’s say you want to teach it a new concept (ie a new programming language)

40

From GPT-3 to GPT-3.5 (ChatGPT)
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Fine-tuning

- Develop a task-specific data-set (prompt, response)_n
- Fine-tune a pre-trained model.

- For instance, a T5 model or GPT-3.
- Works well for a number of tasks, e.g. classification

- E.g. de-duplication of entity records from different vendors
- E.g. labeling columns in relational tables with concepts from an ontology.

- Main drawback: Expensive to generate dataset
- But: Use a more powerful model to generate data for a smaller model (distillation), 

cf Yejin Choi 2022 “Symbolic Knowledge Distillation”

41

https://arxiv.org/abs/2110.07178
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Symbolic knowledge distillation

42
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Embeddings

- The cornerstone of deep learning. 
- It took many years to figure out how to represent anything in a vector with semantic 

meaning
- Embedding: Summarize text into a vector
- All modern LLM offer a service for converting text to embeddings
- Example:

The kids enjoyed splashing water => Embedding1
My children love water parks => Embedding2

distance(Embedding1, Embedding2)  ~ small

43
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Vector search 

- A new type of database
- Key - value store where key is a vector
- Retrieval is done in an approximate fashion.

- Given a vector find other vectors in the 
database

44

VDB



45

Vector Database Systems

45
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A vector database as external memory
- Split documents in passages
- Embed each doc with LLM
- Store (Embedding, passage) inside a VDB
- When the LLM has a question it can 

embed it and get relevant passages from 
the VDB

46

user> Is the debt of GE higher than GM? List 
documents that would be relevant for you to 
answer this question
gpt> 

- Balance Sheet for General Motors
- Balance Sheet for General Electric

> 

Embedding 
Service

VDB
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Iteratively augment prompt

- Most of the times you will need to work with prompting
- You can solve many problems by iteratively 

- Ask LLM a question
- Retrieve information from an external VDB
- Ask LLM to refine given the new information again

- Pros
- You can dynamically change your Knowledge Base by adding and deleting records on 

your vector database
- You have full control of your workflow

- Cons
- Multiple calls to the LLM for reasoning queries 

- Higher costs
- Higher latency

47
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Setting: “Multi-hop” question 
answering – question Q can only 
be found by identifying multiple 
passages, which together contain 
info to answer Q. (Hotpot QA)

Use semantic embeddings to find 
passages close to question.

Idea: You can ask LM to answer Q, 
and if it cannot, generate a 
question Q’, which when 
answered will help answer Q.

Find more passages related to Q’.

Iterate

Multi-hop reasoning: Ask for residuals

48

https://nlp.stanford.edu/pubs/yang2018hotpotqa.pdf
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Language Machines

49

● Organize problem-solving as 
○ Interaction between a dynamic collection of agents 
○ Using language for input, output and internal representation 
○ Using language analyzers (LLMs) to understand input, generate updates to internal 

state, generate output, specify actions in the world
● Agents may 

○ Operate autonomously (standing agents)
○ Generate and execute code
○ Spawn new agents

Powerful and natural extension of Language Models

Use language for 
communication and 
representation.
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Language Machines as the 
Knowledge Hub

Rethinking Enterprise Architecture

50
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List companies that 
have recently filed 
10-Qs who might 
benefit from a 
receivables 
securitization program.

A customized, personalized 
assistant for every 
professional  (portfolio 
managers, traders, sales, risk, 
controllers, engineers, …)

Data streams
Reports

Data-sets
Training data

Logs

Foundation of Institutional Memory

Meta-data, 
ontologies

Document 
Store

Email

…Data-
bases

CRM SCMKnow. 
bases

Corporate 
LLMs

Extract two page 
business terms 
summary from this 
syndicated loan

Generate 
consolidated 
agreement from 
original  + 
amendments

Extract all material 
loan terms, 
according to this 
ontology, from this 
stream of loan docs.

Continuously update 
each company’s 
profile in my 
database based on 
current news 
articles.

Continuously update 
each company’s 
profile in my 
database based on 
current news 
articles.

Language Machine Hub Use data logs to retrain 
models with RLHF 

First Generation of Enterprise Computers for humans
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Implementing Language Machine Hub

52

● Describe APIs and 
entry-points using 
text.

● Register with LM Hub
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./kgchat -v 2
chat> :load-plugin googlemaps
module 'googlemaps' has no attribute 'plugin'
chat> :load-plugin maps
maps:directions 687 tokens
maps:distancematrix 629 tokens
maps:geolocate 588 tokens
chat> :load-plugin worldtime
worldtime:* 392 tokens
chat> What is the time right now in Faridabad, Haryana?
---- context segments (0.43s)
0.784568548 maps:distancematrix (629 tokens)
0.770304561 worldtime:* (392 tokens)
0.758450000 maps:directions (687 tokens)
0.708505094 maps:geolocate (588 tokens)
2332 tokens
---- context source (24.28s)
from worldtime import get_timezones_by_area_location

area = "Asia"
location = "Kolkata"  # Faridabad, Haryana is in the same timezone as Kolkata
datetime_timezone = get_timezones_by_area_location(area, location)

print(f"Current time in Faridabad, Haryana: {datetime_timezone.datetime}")
---- context (4.51s)
Current time in Faridabad, Haryana: 2023-04-19T23:28:24.720148+05:30
---- context prompt
49 tokens
---- (5.81s)
The current time in Faridabad, Haryana is 2023-04-19T23:28:24.720148+05:30.
----

chat> Ok that was totally awesome. But are you sure that Faridabad is in the 
same timezone as Calcutta? Why?
---- context segments (0.76s)
0.767981231 maps:directions (687 tokens)
0.767508447 worldtime:* (392 tokens)
0.743990302 maps:distancematrix (629 tokens)
0.740608811 maps:geolocate (588 tokens)
2332 tokens
---- context source (17.22s)
None
---- (16.05s)
Yes, I am sure that Faridabad and Kolkata (Calcutta) are in the same timezone. 
Both cities are located in India, and the entire country follows a single timezone, 
which is Indian Standard Time (IST). IST is 5 hours and 30 minutes ahead of 
Coordinated Universal Time (UTC+5:30). This uniform timezone helps in 
maintaining consistency in various aspects like business, communication, and 
transportation across the country.
----
chat> 

User can ask questions about intermediate state!

Example interaction
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Example Interaction

Workflow
- A user asks a question Q
- Use LLM to generalize Q to Q’
- Embed Q’
- Look up  relevant plugins R 

via VDB
- Use LLM to write the Python 

code P that uses R to produce 
data helpful in answering Q 

- Use LLM to assemble 
resources into answer

54

“How long does it take to go 
from Acropolis to the 
parliament on foot? “
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The Elephant

What is the role of Knowledge Graphs in 
the new world?
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Raw text vs Organized KG

- Should an enterprise convert 
unstructured data (documents) to a 
KG?

- Is it better to embed them into a 
vector database and query them with 
LLMs?

- Maybe finetune an LLM?

56
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Do LLMs represent concepts better than KGs?

Knowledge Graphs abstract things from strings
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How do LLMs deal with concepts?

The power of synonyms
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GPT-4



59

A more difficult example

The power goes beyond synonyms

59

GPT-4
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Another Example
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Sometimes things go wrong
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Converting text to KG

Pros

- Facts are reliable, since they 
are reviewed by humans

- KGs are faster and cheaper 
than LLMs

- Heavy lifting is done offline, 
applications are lighter

- KGs have more powerful 
reasoning capabilities

62

Cons

- You need to know a priori what 
entities/relations to extract 

- In case of a new query type, you 
need to re-extract info from raw 
docs
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Working directly with text and LLMs

Pros

- Documents can be 
added/removed dynamically

- Very powerful reasoning 
capabilities

- Natural Language for Querying
- Easy to do multihop querying  

63

Cons

- LLMs have high latency
- Multiple LLM calls might be 

required
- LLMs have high cost
- Need an extra Vector DB
- Embedding docs has an 

associated cost
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Knowing what you don’t know

- Knowledge Graphs know their boundaries really well
- We can’t claim the same for LLMS
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LLMs controlling KGs

LLMs still struggle to know when to use KGs
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LLMs embedded in the KG query plan

Question: Which startups received investment from funds that were over $1B in 2018?
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Conclusion

Where we go next
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Conclusion – Tremendous progress, but a long way to go!

Vijay’s 2015 slide from IBM Research 

Central Q: Can we build systems that can work w/people and accomplish tasks in the world? 
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Thank you

69



70

Appendix

Financial Applications
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PIPG: Extract Formulas from Structured Notes
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Creda: Extract Negative Covenants from Loans
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Nessie: News Analysis for Credit officers I/II
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Nessie: News Analysis for credit officers II/II
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• Around 120 attributes, including:
• Underlying facilities (term, 

revolver, LOC…)
• Base rates (Eurodollar, …) 
• Margin
• Tenure
• Currencies
• Business Days
• …
• Plus capture cross product (not all 

options are available)

Lani: Extract Operational terms from Corporate Loans
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Breakthrough in NLU
Vaswani et al “Attention is all you need”, 2017

• Set up a path between any pair of tokens in a layer, 
to learn the strength of that pair – multi-headed 
self-attention

• Build up these patterns recursively, layer on layer.
• Have to explicitly represent position of token now. 
• Self-attention supports permutation-equivariance

• Key to compositional generalization? (cf Lake 
and Baroni, ICML 2018).

Identifying data invariants and building them into the network is key to “programming”.76

Working with Text: The Transformer

https://arxiv.org/abs/1706.03762
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Simply learn to predict the 
probability of the next token, 
conditioned on the context.

(Variants: Masked LM, see also 
modern “UL” work)

The cat on the hot tin ____
roof 0.8
Timbuktu .0000001
pot 0.00004
Iodine 0.000006
bull-session 
0.000000001

Generate billions of such examples 
automatically, train the model to predict.

Causal Language Model Self-supervision
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https://arxiv.org/abs/1810.04805
https://arxiv.org/pdf/2205.05131.pdf
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GPT-3 paper

GPT-4 is said to have 1T parameters

Scale, baby, Scale
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https://arxiv.org/abs/2005.14165


79

Fine tune on labeled data-sets.

First convert all tasks to 
text-to-text tasks.

Hold out some tasks.
Train on data sets for other tasks.

Test for in-context learning on 
held out tasks. 

Realizing “GPT-3 performance” with small LLMS
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https://openai.com/research/instruction-following

Key to ChatGPT performance

Credit: OpenAI

RLHF: Training to better follow instructions
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https://openai.com/research/instruction-following
https://openai.com/research/instruction-following

