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Front Matter

Abstract

The aim of this publication is to document and describe current, widespread research practices in
Computational Literary Studies (CLS), based on a large collection of publications that have been
published in this field over the last approximately ten years. The perspective of this survey is
primarily descriptive: it aims to document current, widespread practices as the authors were able
to observe them in the published literature. In this sense, the survey, while far from exhaustive,
can also serve as an annotated bibliography of sorts and as a guide to further reading. Despite
the fact that this survey is not intended as an introductory textbook, it can nevertheless also
serve as an introduction to several research areas and issues that are prominent within CLS as
well as to several key methodological concerns that are of importance when performing research
in CLS.
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General Introduction

Christof Schöch (Trier)

Welcome to this methodological survey of Computational Literary Studies (CLS). The aim of this
publication is to document and describe current, widespread research practices in CLS, based on
a large collection of publications that have been published in this field over the last approximately
ten years. The perspective of this survey is primarily descriptive: it aims to document current,
widespread practices as the authors were able to observe them in the published literature. In
this sense, the survey can also serve as an annotated bibliography of sorts and as a guide to
further reading. Despite the fact that this survey is not intended as an introductory textbook,
it can nevertheless also serve as an introduction to several research areas or issues that are
prominent within CLS as well as to several key methodological concerns that are of importance
when performing research in CLS.

Areas of research and steps in the research process

The research areas or issues covered by this survey are the following, and correspond to significant
strands of CLS research:

• Stylometric authorship attribution, that is the identification of possible authors of a text
of anonymous or disputed authorship using quantitative indicators (for an introduction,
see Chapter 5);

• Literary genre analysis, that is the analysis of the similarities and differences between
groups of texts belonging to related but distinct literary genres or subgenres (see Chap-
ter 10);

• Literary history, that is the investigation of patterns and developments that are determined
by factors such as literary periods and movements or the development of literature over
time (see Chapter 15);

• Analysis of gender, that is the investigation of patterns, differentiations and other phe-
nomena related either to the biological sex or social gender of authors or to the ascribed
sex and gender identities of fictional characters in literary works (see Chapter 20);

• Finally, the analysis of canonicity and prestige and the ways these attributions to au-
thors and texts are related both to textual and extra-textual factors and processes (see
Chapter 25).

The key methodological concerns covered by this survey, in turn, are the following, and are
directly related to a certain number of key steps in the research process:

• Corpus building, that is the design and composition of corpora in such a way that they
best support the investigation of one or several research questions (for an introduction, see
Chapter 1);

• Preprocessing and annotation, that is the process of preparing texts selected for inclusion
into a corpus, or belonging to a previously designed corpus, by way of text encoding, data
cleaning, token-level annotation and document-level metadata collection (see Chapter 2);

8



• Analysis, that is the performance of qualitative or (in particular) quantitative methods
of operationalizing or formalizing specific literary phenomena and the investigation of the
nature, prevalence, and distribution of such phenomena in literary corpora (see Chapter 3);

• Finally, the formal evaluation of the robustness, generalizability, explainability, perfor-
mance and/or significance of the analyses performed in the previous step (see Chapter 4).

Some practical matters

The two perspectives described above, the research areas or issues, on the one hand, and the
methodological concerns or steps in the research process, on the other, structure this survey,
which is presented as a two-dimensional grid of short texts. As a consequence, this survey can
be read in at least three manners: Readers who are primarily interested in different aspects of a
given research issue, such as authorship attribution or genre analysis, may want to read all the
texts in the relevant column, from top to bottom. Readers, however, who are rather interested
in different aspects of a given step in the research process or methodological concerns, such as
corpus building or evaluation, you may want to read all the texts in the relevant row, from left
to right. A set of short introductions to each research issue and each methodological concern
provide orientation to readers adopting either approach. Finally, readers are of course welcome
as well to dive right in and read texts in any order they prefer.

Please note that bibliographic references are included in each text using the ‘author date’-system
in brakets within the text. The full references for a given section, including both works cited
as well as additional references recommended for further reading, can be obtained by clicking
on the link provided at the end of each individual chapter. A list of all cited references is also
provided for convenience’s sake. In addition, all cited references as well as further readings are
available in the CLS Bibliography that also documents the corpus of publications that is the
foundation of this survey.
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Christof Schöch (2023): “General Introduction”. In: Survey of Methods in Computational
Literary Studies (= D 3.2: Series of Five Short Survey Papers on Methodological Issues).
Edited by Christof Schöch, Julia Dudar, Evegniia Fileva. Trier: CLS INFRA. URL: https:
//methods.clsinfra.io/general-intro.html, DOI: 10.5281/zenodo.7892112.
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title = {General Introduction},
booktitle = {Survey of {{Methods}} in {{Computational
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author = {Schöch, Christof},
editor = {Schöch, Christof and Dudar, Julia and Fileva, Evgeniia},
date = {2023},
publisher = {{CLS INFRA}},
location = {{Trier}},
doi = {10.5281/zenodo.7892112},
url = {https://methods.clsinfra.io/general-intro.html},
langid = {english}

}
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Part I

Introductions to the research steps
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This part of the survey is devoted to general, introductory remarks about the individual steps in
the research process covered by this methodological survey of Computational Literary Studies.
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1 Introduction to Corpus Building

Evgeniia Fileva (Trier)

1.1 What is corpus building?

Not only are corpora and text collections a way of preserving literary texts for the long-term
transmission of literary heritage, but they are also an essential foundation for research in both
Digital Humanities generally and Computational Literary Studies in particular. The number
of available corpora is large, and increases every year. This is primarily due to the fact that
most research projects have specific requirements with respect to the corpus of texts being used.
As a consequence, many corpora are created for specific research purposes and are therefore as
diverse as the projects they support.

Corpus building is used here as a cover term for a range of activities related to the creation of
both linguistic corpora specifically – i.e. systematically composed and linguistically-annotated
sets of machine-readable texts (McEnery and Hardie 2012) – and text collections more generally
– i.e. small or large collections of literary texts or historical documents with various degrees of
rigour in their composition and a broad range of possible annotations. These activities first of
all include conceptual work, such as deciding on the scope and size of a corpus, designing the
criteria for the composition of the corpus, designing the text encoding scheme and modeling the
information captured by the metadata. But they also include the practical implementation of
these design decisions, such as identifying texts for inclusion in the corpus, digitizing the texts
(if they are not available in digital form), applying the encoding scheme to the texts, collecting
the required metadata and making the corpus available to others.

All in all, our analysis of the research literature in CLS covered here contains relatively few
studies specifically devoted to the issue of corpus building. It appears that knowledge on this
topic is mostly derived from adjacent, relevant fields, such as Corpus Linguistics, text encoding
and scholarly digital editing, from which many lessons are probably taken. A limited number
of studies, however, do exist also within CLS proper that describe and reflect on the corpus
building process in particular cases and for particular purposes. These are presented in other
chapters of this survey that treat corpus building for specific areas of investigation.

Some publications from within CLS also reflect in a more general or theoretical manner on
what corpora are, how they can be designed and what kind of role they play in the research-
based process. This category includes much work by Katherine Bode, concerned in particular
with the biases baked into corpora due to the ways in which they have been created, often
using material that has become available due to many historical and contextual factors rather
than only scholarly concerns (e.g. Bode 2020). A recent addition to this body of work is
Michael Gavin’s book on Literary Mathematics (Gavin 2023), in which the author underlines
the importance of the construction of the corpus as a place where words (in the texts themselves)
and contexts (through the metadata describing each individual text) come together and support
multiple avenues of mathematical analysis. A more modest summary of best practices in the
design of datasets, including corpora for research in CLS, has been proposed by Christof Schöch
(Schöch 2017a).
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1.2 What are the major issues in corpus building?

1.2.1 Corpus size

The size of a corpus can vary considerably. In addition, the size of a corpus may be calculated
in various ways, notably as the number of texts it contains (irrespective of the texts’ length), or
as the number of tokens (words) or types (distinct words) it contains. In terms of the number of
texts, corpora can range from a relatively small size, as in the European Literary Text Collection
(ELTeC), where each separate corpus contains 100 novels, to millions of books, as in the case of
the HathiTrust Collection, made up of over 17 million items (Schöch et al. 2021; Organisciak
et al. 2014). But keep in mind that novels are relatively long texts, in terms of the number of
tokens, so that virtually all ELTeC corpora of just 100 novels contain more than 5 million tokens
each, whereas the Diachronic Spanish Sonnet Corpus (DISCO), with more than 4300 texts, is
made up of slightly more than 400.000 tokens (Ruiz Fabo, Martínez Cantón, and Calvo Tello
2018).

The estimated corpus size is generally determined according to the goal of the researchers build-
ing the corpus. If the goal is to show the linguistic and/or literary diversity of a language or
literary tradition, e.g. to preserve literary heritage in a digital format, or to provide a back-
ground for further research, a corpus can consist of a large number of texts. However, a small,
representative corpus can also serve as a useful corpus for DH and CLS research. In addition,
one cannot exclude technical limitations, which do not always allow working with a large amount
of data, and if this is the case, scholars are limited to a smaller amount of texts. Overall, corpus
size depends on the goals of a study, and larger databases may be necessary to capture either
rarer or more diverse phenomena or to discover and test for trends over time (Schöch 2017a).

1.2.2 Markup, annotation, format

Markup is a way to add information to the corpus in a machine-readable format. Markup
can be divided into two types: document-level markup and annotations of parts of the texts
(Reppen 2022). Depending on the community of origin, corpora may be encoded in one of a
number of widespread formats. The simplest way to provide the texts in a corpus is the plain
text format. However, in this case, neither information on textual structure nor token-based
linguistic annotation can be provided. In addition, metadata can in this case only be transmitted
in a separate file or via the filenames. If filenames are used for this purpose, the names of units
in the corpus should be standardized and reduced to the same format, containing, for example,
the name of the book, author, language, etc. A more suitable method is to use filenames as
identifiers, but store metadata in a separate, tabular file for the corpus as a whole using the
identifiers to link files and relevant metadata entries.

In DH and CLS, the accepted standard for textual encoding are the Guidelines of the Text
Encoding Initiative (TEI). This XML-based format allows for the inclusion of detailed metadata,
encoding of textual structure as well as token-based linguistic annotation (see (Burnard 2014)).
Using a formal language like XML to represent analytic annotation in a text has a significant
advantage in automatic validation. This means that the annotation used in a document can
be checked to see if it conforms to a previously defined model of which types of annotation
are permitted and in which contexts (Burnard 2014). Examples of recent literary corpora that
use XML-TEI include the Deutsches Textarchiv, the Diachronic Spanish Sonnet Corpus, the
European Literary Text Collection, DraCor, TextGrid’s Digitale Bibliothek, Théâtre classique
and many more.
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1.2.3 Metadata

Metadata contains information about various aspects of the books included in the corpus, such as
about the author, publication, format, etc. Metadata is usually contained in the XML/TEI mark-
up of the document. This kind of markup is commonly occurring in the Deutsches Textarchiv,
CoNSAA, and ELTeC corpora. Metadata, i.e. knowledge about the text, can also be stored
as a CSV table. This type of metadata storage can be seen, for instance, in the Zeta project
corpus. The table, published in the Github repository, contains information about each novel,
including genre and subgenre. Project Gutenberg has a feature in its editorial metadata such as
the absence of print source publication date information. Since the corpus includes e-books, this
criterion has been replaced by a release date. In addition, the Gutenberg project uses XML/RDF
format for metadata. However, this scheme has not always been used in the project; previously
metadata was stored in the MARC (Machine-Readable Cataloging) format. This format is now
used by the HathiTrust corpus, which stores content and bibliographic information. You can
read more about the metadata requirements of the HathiTrust project and the process of data
submission on their website.

Corpora can provide different kinds of document-level information about texts (metadata).
There are various approaches to classifying metadata types. The standard metadata types
defined by NISO include descriptive, structural, and administrative kinds (see National Informa-
tion Standards Organization). In some studies, such as those by Burnard and Calvo Tello, there
are slight differences from the NISO typology. For example, Calvo Tello lists editorial metadata
instead of structural metadata (Calvo Tello 2021). Burnard includes all 4 types of metadata
(Burnard 2014). The ELTeC corpus also distinguishes 4 types of metadata, similar in structure
to Burnard’s typology. Storing metadata in the markup according to the standardized TEI
format, where the TEI Header provides a large number of metadata elements and attributes at
the beginning of each file is a very flexible and powerful solution.

1.2.4 Data accessibility and copyright

�orpora and corresponding corpus documentation (information about metadata, format, DOI
and URI identification numbers for each text, etc.) can then be placed in appropriate reposi-
tories, such as for example libraries and archives, repositories like Zenodo or Figshare or cross-
project infrastructure initiatives (e.g. DARIAH or CLARIN). In this way, the data are published,
archived and can be used, verified or reproduced by other researches for further study. It is im-
portant to make sure that the data meet standards (e.g. TEI encoding) and are technically
available (Schöch 2017a).

It’s not always the case that the materials from the corpus are fully open access or in the public
domain. If corpus consists of closed-access materials, permission must be obtained for their use
as well as for the use of the corpus itself. In such scenarios, the corpus cannot be made available
to third parties. However, there are solutions and proposals available that support so-called
non-consumptive research and can help address this issue, such as XSample (Andresen et al.
2022) or derived text formats (Organisciak et al. 2014; Schöch, Döhl, et al. 2020).

1.3 Is representativeness possible?

For Computational Linguistics tasks, a corpus must be balanced and representative (Calvo
Tello 2021). Collections of texts are created to provide access to texts and the ability to analyze
them using machine learning algorithms. The creation of text corpora for analysis in linguistics
and Digital Humanities has several aspects. Schöch mentions in particular the aspect of the
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“population”, which designates the total number of relevant items from which a corpus could be
sampled or selected, given a specific scope of the corpus in terms of language, period, text type
etc. (Schöch 2017a). The data selected for inclusion in a corpus can be a random selection of
cases from the population, if the population is known and all texts are accessible, in which case
we can speak of a representative corpus. Alternatively, a corpus can contain a minimum number
of cases for each possible combination of values of the criteria, and may in this case be called a
balanced corpus. Finally, a corpus can include a selection not from the population, but from a
readily available source of data, in which case one may speak of an opportunistic corpus (Schöch
2017a; Calvo Tello 2021). Balanced and opportunistic selection are alternatives to representative
sampling, because the latter is a very labor-intensive strategy, if it is realistic at all. This
procedure allows for valid statements to be made about the population based on the sample and
serves as a standard of comparison for other data collections. However, the population must
be finite and known, which can be challenging and costly to achieve. Additionally, there must
be digital or analog availability of the selected datasets and difficult decisions must be made
regarding how to treat all relevant works equally or weigh them based on factors such as their
distribution and reception (Schöch 2017a).

Representativeness of a corpus is being actively discussed in the scientific community. Randi
Reppen points out that in some cases representativeness is possible, especially if all texts of
a particular time period, author, or event can be collected, but this is rather the exception.
More often than not, representativeness is governed by corpus size and material selection. Thus,
smaller corpora are more often used to study grammatical phenomena and patterns, while
vocabulary is more representative of larger corpora (Reppen 2022). Katherine Bode suggests
that debates about corpus representativeness should focus on identifying ontological gaps and
epistemological biases in evidence, and adapting editorial theories and practices from textual
studies to the digital context, rather than demanding a single, “correctly balanced sample”. The
aim is to characterize the transformations that have produced the available evidence, rather than
constructing a dataset in which all types of literature from all periods are equally represented
(Bode 2020).

1.4 Research-driven or curation-driven corpus building?

In the literature we have found, we encounter different approaches to the building of a corpus.
Thus, depending on whether a corpus is being assembled for the study of a linguistic or literary
phenomenon or whether the goal is to assemble a collection of texts, research-driven and curation-
driven approaches are distinguished.

There are many collections of texts that are actively used by various scientists as a database
for their research. The list is particularly extensive for the English language. For example,
corpora such as HathiTrust, the Brown Corpus, and Project Gutenberg are examples of widely
used collections of texts for CLS. For the German language, notable examples of such a corpora
are the Deutsches Textarchiv and the Digital Library in the TextGrid repository, which provide
a lot of literary data. We have covered research based on these and many other corpora in the
following chapters.

Sometimes creating a corpus for an individual task will be more effective than taking an already
existing collection of texts. There are examples of corpora for which materials are selected ac-
cording to language and genre, such as the Corpus of Novels of the Spanish Silver Age (CoNSSA)
(Calvo Tello 2021), the Diachronic Spanish Sonnet Corpus (DISCO) and DISCO PAL corpus
of poetic texts for Spanish (Ruiz Fabo, Martínez Cantón, and Calvo Tello 2018). Similarly, the
corpus created as part of the Riddle of Literary Quality project covers texts published in the
Netherlands, and is used in several studies of that project (Koolen 2018). Overall, there are
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corpora that cover many aspects of literary research, such as time periods, many genres, one
language, etc. We have also covered some of them in the further chapters on corpus building in
specific scenarios.
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2 Introduction to Preprocessing and
Annotation

Andressa Gomide (Porto)

2.1 Introduction

A corpus is rarely a collection of raw texts grouped together. To derive meaning from corpora,
we normally need to first (a) remove noise or unwanted text; (b) divide the corpus into segments
(normally tokens and sentences); (c) add layers of annotation (or information) to the text; and
(d) document and store information about the texts themselves (metadata). These pieces of
information should be ideally structured in a way that allows them to be easily retrieved in a
corpus.

The issue of annotation and preprocessing in Computational Literary Studies covers a number of
aspects. The two key categories of annotation are document-level annotations (metadata) and
token-level annotations (tagging). For the purposes of this survey, we deal with document-level
annotation or metadata in the sections on Corpus Building, because metadata is an essential
aspect of corpus design and corpus composition. Tagging can be performed at the level of
individual tokens, but can also concern longer spans or regions of the text. For example, it is
typical of text preparation in CLS research that text structure is annotated using markup such as
XML-TEI. In addition to (and usually before) tagging texts, a certain number of preprocessing
steps are typically performed, such as cleaning and normalization. Finally, preprocessing steps
such as segmentation and filtering of tokens can be performed. These two latter manipulations
lead over to analysis, where they are sometimes integrated and performed on-the-fly rather than
being performed as part of the data preparation.

2.2 Preprocessing

Annotation is best done to a raw text, without extra information other than the text itself.
However, some pre-processing to normalise the text can be desirable (Wolfe 2002; Dash 2021).
In addition, if the source text already has structural annotations, for example in XML-TEI, a
strategy needs to be found to preserve this information, or loosing this information be accepted.
For matters of clarity, in this text, we divide this pre-processing into two groups: cleaning and
data preparation.

2.2.1 Cleaning

Cleaning refers to removing noise or unwanted information from the text. These undesirable
elements can be, for example, page headings and footnotes, page numbers, line breaks, sensitive
data, and boilerplate text (text fragments repeated without major changes). In some cases,
the cleaning has to be done manually (e.g. search for sensitive data). Very often, the cleaning
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can be done (semi) automatically with the identification of mark-up and/or the use of regular
expressions.

Once the cleaning is completed, the discarded data cannot be accessed anymore. This is the
first version of the corpus and is normally kept as canonical raw data. It is also at this point
that the information about each text (metadata) is documented; see chapter “General Issues in
Corpus Building” (Chapter 1).

2.2.2 OCR and spelling

There are two additional areas where a correction of texts directly concerns problems of prepro-
cessing and annotation: OCR errors and spelling variation. We discuss these areas as directly
related to language variation in a corpus.

The consensus for dealing with OCR errors seems to be the following: if noise that alters texts is
‘moderate’ and uniform across a given corpus, it can be ignored. This can save a lot of resources
by making perfectly proofread OCR texts unnecessary. Research that simulates uniform OCR
errors shows that authorship attribution scenarios, for instance, can handle up to 20-30% of
global erroneous characters without losing too much of classification strength (Eder 2013c). This
finding also holds for recognized handwriting, making noisy HTR output viable for attribution
studies (Franzini et al. 2018). The role of heterogeneous noise, however, is understood poorly.
It can be a significant ‘invisible’ problem when texts are coming from large digital libraries and
collections (e.g. Google books, Gutenberg, Gallica), since OCR quality may differ for different
images, book formats, typesets, print quality. Even with comparable OCR frameworks, noise
might be not uniform. In addition, in scenarios other than authorship attribution, noisy data is
likely to be more of an issue.

Spelling normalization becomes a larger problem for Western texts the further we go back
in time from the 19-20th century sources that largely had standardized grammar, spelling and
typographic conventions. It is common to account for major orthographic variation (e.g. Umlauts
in German and the long s in Latin-based orthographies Rebora et al. (2018b), or pre-1917
Cyrillic). In Medieval manuscript sources, the regional and individual variation in orthography
dramatically increases. The problem is vividly illustrated in a study by Kestemont, Moens, and
Deploige (2013) that makes a lot of effort to normalize 12th century Latin texts by lemmatizing,
isolating clitics, splitting contractions and generating possible spellings of words to catch their
outside-dictionary occurrences. At the same time, spelling normalization becomes less relevant
with modern fiction, where dialectal and regional variation is seen as a conscious authorial choice
and is left untouched for the analysis (Gladwin, Lavin, and Look 2015).

2.3 Data Preparation

2.3.1 Segmentation: tokens and sentences

Tokenization and segmentation are steps performed in the earlier stages of most text analyses.
It is normally a fast process done using deterministic algorithms (e.g. Bird, Klein, and Loper
2009) to establish token and sentence boundaries (Grefenstette 1999).

Some examples of commonly used tokenizers are OpenNLP, spaCy and TreeTagger (Schmidt
1994). Understanding (and customizing) the segmentation process is opportune when choosing
a tokenizer, as they might vary on how they account for multiword expressions and ambiguous
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separators, for example. Inexact tokenization can negatively affect later processes and applica-
tions with the corpus. For instance, running a dependency parser on a badly tokenized sequence
may yield errors beyond the span of the problematic token or sentence.

2.3.2 Normalization

Words might have different spellings that should be preserved or normalized, depending on the
research question, especially when dealing with historical texts. When variation of orthography
is not relevant, a common step is to normalize the text by establishing a standard for words
with alternative spellings.

A more sophisticated way of dealing with spelling normalization is to encode both the original
and the normalized or modernized version, as is possible in XML-TEI, in order to retrieve the
version one is interested in as needed in the analysis step. Again, this is an area where corpus
design, preprocessing and analysis interact.

Another way of normalization, which is especially done with highly inflected languages, is the
annotation of the tokens with its lemma (base word form) or stem (word root), or even, in
simpler scenarios, the replacement of token by the lemma or stem. Although this step is here
described as a preprocessing step, a lower level of annotation is necessary.

2.3.3 Data filtering

Depending on the type of analysis that will follow, it might be necessary to remove unwanted
tokens that affect the statistical analysis. This is normally done by using a stopword list to
filter the texts. Stopwords, or empty words, are, usually, words commonly used in a language,
such as prepositions and articles. Punctuations might also be filtered out of a corpus, especially
when spoken data is concerned. However, they are crucial to identify boundaries and context,
e.g. questions, exclamation, citation (Jurafsky and Martin 2023, 11). In addition, this kind of
filtering can also be done based on token-level annotation (e.g. removing all but the nouns and
verbs) or based on relative frequency or document frequency (e.g. removing all words present
at least once in more than 90% of the documents). As mentioned above, such a filtering step is
often performed ‘on-the-fly’ as part of the analysis pipeline.

2.4 In-text annotation

Adding extra information to the texts makes analyses easier and more precise (see chapter
“General Issues in Data Analysis” (Chapter 3). Annotation can add different layers of knowledge
to text. It can be related to grammar, meaning, orthography, etc. Leech (1993:275) proposes
seven maxims of text annotation, from which we emphasize the following three:

• “It should always be easy to dispense with annotation and revert to the raw corpus.” (1)
• “(…) the annotated corpus is made available to a research community on a caveat emptor

[engl.: buyer beware] principle.” (5)
• “(…) to avoid misapplication, annotation schemes should preferably be based as far as

possible on ‘consensual’, and ‘theory-neutral analyses’ of the corpus data”. (6)
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There are many categorization schemes for the different types of annotation (see, e.g., Dash 2021).
There are different layers of textual annotation and the various linguistic perspectives that can
be applied to units such as tokens, sentences, paragraphs, and chapters. Gardt’s schema for the
analysis of textual semantics, referred by Tello (Calvo Tello 2021), includes three large groups of
textual components: communicative-pragmatic frame, macrostructure, and microstructure. The
communicative-pragmatic frame corresponds to the basic metadata and covers the information
about the producer, the reader, the situation, and the medium. Data about genre, text type
and related information are stored in the macrostructure component. The microstructure frame
includes several linguistic layers such as layout, morphology, lexicology, phraseology, semantics,
forms of argumentation, syntax, and punctuation (Calvo Tello 2021). The use of templates
or schemas for corpus mark-up enables texts to have multiple annotations, allowing users to
access the version that meets their needs (Reppen 2022). As Schöch points out, the most crucial
aspect of any annotation is that an annotation scheme follows an established standard (Schöch
2017a).

For matters of clarity and to avoid theory bias, we follow The IMS Open Corpus Workbench
(CWB) encoding manual (Stephanie Evert 2022; Stefan Evert and Hardie 2011)) and divide the
annotation types into positional (token-level) and structural (region-level) attributes.

2.4.1 Token-level / positional

Token-level annotation is normally done automatically, attributing a value to each token in the
corpus. The most common types of annotation of this kind are lemmas (the word in its unin-
flected form) and part-of-speech annotation (POS). Annotation of named entities (such as names
of people, places, organizations or works) is also very common. Token-level annotation might
also indicate richer morpho-syntactical information beyond simple POS-tags or the relationship
among different tokens, as is the case when parsing a text (adding syntactic annotation).

Some common tools for token-level annotation tools are TreeTagger, spaCy, Stanza, Spark and
Freeling. Among the most frequently referred standards, we can cite CLAWS, the Constituent
Likelihood Automatic Word-tagging System (Garside and Rayson 1987); the EAGLE annotation
guideline (Ide and Suderman 2014); the Text Encoding Initiative (TEI, Sperberg-McQueen and
Burnard 1994); and Universal Dependencies, notably using CoNNL-U.

2.4.2 Region-level

Region-level annotations are particularly useful to restrict the corpus queries to specific corpus
regions (see chapter “General Issues in Data Analysis”, Chapter 3). Leech (1993) makes the
distinction between (a) representation and (b) interpretative information that can be annotated
to a text. The first refers to the structure and the form of a text. It can be sentence boundaries,
pauses, words, and spellings. Interpretative, however, refers to the ‘hidden’ information in the
text and is normally done manually by experts.

Annotations targeting textual aspects relevant to CLS and often spanning multiple tokens, like
figures of speech (comparisons, metaphors, etc.) or direct and indirect speech and though
representation, straddle this distinction, as they are usually annotated manually, often (but not
necessarily) with the intention to provide training data to an automatic process using machine-
learning. This kind of region-level annotation can also be specific to certain literary forms, like
speeches and stage directions in drama, chapters and parts in novels, or verses and stanzas in
poetry.
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2.5 Format

The previous sections discussed the different ways of obtaining and adding information to a
corpus before proceeding to the analysis. However, the way this information is stored varies.

Corpora are often prepared using XML. TEI is a frequently adopted de facto standard. How-
ever, there are simplified suggestions, such as Hardie (2014), which do not impose strict rules.
Simplified versions of TEI might be a good choice for smaller projects, but departing from TEI
does come with considerable downsides with respect to interoperability.

To make a corpus ready for query systems such as CWB and Manatee (Rychlý 2007), we often
need to provide the corpus formatted in a vertical format (vrt). This means each token is
represented in a line and its respective tags are added to subsequent columns (Stephanie Evert
2022). Other corpus query and analysis systems, however, are able to ingest annotated XML-
TEI, for example TXM or TEITOK. The decision of how to format the corpus is normally made
according to how the analysis will be performed. The chapter “General Issues in Data Analysis”
(Chapter 3) deals with that.

2.6 Conclusion

As this section has hopefully shown, preprocessing and annotation of texts is a complex topic
with many different aspects. Depending on the type of analysis, different levels and sophistication
of annotation may be required. In addition, preprocessing and annotation interact and overlap
both with corpus building and data analysis. Finally, it can be observed that increasingly, in
CLS research, the combination of structural markup (such as XML-TEI) and token-level and
region-level linguistic annotation is desirable and, while perfectly possible in principle, does
raise challenges in particular in terms of the best sequence for the various annotation steps:
most taggers do not handle existing XML markup graciously, so that the need for integration
of structural XML markup and token-level annotations becomes quite challenging.
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3 Introduction to Data Analysis

Andressa Gomide (Porto) and Christof Schöch (Trier)

3.1 Introduction

Once the data has been preprocessed and annotated (see the chapter “General Issues in Prepro-
cessing and Annotation” (Chapter 2), the linguistic and literary investigation can begin. Some
common categorizations of approaches distinguish bottom-up and top-down approaches (Biber,
Connor, and Upton 2007); corpus-driven and corpus-based approaches (see, e.g. Biber 2005);
exploratory and focused approaches (see Partington 2009; Gries 2010; Gabrielatos 2018); and
deductive and inductive approaches (Stefanowitsch 2020).

These categorizations, with some differences, distinguish two main approaches. In the ex-
ploratory approach, the research starts with a very general question, with an open-mind ap-
proach to the data [Stefanowitsch (2020); p. 61]. The focused approach is much more specifically
hypothesis-drive, but it can of course also investigate hypotheses raised using the exploratory
approach first. When conducting a focused investigation, the observations about the data are
restricted to the elements in question.

Beyond querying corpora and establishing various characteristics based on frequency or disper-
sion and their comparison, statistically more advanced methods are frequently used in CLS as
well. One such approach are clustering methods, another one are classification methods. Finally,
it is often necessary to approach a given question, issue or textual phenomenon using human
annotation, in a first step, before one can attempt to train a machine learning algorithm to
identify the phenomenon in question automatically.

Data analysis is very often an incremental cycle. Refined hypotheses are derived from previous
research. For this, and many other reasons, when performing data investigations, it is crucial to
document and share data and procedures taken to achieve the final results.

3.2 Tools for corpus analysis

The choice of tools for data analysis varies according to the research question(s); the language
used; the type of analysis; personal interest; the type of data annotation, etc. Usually, web ap-
plications like SketchEngine (Kilgarriff et al. 2014) respectively NoSketchEngine or standalone
tools like AntConc (Anthony 2022), TXM (Heiden and Lavrentiev 2013) or stylo (Eder, Rybicki,
and Kestemont 2016) are preferred among researchers with no programming skills, for their us-
ability. However, such tools have some drawbacks, such as the limited number of functionalities
and limited flexibility and customizability. For users looking for customization, the use of suit-
able programming language libraries is preferred. Examples include NLTK (Natural Language
Toolkit), spaCy (a Python-based library for NLP), Gensim (a Python-based library for topic
modeling and Word Embeddings), Mallet (a Java-based library for Machine Learning, includ-
ing topic modeling) or scikit-learn (a general-purpose machine-learning library for Python). A
downside of this method is the steep learning curve, but the effort is usually worth it. Normally,
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the more sophisticated or powerful the tool is, the more it will allow the user to better explore
the potential of the data.

3.3 Searching

A fundamental approach to dealing with textual data is searching in them.

3.3.1 Types of queries

Corpora can be queried by the orthographic word(s) and its variation; by the relationship of these
tokens to other tokens (context); or by a combination of these two. In many cases, orthographic
searches (or word form searches) are sufficient. Also, most corpus search systems allow for
the use of regular expressions, which allows for searches by patterns. However, to search for
advanced combinations of tokens and their annotations, we need a robust query system. These
systems allow us to look for (sequences of) tokens and their annotations. Some examples are
the Corpus Query Processor (CQP) (Stefan Evert 2008), the Corpus Query Language (CQL)
(Jakubíček et al. 2010), and ANNIS (Zeldes et al. 2009).

3.3.2 Precision and recall

As powerful as a query processor may be or as sophisticated as a query may be written, it is very
unlikely the search result is a perfect representation of what we intended. We have to consider
that among the results we can have true positives (what is relevant) and false positives (not
relevant). We should also consider that search might fail to identify some relevant results (false
negative) and identify some irrelevant results (true negative). With data on these four cases,
we can calculate the precision (ratio of relevant retrieved items and all retrieved items) and the
recall (ratio of retrieved relevant items over all relevant items) of the results.

3.4 Frequency

Another fundamental aspect when dealing with textual corpora in CLS is to consider the fre-
quency of word tokens or other features.

3.4.1 Significance testing and effect-size

Frequency is the core of quantitative studies, but frequency on its own can be deceiving and
unreliable, as it only gives information about the sample our data is aiming to represent. For
this reason, statistical significance tests are frequently used to verify whether a result was not
obtained by chance, but that it “reflects the characteristics of the population from which the
sample was drawn” (Sirkin 2006, 306). Effect-size measures can also be used to obtain the
strength of the difference or relationship found in the results (see, e.g. Ellis 2010, 3–5; Gabrielatos
2018).
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3.4.2 Contrasting

A common way of investigating the difference between two datasets or two subgroups of texts
within a corpus is through the calculation of keyness, or distinctiveness. By calculating keyness
we can identify keywords. The usual understanding of keyness is that a word or other feature
is key when it occurs more often in a corpus or corpus section than would be expected based
on a reference or comparison corpus. However, semantic definitions of keyness referring to
aboutness, salience or discriminatory power have also been proposed (Schröter et al. 2021) and
may motivate the use of dispersion in addition or instead of frequency to define keyness measures.
For a better understanding of different measures to calculate keyness or distinctiveness and their
implications, see Du et al. (2021).

3.4.3 Dispersion

Besides the aforementioned tests, another important piece of information is to know how the
observed pattern is distributed across corpus units. This is normally acquired by applying
dispersion measures. Dispersion may be defined as the degree to which occurrences of a word
(or lemmas, phrases, annotations of any sort) are uniformly distributed across a corpus. If a
word occurs much more often in one text of a corpus than in the other texts, it can be said to
be unevenly dispersed. Conversely, an evenly dispersed word is expected to have a relatively
constant presence across all corpus texts (Gries 2008). There are different methods and measures
to calculate dispersion (see e.g. Gries 2021). A very simplistic, yet widely used way of reporting
the distribution of frequencies in a corpus is the document frequency, as it takes only a simple
count of how many texts or sections in the corpus feature the searched word.

3.4.4 Cooccurrences and relationships

Investigating the relationship between elements (tokens, annotation) in texts is a very common
practice when analysing corpora. A straightforward method is the generation of frequency lists
of n-grams. N-grams are sequences of a given number of words. They are widely used in
language modelling (see, e.g. Jurafsky and Martin 2023). In research focused on the discourse,
these sequences are also known as lexical bundles (Biber 1999).

A commonly used technique to investigate cooccurrences for specific words is the exploration
of collocations, or “the phenomenon surrounding the fact that certain words are more likely to
occur in combination with other words in certain contexts” (Baker 2006). The method used to
identify collocations impact greatly on the results and the choice for the most suitable measure
varies according to the intent of the research (see, e.g. Stefan Evert 2009).

3.5 Supervised versus unsupervised methods

Supervised learning (also called classification) is the machine learning term for problems in
which we use computational aid to give us answers about new data, teaching the computer not
just to recognize specific patterns, but also to relate such patterns to specific, previously-defined
categories, such as authors. In order to do so, applying supervised methods requires dividing the
data into training and test datasets, with the first serving as model data which the algorithm
uses to learn the patterns. This means of course, that the training dataset needs some kind of
labels (e.g. author names if we are training for authorial signal detection, or in more advanced
cases marking specific patterns that are to be learned) that will indicate specific distinctive
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groups. Contrary to the supervised methods, unsupervised learning (also called clustering) does
not require division into two datasets – the algorithms of this kind immediately group texts
based on their specific features (e.g. words, or chunks of words or characters, or more complex
semantic, syntactic, or structural features).

3.5.1 Clustering

Within CLS, there is a range of occasions where clustering methods are commonly used. The
most prominent example is probably authorship attribution, where dendrograms (tree diagrams)
based on text similarity matrices, in turn based on text similarity measures, are routinely used
to display and discuss results. In addition, Principal Components Analysis is frequently used
for stylometric analyses, whether focused on authorship or on other categories such as gender,
literary period, or literary genre or subgenre. One of the interesting features of PCA is that the
weights of features associated with each principal component can also be inspected, something
that often supports interpretation. A prominent tool supporting the creation of distance-based
dendrograms and frequency-based PCA plots is stylo (Eder, Rybicki, and Kestemont 2016).

When we want to have a general understanding of the main ideas in a corpus, clustering and
topic modeling are frequently used techniques of data exploration. Clustering involves grouping
the tokens in the corpus into meaningful groups. Two common clustering methods are the
scatter browsing method and the hierarchical clustering. The scatter method is more suitable
for an exploratory approach (see e.g., Cutting et al. 2017; Hearst and Pedersen 1996), while the
hierarchical allows for query-specific investigations [Feldman and Sanger (2006); pp. 82-84].

Topic modeling is another approach that can be understood as being based on identifying clusters
of words based on their co-occurrence patterns. It is often used to aid researchers to summarize
and explore large corpora: “Topic modeling algorithms (…) analyze the words of the original
texts to discover the themes that run through them [and] how those themes are connected to
each other” (Blei 2012, p 7). Latent Dirichlet Allocation (LDA) (also described by Blei, Ng, and
Jordan 2003) is currently the most used model, but many alternatives exist.

Very briefly put, topic modeling can be understood to be a process of dimensionality reduction.
Using the in-document co-occurrence of words as the key information, the often very large term-
document-matrix is decomposed, in a sense, into two matrices of much smaller size: a term-topic
matrix and a topic-document matrix. Because there are usually much fewer topics than there
are word forms, this yields not only a dimensionality reduction, but also an analytically-useful
summary of the data. Two prominent tools supporting topic modeling are Mallet, a Java-based
command-line-tool, and Gensim, a Python library.

An interesting, recent alternative to LDA-based topic modeling is the use of large language
models to discover clusters of semantically-related words. One such approach is available in
the Python-based tool BERTopics that uses a combination of one of many transformer-based
language models and TF-IDF calculations to derive word clusters.

3.5.2 Classification

Finally, classification is another fundamental approach in CLS research. It is ubiquitous in
CLS and NLP. Many of the automatic methods for token-based or region-based annotations
described in the chapter on “General issues in preprocessing and annotation” (Chapter 2) are
in fact classification-based sequence labeling approaches.

Classification as a key branch of machine learning is also used in many other applications in
CLS research. Again, authorship attribution (see Chapter 5) is the most prominent example,
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where classifiers are trained to recognize the most likely author of an unseen text based on the
properties of a large number of texts of known authorship. However, this is just one example,
and classification is used for any number of tasks relevant to literary studies: whether to identify
the class of a given token (as in Named Entity Recognition or metaphor detection), to classify
specific sequences of texts (for example in the context of direct / indirect speech and thought
recognition), or to classify entire texts by any number of categories (such as author gender,
subgenre, time period, canonicity status, and many more).

3.6 Conclusion

It is not possible to give appropriate space to each and every method of analysis relevant to CLS
research in this introductory text. However, within the different perspectives of this survey, the
different chapters devoted to several key domains of interest within CLS attempt to provide a
closer survey of current practices of analysis in the field.
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4 Introduction to Evaluation

Christof Schöch (Trier)

4.1 Introduction

Evaluation, in the context of CLS research, means the process of and procedures for verifying
the quality of the method of analysis in terms of its performance, accuracy, robustness or gen-
eralisability. Within the workflow model of research we follow here, evaluation is a step that
becomes especially relevant towards the end of the workflow, after the analysis has been run.
However, multiple cycles of annotation, analysis and evaluation may of course be required before
any given study is completed.

Note that evaluation as described here, primarily concerned with assessing the performance
or accuracy of an analytical process, is different from evaluating the validity of a method (or
the quality of the operationalization), where the key question is how well a chosen measure or
method is really indicative of the phenomenon that one intends to study. This consideration
about the “fit between a measurement that is applied and the theoretical construct it aims to
represent” (Herrmann, Jacobs, and Piper 2021, 472) is sometimes discussed under the heading
of construct validity.

Evaluation is a key element in the research process in CLS. One may argue that one of the core
features of Computational Literary Studies is that it proceeds by using formalized, algorithmic
and/or statistical methods to investigate literary texts and literary history represented in the
form of digital data. Some of this research and the methods it uses are exploratory, in which
case evaluation is in large part a matter of plausibility and contextualization of results, but some
exploratory methods (such as clustering) also support formal evaluation. Other research and
the methods it uses are based on the paradigm of hypotheses-testing and classification, in which
case formal evaluation is probably the dominant mode. In addition, but usually prior to the
application of exploratory and/or hypothesis-driven methods of analysis, automatic or manual
annotation of the data may be performed, and needs to be evaluated as well.

Given the current state of the art in evaluation, very much focused on measuring the agreement
of annotators or measuring the performace of machine learning algorithms, we can structure
the issue of evaluation in CLS research into several main areas briefly described in the following
section and taken up, as appropriate, in the different chapters of this survey that are concerned
with evaluation.

4.2 Research and evaluation scenarios

4.2.1 Evaluation of manual annotations

Manual, qualitative annotations can be evaluated, in the absence (usually) of a gold standard,
by calculating the inter-annotator agreement (sometimes also called inter-rater reliability) using
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a range of measures intended for this purpose. Measures used for this purpose in CLS include
Cohen’s Kappa, Fleiss’ Kappa and Krippendorff’s Alpha (see Fleiss 1971; Artstein and Poesio
2008) or the more recently proposed Gamma (Mathet, Widlöcher, and Métivier 2015).

4.2.2 Evaluation of automatic annotation

The evaluation of automatic, token-based annotations that have been applied in a classification-
based approach, can usually be evaluated against a gold standard or reference annotation. Such
a reference annotation is usually required for training of the algorithms. Examples that have not
been used in the training phase can then be used for evaluating the resulting performance. This
performance is measured in terms of true and false positives and true and false negatives, based
on which indicators such as precision and recall, and further derived scores such as the F-score,
can be calculated. A very useful introduction to the evaluation of classification-based methods is
the chapter 8.5.1, “Metrics for Evaluating Classifier Performance”, in (Han and Kamber 2012).

4.2.3 Evaluation of classificatory approaches beyond annotation

Evaluation in the context of classification-based methods other than automatic token-level an-
notations, for example document-based classification tasks, are not fundamentally different to
automatic token-level annotations. Again, the performance can be measured in terms of true
and false positives and true and false negatives, based on which indicators such as precision
and recall, and further derived scores such as the F-score, can be calculated. An error analysis
based on a confusion matrix can in many cases yield important insights into the structure of
the classification problem. Finally, it can be useful to determine which features have had the
strongest influence on the trained model’s decision-making, for example by extracting feature
weights from a model.

4.2.4 Evaluation of clustering methods

In evaluation of clustering methods when a gold standard is present, such measures as adjusted
Rand Index or cluster purity are usually used. A useful introductory chapter on this topic is
chapter 10.6, “Evaluation of Clustering”, in (Han and Kamber 2012).

4.2.5 Evaluation of exploratory approaches other than clustering

Evaluation of other exploratory methods, such as topic modeling or keyword extraction, can
be done either using qualitative and subjective methods of evaluation (such as establishing the
plausibility of results by comparing them to results from earlier research), or using downstream-
tasks that can, for example, be framed as a classification problem, in which case the metrics
mentioned above for this scenario can be used. Examples for scenarios using such a downstream
classification tasks include Schöch (2017b) and Du, Dudar, and Schöch (2022).

4.3 Further forms of quality assurance

There are of course other aspects of evaluation, or quality assurance more generally, that apply
to research in CLS. Apart from traditional forms of peer review, it is worth mentioning at least
two aspects: the issue of replication / reproducibility, closely linked to Open Science principles,
and the issue of code, data and tool review and criticism.
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4.3.1 Replication and reproducibility: an emerging issue

Research strategies that include enabling and/or performing replication, reproduction or other
forms of follow-up research should be mentioned here, because they increasingly become an issue
not just in Artificial Intelligence and Natural Language Processing, but also in CLS research
Such strategies can indeed be used to assess the quality, coherence, robustness and/or reliability
of earlier research, in particular when performed by others. The demands on documentation
as well as on data and code availability are rather high, however, if they are to truly support
replication and/or reproduction. As a consequence, this aspect of CLS is still in an emerging
stage (see Huber and Çöltekin 2020; Schöch 2023).

4.3.2 Data, code and tool review

There is one further aspect of evaluation and quality assurance in CLS research, in some way
connected to the previously mentioned issues of replication and reproduction. What is meant are
critical approaches and reviewing practices applied not just to traditional scholarly publications,
but also to other forms of scholarly output that are crucial to research in CLS. For example,
digital editions and corpora or other datasets are regularly being reviewed, for a number of
years already, in RIDE – A review journal for digital editions and resources. Similarly, datasets
can be described, whether in short form or with examples for applications in research, at the
peer-reviewed Journal for Open Humanities Data (JODH). Journals such as the Journal for
Computational Literary Studies are taking first steps towards implementing code and data review
into their peer review process.

Finally, tool criticism is another aspect of these critical practices. Traub and van Ossenbruggen
define tool criticism as “the evaluation of the suitability of a given digital tool for a specific task”
(Traub and van Ossenbruggen 2015, 1). Traub and van Ossenbruggen stress that the primary
objective of tool criticism is to “better understand the bias of the tool on the specific task”,
and that improving the tool itself is a secondary concern (Traub and van Ossenbruggen 2015,
1). When taking tool criticism to actual research practice, however, its implications become
increasingly concrete.

4.4 Conclusion

Evaluation of methods is an important aspect of research in CLS and, depending on the approach
used, takes various different forms. There is definitely a trend to more formal and more reflected
evaluation in CLS across the various approaches and research issues that goes beyond the area
of classification, as becomes visible from the entries on evaluation in specific areas of research
in CLS.
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Part II

Authorship attribution
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This part of the survey is devoted to issues of stylometric authorship attribution.

34



5 What is Authorship Attribution?

Joanna Byszuk (Kraków)

5.1 Introduction

Authorship attribution can be simply explained as a study whose goal it is to answer the question:
who is the author of some text we examine?

Nowadays, non-traditional, computational or stylometric authorship attribution or stylometry
for short – as it is also often called to distinguish it from more long-standing, philological methods
of authorship attribution – is one of the more popular tasks in Natural Language Processing
and Computational Literary Studies or even a subdiscipline on its own, but its roots are deep
in the past. The questions “is this text authentic? was it really written by this person?” and
“I wonder who could have authored this unsigned or otherwise anonymous text” have probably
been accompanying humans since the beginning of written communication. In fact, some of the
early approaches to authorship attribution that we know of use methods very much like the ones
we apply today. For example, in 1851, Augustus De Morgan suggested that Biblical authors
could be identified by the features of their writing, which was also used in early stylometric
ventures dedicated to the study of the chronology of texts, verifying whether a text was falsified,
etc.

A very similar method was used by Frederick Mosteller and David Wallace in their study
(Mosteller and Wallace 1963) of The Federalist Papers, a famous collection of essay pamphlets
published by a trio of American forefathers: Alexander Hamilton, James Madison, and John
Jay, to promote the new Constitution. Using frequencies of selected words from the essays and
analyzing them with a Bayesian-based method, they identified the author of twelve Papers, the
authorship of which had been disputed earlier. While their method had its faults and better
ones have been developed since, Mosteller and Wallace are and will be remembered as pioneers
in computational authorship attribution.

5.2 Authorship Attribution or Verification?

There are two distinguishable types of authorship examination – attribution and verification
(Koppel, Schler, and Argamon 2009).

Authorship attribution typically concerns the so-called closed set problems, that is all inquiries
in which the real author must be one of the finite, known, set of candidates. Think of The
Federalist Papers as the perfect example – a collection of 85 articles and essays written by three
founding fathers whose names are well known to us: Alexander Hamilton, James Madison, and
John Jay. While an extremely skeptical person could argue it is impossible to know if they
didn’t have another anonymous co-writer unknown to the history, no evidence points to such
a scenario and it is safe to assume that 12 letters of long disputed authorship must have been
written by one of these three. In the case of closed sets, the focus is on distinguishing between
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individual candidates’ stylistic fingerprints and finding out which of them best fits the disputed
text.

On the contrary, authorship verification usually concerns the so-called open set problems, that is
all inquiries in which there is some suspicion over possible authors, usually based on philological
evidence, but the possibility that the real author is not actually included in the corpus cannot
be excluded. This kind of situation can result from many factors, such as many possible writers
(especially in under-researched problems), little data available, and finally, the possibility that
no other texts by the real author are preserved (or that the author completely hid themself
under a pseudonym) and so cannot be included in the reference corpus.

While both have been applied in numerous stylometric investigations, attribution obtains signif-
icantly more attention in applications (starting with Mosteller and Wallace 1963) and review of
methods (Grieve 2007; Stamatatos 2009; Stefan Evert et al. 2017) than verification, with the
latter approach developing more intensely only in the last decade or so (e.g. Koppel and Schler
2004; Kestemont et al. 2016b; Halvani, Winter, and Graner 2019).

5.3 Tools for Authorship Attribution

The most widely-used tool in stylometric authorship attribution is stylo (Eder, Rybicki, and
Kestemont 2016), as it provides users with the choice between a simple graphical user-interface
and a command-line interface, implements most currently-used methods of stylometric author-
ship attribution (many of which can also be used in applications beyond authorship attribution),
is continually developed and has been popularized through more than a decade’s worth of intro-
ductory and advanced workshops by the developers. Another well-established tool for authorship
attribution is JGAAP (Java Graphical Authorship Attribution Program).
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6 Corpus Building for Authorship Attribution

Artjoms Šeļa (Kraków)

6.1 Introduction: Corpus building and language variation

Corpus building is crucial step in many authorship attribution studies, because it is primarily
through corpus design that researchers exercise control over a multitude of factors that might
influence textual differences. This control is necessary to attempt to isolate the authorial sig-
nal on the grounds of linguistic evidence. Research on language variation (e.g. Tagliamonte
2011; see also Grieve 2023) says that this variation is simultaneously driven by many things,
and tends to be nested: we can detect differences between large groups of speakers (dialects),
but also between different regions of the same group, different cities within a region, different
neighborhoods within a city. Similar effects were observed multiple times empirically in written
texts: given a large corpus, we can detect overarching genre splits (e.g. poetry vs. prose), period
and gender differences, register differences, and, finally, authorial differences that can be addi-
tionally organized by social background and education of authors. It lead some researchers (C.
Labbé and Labbé 2001; D. Labbé 2007) to seek one ‘similarity scale’ for text analysis that would
allow to tell apart possible influences at different values of distance scores. It is, however, im-
possible, to define such a scale universally for the multitude of relevant methods, languages and
corpora. Instead, the dominant strategy in practice, especially in method evaluation research,
is control of the corpus. Below we outline three areas where corpus preparation is most visible
and discussed: (1) chronology, (2) genre & register and (3) document size and corpus sampling.
In the end, we discuss alternative approaches to handling language variation in a corpus.

6.2 Chronology

Language is continuously changing and each generation of writers adapts a different version of
it. Texts written in similar periods will tend to naturally group together, and stylistic distances
between texts will tend to increase with the distance between them in time (Juola 2003; Hughes
et al. 2012), with strong generational effects visible as well (Underwood et al. 2022). This
creates a natural problem of difference inflation in chronologically unbalanced corpora. As
Patrick Juola put it (Juola 2015, 106): “A collection of blog posts in modern English would
not provide an adequate control sample for Elizabethan. […] Marlowe would still probably have
written Shakespeare’s plays if the alternatives were […] bloggers for the New York Times’. In
practice, it is common to limit the background corpus by the narrow time period of a text /
corpus in question (e.g. Grieve 2007; Forsyth and Holmes 2018; Rebora et al. 2018a; Kocher
and Savoy 2018).

Additionally, styles of individual authors tend to have their own chronological dynamics: they
change over time and this change is traceable by stylometry. In fact, early European stylometrists
at the end of 19th century gathered around the problem of dating Plato’s dialogues rather than
for attribution goals (Grzybek 2014). Studies also demonstrate that change of writing styles in
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authors are unequal: stylistic drift might be very pronounced in some cases (David L. Hoover
2007), but it is far from being universal (Reeve 2018; Nagy 2023). The existence of stylistic drift
makes a case for distinguishing early/late works in corpus preparation for authorship attribution,
or calls for nuanced approaches to sampling authorial style across time (Barber 2018) in order
to reduce the regular effect of chronology.

6.3 Genre and register

It was many times observed that literary genre — at different levels of definition — has sys-
tematic effects on stylistic differences: fiction is distinct from non-fiction (Piper 2017), poetry
differs from prose (Chaudhuri et al. 2018), tragedy differs from comedy (Schöch and Riddell
2014). These effects can be united under the linguistic notion of ‘register’: a specific situa-
tion under which a text was produced and addressed to a specific audience (Biber 1988). The
practice of corpus normalization for ‘register’ is uneven and differs in its resolution. The ‘nar-
rative fiction’ is often considered to be a uniform register (at least silently) in attribution and
evaluation practice (e.g. Eder 2013c; Stefan Evert et al. 2017; Kocher and Savoy 2018), but
there is an obvious linguistic variation within fiction, too, for example as an effect of narrative
perspective. Many studies strictly limit registers, e.g. working only on letters addressed to one
person (Tuccinardi 2016), only on Latin historiographies (Kestemont et al. 2016a) or only on
newspaper columns (Grieve 2007). This illustrates the nested nature of linguistic variation for
which a fully ‘controlled’ corpus potentially becomes an endless process of zooming into specific
conditions and constrains under which a group of texts was produced.

A special case of the difference in register is poetry in verse that linguistically is very distinct
from prose. The major driver of this effect is non-arbitrary division of speech into periods
(lines) and poetic meter that, by strictly governing prosody, systematically (re)organizes natural
language. As a result, poetic texts in verse radically differ from prose even on the basis of a
handful of most frequent linguistic features (Chaudhuri et al. 2018; Storey and Mimno 2020).
This poses a significant obstacle for any study that deals with mixed corpora, or even with
early modern drama that regularly mixes prose and poetry (and proportions of this mix can be
different across dramatic genres).

In addition, different meters twist language in different ways; the form is a major confound of
any quantitative claim made about poetic texts. Thus, major evaluation studies (Plecháč 2021;
Nagy 2021) always work on metrically homogeneous corpora.

6.4 Size and sampling

One of the crucial questions of corpus design for authorship attribution is the question of size.
How large the texts should be to be ‘large enough’? Usually this is asked in relation to an
established ‘nearest neighbors’ methodology that is based on measuring distances between fre-
quency distributions of most frequent features (words, character n-grams). Empirical tests offer
a range of answers: from 5000 words as a minimum in a scenario where all quantified texts
are of the same size (Eder 2013b), to 1000-2000 words in a scenario where a much larger ref-
erence or training corpus is available (Eder 2017). In practice, researchers often work with
texts as small as 500-2000 words. Effective sample size depends on the nature of used features
and can be decreased further when instead of linguistic ‘rare events’ it uses features that are
densely distributed even in short texts: these can be derived from the formal structure of text
(poetic rhythm, phonic organization of rhyme, see Plecháč 2021; Nagy 2021). Alternatively, a
range of derived summary statistics (like vocabulary richness, complexity etc.) can also be used
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effectively in combination with frequency-based vectors (Weerasinghe, Singh, and Greenstadt
2021).

The question of size, again, cannot be answered universally; even the stylistic recognizability of
individual authors is not something even or constant (Eder 2017) and some might require larger
samples than others. Forensic authorship attribution often deals with extremely short texts
(letters, notes) and many frequency-based methods are simply not applicable in this domain.
The whole analysis paradigm differs as research resorts to various word n-gram tracing methods
(Nini 2018; Grieve et al. 2019), or non-linguistic attribution (graphology, material evidence).

The question of document size is part of a larger problem of uneven text representation. In the
vast majority of cases, stylometry is not taking samples of style from authors in controlled con-
ditions, but is sampling the historical record of style that is, more often than not, uneven. The
multivariate comparison of large texts alongside small texts introduce biases and can provide
unreliable results (Moisl 2011). The common solution to this problem is using various sampling
strategies, like ‘downsampling’ a corpus to a smallest text to make any comparison even (over-
sampling, that instead generates synthetic data points to match larger samples, is exceedingly
rare (e.g. Feng and Hirst 2013)).

Moisl (2011), however, approached the problem of document length from a direction of behavior
of individual features. He introduced a screening method that determines minimal ‘reliable’
sample size for each of the used features (the original study was based on English bigrams).
Based on a normality assumption and the properties of a binomial distribution, he adapted
a sample size function that estimates (in a given confidence threshold) a size of a document
required to reliably represent a probability of a given feature. This allows to non-arbitrarily cull
the corpus and feature space, balancing the number of features vs. the number of documents
used. In turn, this can escape employing bootstrapping or extensive sampling strategies and can
be useful in unsupervised scenarios (Cafiero and Camps 2019), but is currently under-tested.

It is also common to combine smaller texts with known authorship into even samples (Plecháč
2021; Rebora et al. 2018a, 2018b). Random samples that combine different sources can be
particularly effective, since they draw stylistic information that is not stratified by any artificial
condition (e.g. of one text, one chapter, one theme). Eder (2013c) has shown for 19th century
English novels that random sampling that evenly draws from the available bag of words performs
much better than consecutive samples, or ‘chunks’ of novels, which may be too dependent on
local context to represent style effectively.

6.5 Beyond the corpus control

In a authorship attribution evaluation study, Jack Grieve writes that “the anonymous text is
the product of a single situation and so each author-based corpus should be composed of texts
produced in the most similar register, for the most similar audience, and around the same
point in time as the anonymous text” (Grieve 2007, 255). To obtain such a fully controlled
corpus is increasingly demanding: one can add the preference for texts being of similar length,
or being produced, typeset, machine recognized under similar conditions. John Burrows noted
that uniform corpus representation in many cases is unrealistic and will always come with
information trade-off: “we need to determine what is most appropriate, accepting only such
limitations as we must, and resisting them when we can” (Burrows 2007, 46). There is also
concern of generalizability of methods: if most evaluation studies are made using highly specific
slices of language, then how we can be sure they will perform similarly in any other scenario?
At the extreme level of granularity each text can be viewed as its own ‘register’, written under
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conditions that never existed before and will not exist again. Here, a ‘laboratory’ control of
textual conditions becomes an unreachable utopia.

The concerns and pressures of appropriate corpus construction created a sub-branch in stylom-
etry of cross-genre or cross-register authorship attribution with corpora tinkered specifically to
be heterogeneous (Kestemont, Mike 2012; Barlas and Stamatatos 2020; Wang, Xie, and Riddell
2021). Here linguistic variation is taken as a methodological challenge, not solely as an issue of
corpus design. For example, ‘unmasking’ techniques (Koppel and Schler 2004) test the stabil-
ity of authorial signal by iteratively removing most distinct features, that might drive surface
differences between samples (i.e. induced by different genres or themes). Attempts have been
made to also ‘control’ for various stylistic influences a posteriori, penalizing genre or chronolog-
ical signals in a corpus (Calvo Tello 2017; Underwood and So 2021). Authorship verification
problems that ask about the likelihood of sample X coming from author A are conceptually
defined as ‘one-class’ classification problems, even if in practice, they are usually set up as multi-
class (Halvani, Winter, and Graner 2019). The minimal context required to solve a verification
question is just writings of one author and there are notable attempts to remove the control
corpus (and ‘distractor authors’) from analysis altogether, and just focus all inference on the
information coming from stylistic behavior of same-author texts (Noecker Jr and Ryan 2012;
Halvani, Winter, and Graner 2019). In the end, we see that the language variation which fuels
the concern around the corpus in stylometry, can be also either embraced and recognized, or
bracketed out by radically minimizing the surrounding context.
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7 Annotation for Authorship Attribution

Julia Dudar (Trier)

Generally speaking, stylometric authorship attribution relies primarily on un-annotated texts,
simply using word forms as the fundamental feature. However, even this requires tokenization
to be performed. In addition, some studies, especially when working with short texts, aim to
use more information than just word forms for stylometric analysis.

Please note that the remarks on OCR and spelling normalization that are explained in the chap-
ter “General issues in Preprocessing and Annotation” (Chapter 2) are also relevant for authorship
attribution. Indeed, if texts written by different authors come from different sources, they may
have undergone systematically different editorial preparation, including spelling normalization
or modernisation, something that can interfere with authorship attribution.

7.1 Tokenization

In most studies doing authorship attribution, only relatively basic techniques of processing the
string of characters are used, notably tokenization in order to identify individual word forms.
The reason for this is that most stylometric authorship attribution operates at the level of
individual word frequency analysis. It is an issue for ideogrammatic scripts such as Chinese,
where one word (in the sense of a semantic unit that would be translated into one word, usually,
in alphabetic languages) consists of (typically) 1-3 characters and boundaries between words are
not marked by spaces.

7.2 N-Gram creation

In only a relatively small number of studies, n-grams at the word or character level have been used
as an alternative to single word forms (unigrams). One prominent supporter of n-gram methods
for authorship attribution is Brian Vickers. He has authored a number of works dedicated
to authorship attribution for Early Modern Drama using the rare 3-6-word n-gram matches
between a corpus of plays of a target author and a play of unknown author as a method (Vickers
2008, 2011, 2012). His main hypothesis is that word-n-grams are more suitable for authorship
attribution tasks compared to single tokens because authors tend to choose semi-constructed
word combinations (Vickers 2011).

The use of word n-grams for authorship attribution was also proven to be useful by Antonia,
Craig, and Elliott (2014). For their analysis, the authors evaluated two n-grams methods: “strict
n-grams”, which is based on the use of straightforward sequences of 1-5 word n-grams and “skip
n-grams”, which involves the omission of function words. As corpora they used a collection
of English Renaissance plays and a collection of articles written for Victorian periodicals. The
findings of their analysis revealed that 3-grams obtained the highest results in various evaluation
scenarios for both corpora when using the strict n-gram method. In contrast, when using the
skip n-gram method, the 4-grams demonstrated the best performance.
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However, other authors do not support this idea and have obtained different results using the
n-gram method (see Craig and Kinney 2009; Jackson 2010; David L. Hoover 2015). David
Hoover (2015), for instance, replicated tests on the Vickers method using 3- to 6-word-n-grams
on Victorian drama. His results demonstrated that frequent single words were the most effective
indicators of an author’s style, while the Vickers method proved unsuccessful according to his
experiment. Subsequently, he expanded his research (David L. Hoover 2018) to assess not only
rare 3- to 6-word n-grams, but also character-2grams, -3grams, and -4grams, as well as word-
2grams, -3grams, and -4grams. The outcomes revealed that frequent single words still yielded the
best results. Although character-2grams performed relatively well at times, they still produced
inferior results compared to frequent words. Longer n-grams sequences displayed much weaker
results for both character and word n-grams. Similar study but in a cross-language setup was
conducted by Eder (2011).

López-Escobedo et al. (2013) combined functional and content word n-grams with various
other features (see following sections). They extracted both types of n-grams: straightforward
sequences and sequences with a gap. Concerning the length, they used unigrams, bigrams and
trigrams.

7.3 Lemmatization or POS-Tagging

Even less frequently, linguistic annotation is used. There are some instances where lemmatization
is employed (C. Labbé and Labbé 2001; Eder and Górski 2023). Sometimes, POS-tagging is
used and usually combined with n-gram calculation, because POS usually reduce the number of
features to a very small number and using n-grams multiplies the number of different features.
Also, POS-tagging can be used to disambiguate word forms, as is routinely done by Hugh Craig
in the “Intelligent Archive” (Craig and Whipp 2010). Besides word n-grams, López-Escobedo et
al. (2013) also performed authorship attribution combining POS-n-grams with other features.
The length of POS-n-grams varied between 1-3-n-grams.

7.4 Syntactic annotation

In some rare cases, more sophisticated linguistic annotation, including dependencies or other syn-
tactical information, is used in stylometric authorship attribution. Cinkova and Rybicki (2020)
developed an approach that enables the comparison of an original text and its translation to
identify an author’s style across languages. They constructed a parallel corpus of Czech-German
literary texts and enriched the texts with Universal Dependencies, a framework for consistent
annotation of parts of speech, morphological characteristics, and syntactic dependencies across
diverse languages. Despite this, the method’s effectiveness remained limited. After that, the au-
thors subsequently added a shared pseudolemma with each annotated lemma in both languages,
and it resulted in a clear performance improvement, pushing performance up to 95.6%.

7.5 Other features

Equally rarely, additional features beyond standard linguistic annotation are used in authorship
attribution. An example is Jacobs and Kinder (2020), who also used stylistic features such as
type-token ratio as well as content-oriented features such as sentiments. Another rare case is
Suzuki et al. (2012), who have used co-occurence-based features.
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An interesting study was conducted by Gómez-Adorno et al. (2018), where the authors evaluated
a variety of stylometric features categorized into three groups: phraseological, punctuational,
and lexical. It is important to note that they avoided using typical stylometric features such
as word frequency and instead incorporated features like lexical diversity, average word length,
average sentence length, standard deviation of sentence length, average paragraph length, stan-
dard deviation of paragraph length, document length, and punctuation marks. Such additional
stylometric features including the distribution of word length frequencies, type token ratio or
Hapax legomena count were also adressed by López-Escobedo et al. (2013).

7.6 Conclusion

Summarizing the provided information, we can conclude that although function or content word
frequency is a popular, reliable and well-performing feature for authorship attribution, it may
in some contexts be beneficial to incorporate additional features into the research design. De-
pending on the language of the corpus and authorial style, word n-grams, POS n-grams, or
even syntactical dependencies can aid in identifying unique authorial styles or other previously
unseen characteristics in literary works.
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8 Analysis in Authorship Attribution

Joanna Byszuk (Kraków)

As mentioned in the chapter “What is Authorship Attribution?” (Chapter 5), computational
studies into authorship are divided into attribution and verification problems. Both of these
areas make use of machine learning methods (especially supervised and unsupervised learning,
that is, classification and clustering methods) that have long proved their usefulness across
numerous scholarly fields.

8.1 Attribution versus verification

To summarize the distinction between attribution and verification explicated above, “authorship
attribution includes determining which of the candidate authors in the examined dataset is
most likely to be the author of the text in question. In turn, authorship verification deals with
checking whether any of the candidate authors is at all likely to be the author of the examined
text” (Hernández-Lorenzo and Byszuk 2022).

A good preparation for authorship attribution must be preceded by a thorough study of relevant
literature – as many of the texts of disputed authorship have been subject to literary and
philological (even palaeographic) investigations that serve as an invaluable source of information
on possible authors. It is also even more crucial than in other cases that open set authorship
studies include the step of authorship verification next to (or before) the step of authorship
attribution.

8.2 Authorship attribution methods

Apart from selecting the supervised (classification) or unsupervised (clustering method) – see
chapter “General Issues in Data Analysis” (Chapter 3) for details – and the type and number
of features, many methods of authorship attribution analysis requires considerations about the
choice of distance measure (i.e. a similarity measure projected onto a multidimensional geometric
space) to examine stylistic relation between the texts, an area that has seen a lot of research
devoted to it (see e.g. Grieve 2007; Argamon 2008; Eder 2015; Stefan Evert et al. 2017).
Relatively little work has been done on the performance of various features, with the evidence
pointing to the most frequent words as the most reliable carrier of the authorial style signal (Eder
2011; Camps, Clérice, and Pinche 2020). For more information on the issue of the features, see
the chapter “Annotation for Authorship Attribution” (Chapter 7).

Authorship attribution studies frequently use various unsupervised machine learning methods
for exploratory data analysis. Most common are clustering approaches, including bootstrapped
cluster analyses visualized in the form of networks, in stylometry also bootstrap approaches,
but also used are methods of dimensionality reduction, such as Principal Component Analysis
(PCA) and Multidimensional Scaling (MDS). The above-mentioned are included in the most
commonly used R package ‘stylo’, but as these are standard statistic methods, they and others
can also be found in more general packages in libraries in both R and Python.
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There are relatively few examinations comparing the performance of particular methods. Most
work in the field focuses on cluster and network approaches, and this area was given some focus
in Ochab et al. (2019) who tested the performance of typical methods of cluster and network
grouping, finding Ward linkage method and Louvain method of community detection the most
reliable.

While in many simpler cases clustering will be a good enough method for authorship attribution,
more precise classification methods give better certainty in cases where the authorial signal is
weak or blurred, or in the case of shorter texts. Supervised machine learning classification with
SVM (support vector machines), Delta method and NSC (nearest shrunken centroids) is often
considered more reliable. As hinted above, in this type of analysis, one of the above-mentioned
classifiers ‘learns’ the style of each of the authors based on which knowledge it is able to point
which of them the text of disputed authorship is the most similar to.

Benchmark comparisons of machine learning methods for authorship attribution are also rela-
tively outdated, with the most notable, being Stamatatos 2009 (listing dozens of studies describ-
ing methods) and a study of Jockers and Witten (Jockers and Witten 2010) proposing NSC
and RDA (regularized discriminant analysis) as best performing. Jockers and Witten criticize
SVM at length, however, this method is often used and recommended by computer science
experts such as Stamatatos, Koppel, and Argamon, and has proven to be more reliable and
stable when dealing with high dimensional and sparse data, such as historical and shorter writ-
ings (Stamatatos 2013; Franzini et al. 2018), and two- and three-class problems (Luyckx and
Daelemans).

Savoy (2020b, 109, reformulated here) distinguishes the following steps of a quantitative inquiry,
that can also be applied to attribution:

• Defining a precise research question or formulating a hypothesis.
• Preparing a selection of texts that will make up the evaluation corpus. (See also: section

“Corpus building for Authorship Attribution”)
• Preprocessing data to ensure its quality (which can include normalization of spelling and/or

removing extra-textual elements such as page numbers).
• Choosing a text representation strategy, that is which stylistic features are to serve as a

marker of style.
• (optional) Removing noisy attribute features to lower computational costs or improve

method performance.
• Choosing and applying a machine learning algorithm to perform the classification.

In the case of authorship attribution problems, the question of the right selection of texts that
are to make the corpus is particularly important.

Once we have formulated our hypothesis and identified all texts that might relevantly represent
possible (candidate) authors, we proceed with dividing them into a training set and a test set.
The texts included in the training set will serve as the learning data for our classifier, so should
best reflect the style of particular authors. The test set will include the investigated text as
well as other texts by all authors represented in the training set. The inclusion of candidate
authors both in the training and the test sets is aimed at helping us measure the performance
and reliability of the classification. If our classifier has learned to recognize particular candidate
authors, say with 80-90% accuracy (although different values will be considered ‘good’ for a
various number of classes in an experiment), we know that it has a fairly good idea of how
particular authors write and what stylistic features distinguish them – this allows us to trust
that it recognizes the author of the investigated text similarly well.
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8.3 Authorship verification methods

Authorship verification deals with the question of whether any of the candidate authors is at
all likely to have written particular text. The main difference from the attribution approaches
described above is that in this case, rather than try to guess the author, the algorithm compares
pairs of texts against the others to see whether any of them is significantly more similar to one
another than to the rest of the dataset.

The best-described approach is the General Imposters (GI) framework, first proposed by Moshe
Koppel (2004; Koppel andWinter 2014) and further examined and developed by Mike Kestemont
(Kestemont et al. 2016b), Patrick Juola (Juola 2015), and others. As explained in Kestemont et
al. (2016b), “[the] general intuition behind the GI, is not to assess whether two documents are
simply similar in writing style, given a static feature vocabulary, but rather, it aims to assess
whether two documents are significantly more similar to one another than other documents,
across a variety of stochastically impaired feature spaces (Eder 2012; Houvardas and Stamatatos
2006) and compared to random selections of so-called distractor authors (Juola 2015), also called
‘imposters’ ” (Kestemont et al. 2016b, 88).1

To put this procedure in simple terms, it is based on running a series of classifications comparing
each text in the dataset to the examined text (Target) and to a random and changing subset
of candidate authors (Imposters). The final outcome is a value between 0 and 1, showing how
much each text was closer to the Imposters (0) and Target text (1). Importantly, apart from
the general ‘the higher the better attribution accuracy confidence’ value, the framework includes
calculating “Periods of Confidence”, that is, dividing the 0-1 range into three parts: definitely
not Target text, cannot say for sure, definitely Target text.

8.4 Applications of authorship attribution

As far as applications of stylometric authorship attribution methods are concerned, they are of
course legion, given that the field has been active at least since the late 1950s, with important
precursors far into the 19th century.2 Early and pionieering work using modern statistics from
the late 1950s includes Grayston and Herdan (1959), Ellegård (1962), Mosteller and Wallace
(1963) or Levison, Morton, and Wake (1966). Today, such applications can be found for cases
of disputed or uncertain authorship in a wide range of languages, periods, and literary genres;
from the wide range of applications, we can only list a somewhat arbitrary selection (ordered
simply by year of publication):

• C. Labbé and Labbé (2001) and Cafiero and Cafiero and Camps (2019) analysed French
drama of the seventeenth century (the Molière-Corneille case);

• Binongo (2003) uses Principal Component Analysis to find out who wrote the 15th book
in the Wizard of Oz series (written primarily by Frank L. Baum);

• van Dalen-Oskam and van Zundert (2007) investigate questions of authorship and scribal
influence of the Middle Dutch Walewein;

• Craig and Kinney (2009) investigated several authorship cases concerning English drama
of the late 16th and early 17th century (around Shakespeare, Marlowe and others);

• Jannidis and Lauer (2014) investigate German 19th-century novels;
• Juola (2015) describes the process by which Joan K. Rowling’s authorship of A Cuckoo’s

Calling was established;

1Cited after https://computationalstylistics.github.io/blog/imposters/.
2For an extensive list of early and later applications, see the Stylometry Bibliography curated by Christof Schöch

since 2016 and containing around 3500 entries.
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• Rißler-Pipka (2016) conducts experiments regarding authorship attribution of Spanish
novels of the Early Modern period;

• Kestemont et al. (2017) investigate several hypotheses regarding the authorship of the
Wilhelmus, the Dutch folk song that is the national anthem of the Netherlands;

• Tuzzi and Cortelazzo (2018) and Savoy (2020a) built suitable corpora and use several
authorship attribution methods to attempt to identify the true author behind the contem-
porary Italian bestselling novels published under the name of Elena Ferrante;

• Grieve et al. (2019) dealt with a mid-19th-century American-English letter (often at-
tributed to Lincoln, but attributed to Hay by Grieve and colleagues);

• Mazurko and Walkowiak (2020), developed stylometric methods for examining authorship
of literary texts in Ukrainian;

• Hadjadj and Sayoud (2021) used over-sampling and PCA to deal with authorship attribu-
tion challenges in imbalanced corpora in Arabic;

• Ai et al. (2021) applied an LDA-Transformer model to perform Authorship Attribution of
Chinese Poetry;

• Vega García-Luengos (2021) worked on a corpus of plays by Spanish writer Lope de Vega
and proposed new attribution hypotheses;

• Most recently, Jungmannová and Plecháč (2022) investigated 20th-century novels in Czech
(regarding Milan Kundera).

This list, though far from complete, hopefully conveys at least some of the richness of methods
and domains of authentic authorship problems addressed with computational approaches.

8.5 Conclusion

In conclusion, it is worth noting that, while many methodological questions remain open in
stylometric authorship attribution, it remains one of the oldest and most developed areas of
investigation within Computational Literary Studies.
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9 Evaluation in Authorship Attribution

Joanna Byszuk (Kraków)

Conducting a reliable and reproducible study in authorship attribution can be challenging, and
the topic has gathered a lot of attention over the last years. For a long time, authorship attribu-
tion studies relied on rather simple methods of evaluation – reporting classification accuracy for
known cases in the examined corpora, or using two or three different methods to ensure the same
result is reached with various means. Most of the papers cite the specific settings (number and
type of features, classification algorithm and distance measure) that were used. Many studies
also mention determining the best settings for the particular corpus, before using those settings
to classify a text of unknown authorship.

The evaluation of authorship attribution is done not only in application papers that attempt
to solve actual attribution problems but also in methodological papers that attempt to validate
certain approaches or understand particular parameters. Some such examples include studies
mentioned in the previous section, examining how particular methods perform in attribution
tasks (e.g. Jockers and Witten 2010; Stamatatos 2009) or what are the limitations of the
methods when it comes to the length of the samples or language (e.g. Rybicki and Eder 2011;
Eder 2013b).

One of the biggest problems for reproducibility is the lack of access to corpora or proprietary
code. While nowadays it is a standard to openly publish both, e.g. on Github or Zenodo, unless
they are under strict copyright, for many older studies it is impossible to find the exact corpora
used, or even the full description of their content that would facilitate recreating.

The panel at the Digital Humanities Conference 2020 by Schöch, Van Dalen-Oskam, et al. (2020)
provided the most comprehensive discussion yet of the issues related to the reproducibility of
computational literary studies. Contributions ranged from developing a typology of repeating
research (distinguishing features of replication, reproduction, etc.), difficulties with funding and
conducting replications of old studies, and scarcity of evaluation methods.

9.1 Methods of Evaluation

9.1.1 Evaluation in the case of clustering-based authorship attribution

Clustering approaches do not have a straightforward way of evaluating the results, therefore
studies employing such methods usually rely on good practice rules for conducting reliable
study. As noted in Eder (2013a), “[a] vast majority of methods used in stylometry establish a
classification of samples and strive to find the nearest neighbors among them. Unfortunately,
these techniques of classification are not resistant to a common mis-classification error: any two
nearest samples are claimed to be similar, no matter how distant they are.” This is particularly
characteristic of clustering and network approaches, as they are based on grouping the elements
of the dataset based on similarity (finding the said nearest neighbors), and will always find
some connection between all elements, even if they actually have little in common. Therefore,
corpus design is of crucial importance – failing to include probable authors will produce a
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misattribution, and including too many candidates (of whom some could not have authored the
text for objective reasons such as being already dead or not yet born) can introduce noise that
will make the conditions of the classification more difficult or even impossible.

As Maciej Eder further argues, clustering approaches are very sensitive to the number and type
of features used, which can and usually do influence the results. While in the case of strong
and highly distinctive authorial signals the differences might be minor, they can nevertheless
lead to erroneous conclusions. To counter this risk, Eder proposes applying bootstrapping
(a technique used across various scholarly fields employing statistics), a procedure in which a
series of experiments is performed, with each varying in the number of features used, e.g. ten
experiments increasing from 100 to 1000 most frequent words in 100-word intervals. The results
of each round are then put together and only texts that were recognized as each other’s nearest
neighbors in as many cases as the set threshold (usually 50%) are considered reliably close. The
method has since gained popularity in authorship attribution circles, and is now commonly
applied in most studies.

Stefan Evert et al. (2017) compares the performance of various distance measures across feature
vectors 100, 1000 and 5000 words long, using (1) the difference between z-transformed means,
(2) the Adjusted Rand Index, and (3) clustering errors, finding that Cosine Delta produced the
most accurate results and longer vectors usually resulted in fewer errors. It should be noted
however, that for each corpus a different number of features might be enough to produce a
reliable result, as observed in Eder (2017) and efforts are made to adjust the methods and the
selection of frequencies to work on shorter texts Eder (2022).

9.1.2 Evaluation in the case of classification-based authorship attribution

Classification approaches to authorship attribution are evaluated in all studies. While relying
on good practices described in methodological and benchmark papers is of course present, most,
if not all, methods, provide classification accuracy scores with the results – these, however,
take various forms, from accuracy, precision, recall, F1-score, or AUC (Area Under Curve), all
traditionally used in machine learning.

A straightforward and often applied method of evaluation is cross-validation, and in particular
the leave-one-out method, in which a series of experiments are performed, each time taking one
text out of the corpus and comparing it against the remaining ones. This allows to verify the
success rate of the classification both in the overall and in the detailed scopes, and to identify
texts that are misclassified or introduce noise to the corpus.

More complex evaluation procedures include testing the performance of various classification
methods and types of features before coming to conclusions (e.g. Grieve 2007).

9.2 Conclusion

In conclusion, one can say that authorship attribution is probably the domain within CLS that
has the most developed practice of evaluation. The reason for this is not just that it is a very
long-standing domain, but also that there are sufficient numbers of undisputed, single-author
publications to make systematic evaluation, and evaluation-driven development of methods,
feasible. In addition, authorship is – despite edge-cases of various modes of collaboration –
a category with much clearer class boundaries than in the case of canonicity (which can be
understood as a gradual attribute) or genre (where one text can participate in more than one
genre, to various degrees). As a consequence, evaluation in authorship attribution is, arguably,
more feasible than in the case of categories such as genre or canonicity.
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Part III

Genre Analysis
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This part is devoted to issues of the analysis of literary genre.
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10 What is Genre Analysis?

Christof Schöch (Trier)

10.1 Introduction: The theory of literary genres

Literary Genre Analysis investigates literary texts from the perspective of the genre(s) or sub-
genre(s) they participate in. As a consequence, genre analysis in CLS operates against the
backdrop of both an extensive body of theories of genres and subgenres in established literary
history, and a no less extensive body of studies on the characteristics and the history of specific
literary genres and subgenres.

Arguably, the nature of and distinctions between literary genres is one of the oldest problems of
literary theory, going back at least to Aristotle, who thought of genres as categorical classes that
are mutually exclusive and clearly delimited based on specific criteria. For example, narrative
and dramatic forms are distinguished based on whether or not the speaker is a part of the
represented world or not. Based on such classificatory thinking, hierarchical systems of genres
and subgenres were pursued, where each class has a differencia specifica relative to other, related
classes.

Many different perspectives on genre have been developed by literary theorists and literary
historians over time. As Matthew Wilkens writes, mentioning several key perspectives: “For
critics in the mold of Northrop Frye, genre is a formal category having to do with the ‘radical
of presentation’ through which plot-level events are portrayed; for Gérard Genette, it involves
primarily content-level differences within formally defined modes; for Raymond Williams, genre
is part of a “social language” that unites distinct aspects of the social and material processes
that make up a cultural situation” (Wilkens 2017, 2).

Starting in the 1970s, in addition, the categorical approaches were questioned more radically
and alternative and more flexible models of literary genre were proposed (see e.g. Hempfer 1973,
2014). Prominent examples include, for instance, genres as groups of works linked by family
resemblance (in the tradition of Wittgenstein), or genres as prototypical categories (in analogy
to prototype theory in biology and cognitive psychology). These approaches have in common
that an individual work can participate in a given subgenre to a larger or lesser degree, and
can participate in more than one genre to varying degrees. Both José Calvo Tello and Ulrike
Henny-Krahmer have pursued the consequences of this kind of conceptualizations of genre in
their research (see Calvo Tello 2021; Henny-Krahmer 2023).

Another major issue in the theory of genres that has significant relevance for computational
approaches to genre is the question of whether genres manifest themselves as inherently textual
properties of texts, or whether they are rather socially-constructed phenomena. This has direct
implications for the question of whether or not approaches focusing only on textual properties
rather than on contextual information are suitable for investigations of literary genre.1

1This is an issue that has clear parallels to the situation in research on canonicity and prestige, see the chapter
“What is Canonicity?” (Chapter 25).
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As far as the description, theory and history of specific genres is concerned, this is quite obviously
a large, important and dynamic domain within literary studies. Studies on specific genres
and subgenres – such as the novel, the short story, the science fiction novel; such as drama,
comedy or tragedy; the sonnet, etc. – are plentiful, whether in a specific literary period, across
several periods, or in a theoretical perspective. Also, because individual genres can be defined
and described at various levels – among them theme, style, form, setting, protagonist, plot or
audience – investigations of all of these aspects can be relevant in a genre analysis. To give just
some examples: genre is often defined at the level of formal, structural or stylistic characteristics,
such as poetry in verse compared to narrative prose or dramatic dialogue interspersed with stage
directions. However, theme is also a major aspect of genre and subgenre, as in the distinction
between the romance novel (primarily about love and obstacles to love) as opposed to the science
fiction novel (primarily about imaginary alternatives, based on scientific and social innovations,
to human existence as we know it). Personnel, of course, can also play a role, as in the kinds of
characters that are typical of tragedies as opposed to comedies. Then, setting can be relevant,
as in the urban settings typical for crime fiction as opposed to the outer limits of civilization
characteristic of many adventure novels. Many more examples for relevant aspects could be
added here.

For research in CLS, studies covering such aspects in various genres not only provide essential
background information, but also raise research questions and offer hypotheses to investigate
based on metadata or corpora.

10.2 Computational Genre Analysis

Against this background, there are two levels at which different kinds of literary genre analysis
can be distinguished, based on a distinction between various degrees of granularity: (a) At the
level of the texts to be analyzed, where entire documents, chapters, paragraphs, pages or even
sentences can be the object of attention. And (b) at the level of the genre categories, where
broad genres (such as the distinction between narrative and dramatic texts), more specific
subgenres (such as the distinction between comedy and tragedy, adventure novel and science-
fiction novel), or even more fine-grained distinctions within subgenres (such as the distinction
between detective fiction and hard-boiled crime fiction) may be investigated. Most research in
CLS is focused, nowadays, at the second level of granularity.

Another key distinction is whether the investigation of genre (a) starts from known genre as-
signments of texts and aims to discover features (of various types) that are characteristic of
texts of each genre category (contrastive analysis), or whether (b) establishing the association
between texts and genre categories is the principal task (e.g. classification tasks), or whether
(c) any structure in the data that can be discovered is then checked for correlations with genre
categories (e.g. clustering tasks). Mixed approaches are frequent, as there are investigations
using some form of regression analysis.

Finally, a large proportion of research is interested in genre not so much in order to attribute
texts to genres or subgenres, or to identify general characteristics of given genres or subgenres,
but is rather focused on texts belonging to one particular genre or subgenre category, where
this category is accepted a priori. The focus in this case is rather to analyze some specific
literary phenomenon within a corpus defined by its genre or subgenre. Additional research is
either based on the results from such classification tasks, or uses alternative approaches to such
classification tasks.
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Further details on the corpora used for genre analysis, on the kinds of annotations used, and
on the methods of analysis used in selected research belonging to these different categories are
provided in the following sections.
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11 Corpus Building for Genre Analysis

Evgeniia Fileva (Trier)

11.1 Introduction

The key challenge in corpus building for genre analysis is the composition of the corpus in
terms of the genres or subgenres targeted, on the one hand, and in terms of competing or
potentially interfering categories such as authorship, period or formal characteristics, on the
other. Often corpora used for research in Computational Linguistics or Digital Humanities (such
as stylometry) are designed from the start to include only one genre or subgenre (e.g. newspaper
articles, encyclopedias, theater plays, tragedies, etc.), although the actual level of homogeneity of
such corpora can be a matter of debate. For such tasks, the primary genre-based classification
of texts is important because texts belonging to the same genre (or class) are assumed to
demonstrate similar linguistic features.

Often, however, classifying texts by genre, or in a more fine-grained manner by subgenre within
a broader genre, particularly for the purpose of creating a corpus, presents a separate, specific
problem. The main reasons for this are that genre categories are hard to define in a coherent,
systematic way; that sensible categorizations of genres are very much bound to the respective
literary tradition (language, period) they apply to; and that a single text may participate in
multiple genres at the same time (see the chapter on “What is Genre Analysis?” (Chapter 10) for
more information). As a consequence, Calvo Tello (2021), for instance, approached the problem
of genre classification as a “multi-level classification task”. Overall, for genre-based research it
is important that corpora contain specific information about genre stored in metadata.

11.2 Corpora frequently used for genre analysis

11.2.1 Curation-driven, general-purpose corpora

Typically but not necessarily, curation-driven, general-purpose corpora are relatively large in
volume and relatively heterogeneous with respect to the genres or subgenres represented in
them. However, there are also curation-driven corpora for CLS that focus on one particular,
larger genre, such as drama, narrative or poetry. In addition, it is typical for curation-driven
corpora to be monolingual and for texts contained in them to be encoded in XML-TEI, although
exceptions to both points certainly exist.

The Brown Corpus is among the oldest, well-established corpora used for genre-specific tasks
in particular in Computational Linguistics. Conceptually and practically, the Brown Corpus is
constructed very differently from, for example, the vast Hathi Trust Library, and consists of 500
samples each of about 2,000 words, with a total of 802 texts, all first published in 1961, represent-
ing a range of styles and varieties of prose (see Brown Corpus Manual and Francis and Kucera
1979). The corpus is not meant to represent standard English, but rather a standardized body
of data for comparative studies. For his study, Kessler, Nunberg, and Schutze (1997) used only
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499 out of 802 texts from the Brown Corpus, which were selected using a custom classification
system. The texts were analyzed based on three categorical facets: Brow (levels of intellectual
background required by the target audience), Narrative (binary, whether a text is written in
narrative mode), and Genre (reportage, editorial, scitech, legal, nonfiction, fiction). The corpus
was divided into a training subcorpus (402 texts) and an evaluation subcorpus (97 texts) for the
study, which were selected to have roughly equal numbers of all represented combinations of
facet levels. The texts in the evaluation subcorpus were chosen using a pseudo random-number
generator, resulting in different quantitative compositions of the training and evaluation sets,
with some genre levels being more frequent in one set than the other (Kessler, Nunberg, and
Schutze 1997). Then an analysis of each text in the evaluation set was conducted.

Closer to current concerns in CLS research, such corpora as Deutsches Textarchiv (DTA), Corpus
of Novels of the Spanish Silver Age (CoNSSA) or Théâtre classique are also monolingual corpora.
Thus, the DTA covers the period from 1600 to 1900 and includes about 4,400 works in total, of
which 1,500 belong to a balanced core corpus and about 700 are literary works (‘Belletristik’). As
stated in the corpus description, the collection was created to reflect the diversity of the German
language, so the collection is characterized by genre richness as well as scrupulous supervision
in the process of digitizing the material. Furthermore, the corpus website offers a researcher-
oriented navigation tool, the “linguistic search” within the DDC (Dialing/DWDS-Concordancer)
linguistic search engine. For each text, DDC creates a machine-readable index file containing
additional information for each word that can be used during queries. These index files are
created from inputs in a DDC-specific XML format, which contains all the information available
to DDC but is not readily efficiently queryable. The developers suggest using the DTA as a
reference corpus for linguistic research.

The Project Gutenberg’s text collection counts texts in more than 60 languages, all open access
and public domain. The project description indicates that in addition to books there are also
such units as manuals, pamphlets, periodicals, travelogues, theses, journals, or chapbooks. One
of the features of this corpus is that instead of genres it uses “categories”, that is, topics by
which books are sorted. The official website states the following description: “The collection
includes eBooks on many topics. There is emphasis on literary works and reference items of
historical significance, because volunteers have focused on digitizing such works. Any eligible
item, on any topic, is welcome.” (Gutenberg).

The most widely used text collections for German are the Digitale Bibliothek in the TextGrid
Repository and the Deutsches Textarchiv (DTA). The TextGrid Digital Library offers a compre-
hensive collection of XML/TEI-encoded texts from fiction and non-fiction literature from the
beginning of book printing until the first decades of the 20th century, written or translated into
German. The collection is of particular interest to German and comparative literary studies as it
contains almost all important canonical texts and numerous other literature-historical relevant
texts whose copyright protection period has expired. The texts are mostly from reliable editions
and are therefore citeable. The TextGrid Repository makes these texts available to the general
public not only for reading but also for further processing, such as in editions and corpora. The
XML files were converted into a valid TEI format, which allows for precise searching and analy-
sis. The metadata only contains some very broad genre specific information such as verse, prose
and drama. Both corpora have, for example, been used in the research of Trilcke, Fischer and
colleagues (Trilcke, Fischer, and Göbel 2016; Trilcke, Fischer, and Kampkaspar 2015) among
other corpora such as Wikisource and Projekt Gutenberg-DE. The authors describe the DTA
corpus as having high-quality TEI markup, but containing relatively few texts. The German-
language branch of Wikisource also has limited texts. The Projekt Gutenberg-DE archive has
poor markup with only basic XHTML. The TextGrid Repository, which contains basic TEI
markup, is the most applicable option in their view (Trilcke, Fischer, and Kampkaspar 2015).
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The European Literary Text Collection (ELTeC) belongs to the group of curation-driven corpora
that have a clear focus on one particular literary genre, in this case the novel. ELTeC consists of
a number of sets of novels in different European languages, where each set contains 100 novels
first published in the period 1840 to 1920 in one given language-based literary tradition. ELTeC
is not a representative corpus, but uses a number of corpus composition criteria to ensure that
the variety of production in each literary tradition is represented in each corpus. These criteria
concern aspects such as author gender, text length, degree of canonicity and publication time
(Schöch et al. 2021). However, ELTeC provides virtually no metadata on the subgenres of
the novel represented in each collection, because of the challenges connected to establishing a
taxonomy across multiple literary traditions. ELTeC is a multilingual (more than 17 European
languages) collection consisting of 12 complete corpora of individually selected 100 novels, with
the corpora being comparable to each other in their internal structure, size, and composition.
ELTeC also contains additional corpora of various sizes. All metadata (title, author, publication
date, etc.) are modeled according to the same standard and encoded in XML-TEI, using a set
of ELTeC-specific schemas (Burnard, Odebrecht, and Schöch 2021).

Théâtre classique is a collection of French dramatic texts edited by Paul Fièvre since 2007, with
(currently) 1,700 French plays, the majority of which were written or published between 1630 and
1800 (see Fièvre 2007). The platform provides contextual information and several statistical and
analytical perspectives on the textual data. The XML-TEI data contains good document-level
metadata and detailed structural markup typical of dramatic works (acts, scenes, stage direc-
tions, character speeches), while the the TXT and HTML files lack much of this level of detail.
The corpus has been described as “an essential enabling force for recent, quantitative approaches
to French drama” (Schöch 2018a) and is now available also via the DraCor platform.

11.2.2 Research-driven corpora built for specific purposes

Sometimes new corpora are created for specific tasks. Such an example of the creation of the
original text collection can be seen in Calvo Tello (2021). The Corpus of Novels of the Spanish
Silver Age (CoNSSA) was created on the basis of Spanish-language literary prose that was
written between 1880 and 1939 be authors from Spain. The corpus includes novels by 107
authors who met all the criteria that have been set for that corpus by Calvo Tello: novels in
Spanish by Spanish authors published between 1880 and 1939. In addition to basic bibliographic
information, Calvo Tello collected the following metadata about authors and their works: name
(full and short), years of life, author’s preferred genre, number of pages dedicated to the author
in the Manual de literatura española (MdLE), and provenance information. Calvo Tello states
that categorizing genres and subgenres have been a particularly challenging task. The author
proposes a method of encoding information of unprecedented detail about genre and subgenre
that takes into account, for instance, the hierarchical levels and sources of information, including
super-genre, genre, subtitle, subgenre from different sources such as literary histories, editorial
information, and annotations by Calvo Tello himself. The aim is to capture the complexity of
genre and subgenre categorization and to reflect the blending of different subgenres in many
texts. Another corpus designed specifically for the investigation of subgenres of the Spanish-
language novel, but this time for novels from Argentina, Cuba and Mexico, is the Corpus de
novelas hispanoamericanas del siglo XIX (conha19) edited by Ulrike Henny-Krahmer who also
curated a bibliography as a basis for the corpus building process (see Henny-Krahmer 2017)
and describes the process of modeling, building and encoding the corpus in Henny-Krahmer
(2023).

As Ruiz Fabo, Martínez Cantón, and Calvo Tello (2018) argue, there is a lack of research on
poetic corpora, especially for Spanish. A good example of a poetry corpora widely used in the
research community is Diachronic Spanish Sonnet Corpus. DISCO consists of 2677 sonnets in
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Spanish from the 19th century written by 685 authors from Spain and Latin America. The
corpus is intended to provide a wide sample, inspired by distant reading approaches, and being
updated with additional sonnets from other centuries. The poetic texts were extracted from
Biblioteca Virtual Miguel de Cervantes and encoded in XML-TEI P5 format. The metadata,
stored in the TEI-Header, include year of birth and death, place of birth, and gender. The corpus
is available on GitHub, saved in Zenodo, and includes VIAF identifiers to enhance the corpus’s
findability in the linked open data (Ruiz Fabo, Martínez Cantón, and Calvo Tello 2018).

DISCO PAL was created on the basis of the DISCO corpus and is available for data mining
tasks on Spanish poetry, and particularly for obtaining the Global Affective Measure (GAM) of
poetry (Barbado et al. 2022). While DISCO doesn’t provide information directly usable for text
modeling tasks, (Barbado et al. 2022) presented DISCO PAL, the Diachronic Spanish Sonnet
Corpus with Psychological and Affective Labels, which is a subset of the DISCO corpus. DISCO
PAL includes 274 sonnets in Spanish from different time periods annotated with affective, lexico-
semantic, and psychological labels and aims to make poetry available as machine-readable data
for linking, indexing, and extracting new information. While DISCO includes the metadata
only about authors, sonnet scansion, rhyme-scheme and enjambment, the DISCO PAL corpus
includes binary labels for psychological concepts and integer values for affective and lexico-
semantic features and also provides a rich source of data for text mining tasks on Spanish
poetry (Barbado et al. 2022).

Another example of a poetic corpus is the one presented by Šeļa, Plecháč, and Lassche (2022).
Their research employs five poetry collections in various languages such as Czech, Dutch, English,
German, and Russian to compare and analyze metrical types used in poetry.

The EmoTales corpus (Francisco et al. 2012) is a specific corpus designed for narrative appli-
cations. The corpus focuses on fairy tales due to their explicit representation of emotions and
suitability for the identification and study of emotions. It includes 18 tales of different lengths,
written in English, with a total of 1,389 sentences and 16,816 words, chosen to cover a broad
spectrum of styles by having tales from different authors and time periods. It contains in-context
sentences with emotional tags based on subjective human evaluations.

Another example of a research-driven corpus is the corpus developed by the Zeta and Company
project corpus. This corpus consists of French novels (both written in French and translations
into French) from the second half of the 20th century, currently with 1200 novels in total. The
corpus has several special properties. First of all, it is specifically designed for the investiga-
tion of several popular subgenres of the French novel, namely science fiction, crime fiction and
sentimental novels, in comparison with a wide range of highbrow novels. For this reason, the
corpus is balanced with respect to these four groups, within each decade (as far as feasible) as
well as across the period 1950-2000. Second, the subgenre information is derived from the bib-
liographic metadata about publishers and collections in which the novels were published, under
the assumptions that specific collections (such as Harlequin’s ‘Duo Romance’ or Gallimard’s
‘Série noire’) publish only novels that can be categorized as sentimental novel or crime fiction
novel, respectively. And third, the novels all being still under copyright, the digitisation and
usage in the research project is covered by the ‘Text and Data Mining-Exception’ that applies to
research purposes in German copyright law. As the full texts cannot be published, the project
makes available a subset of (currently) 320 texts as a so-called ‘derived text format’ that allow
statistical calculations, but make reading the novels impossible (see Organisciak et al. 2014;
Schöch, Döhl, et al. 2020).
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11.3 Conclusion

Thus, building a corpora for genre analysis in Computational Linguistics and Digital Humanities
could be a quite challenging task. The composition of the corpus in terms of targeted genres and
classifying texts by genre or subgenre present specific challenges since genre categories are hard
to define, and a text may belong to multiple genres. Curation-driven general-purpose corpora
tend to be large and heterogeneous, whereas research-driven corpora focus on the selection of
research material.
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12 Annotation for Genre Analysis

Christof Schöch (Trier)

12.1 Introduction

Apart from document-level, bibliographic metadata, which we describe in the chapter on “Corpus
Building for Genre Analysis” (Chapter 11), the issue of annotation for genre analysis includes,
in the perspective of this survey, two major areas: (a) the manual identification or automatic ex-
traction, from literary texts available as digital full-text, of document-level information relevant
to genre; and (b) the annotation, again manually or automatically, with information relevant to
genre, of tokens or spans within the literary texts.

What kinds of information, however, are relevant to genres or subgenres? As we have seen
in the chapter “What is Genre Analysis?” (Chapter 10), the answer to this question can be
derived from the information that is relevant to the definition and/or description of literary
genres and subgenres in the literary practice, as established by literary studies. As it turns out,
a great variety of aspects are relevant to the genre or subgenre of a text, among them form,
style, theme, personnel, setting, mode of publication, or audience. The question of determining
which features are best suited for genre analysis, or most relevant for specific genres, is a matter
of debate within CLS. In addition, however, computational approaches can (and frequently do)
simply use the frequencies of word forms as a feature for approaching genre, in which case only
a minimal annotation in the sense of tokenization is required.

Finally, as noted also in the chapter on “Corpus Building for Genre” (Chapter 11), we of course
find studies that annotate and analyse either corpora of texts containing one specific genre to
be characterised more closely through analysis, or corpora containing several distinct genres or
subgenres intended for a contrastive analysis or in order to develop methods that are able to
distinguish between texts of different genres and classify them accordingly.

Annotation for genre analysis, then, in Computational Literary Studies, consists primarily in
collecting relevant information (other than bibliographic metadata) about literary texts, whether
at the document level or within texts, whether regarding form, style, theme, personnel or setting
(and others), and making this information available for the analysis step described in “Data
Analysis for Genre” (Chapter 13). In some cases, this step could also be described as feature
engineering or feature generation, rather than annotation or tagging in the conventional sense.

12.2 Minimal annotation for genre analysis

In many cases, the analysis of genres or subgenres operates with simple wordforms and a bag-
of-words model. This appears to be particularly the case in studies that use methods such as
regression, clustering or classification, and when large collections of texts are analyzed. In this
case, the identification of word forms (or lemmas) characteristic of a given genre or subgenre is
either a goal in and of itself, or the features derived in this way are the input for a subsequent
cluster, regression or classification-based analysis.
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A classic of this kind of analysis is Kessler, Nunberg, and Schutze (1997), albeit in a perspective
more of Computational Linguistics than CLS. This paper formulated the influential idea of
distinguishing between generic facets (abstract properties of texts relevant to genre) and generic
cues (surface features indicative of specific generic facets). The authors also defend the idea of
simple, surface features to be just as useful for (broad) genre classification tasks over more
complex features representing structure or content.

Other examples of a study using virtually no annotation (other than bibliographic, document-
level metadata) include Underwood et al. (2013), Schöch and Riddell (2014) or Worsham and
Kalita (2018). Underwood et al. (2013) analyze a very large collection of texts, namely 469,000
volumes from the Hathi Trust Library, with the aim of generating page-level genre assignments.
The authors used a statistical method, the Wilcoxon rank-sum test, to identify subsets of words
from the overall vocabulary for use in various genre-oriented classification tasks. Worsham and
Kalita (2018) analyze a subset of the Gutenberg corpus that they call the Gutenberg Dataset for
Genre Identification that contains 3577 texts that can be assigned to one of six types of fiction.
They use a classification approach based on deep learning and, programmatically, perform no
preprocessing other than tokenization and a reduction of the vocabulary to the 5000 words that
are most frequent in the corpus overall.

Schöch (2018b) used a measure of distinctiveness first proposed by John Burrows, Zeta, as a way
to derive words that are characteristic of several subgenres of French drama, namely comedy,
tragedy and tragi-comedy. Other than tokenisation and lemmatisation, no preprocessing or
linguistic annotation was used. The resulting lists of characteristic words for each subgenre,
however, were used as a basis for a subsequent cluster analysis.

Similarily, Du, Dudar, and Schöch (2022) use a variety of distinctiveness (or keyness) measures
in order to obtain lists of words that can be understood to be typical or characteristic of a
certain number of subgenres of the French contemporary novel. In their pipeline, which also
includes tokenization, lemmatisation and POS-tagging, the information extracted is not actually
collected at the document level, but only at the level of the novels aggregated into groups defined
by their subgenre.

12.3 Genre information at the document level

There is an increasing number of studies, in recent years, that generate document-level annota-
tions (in addition to bibliographic metadata) for genre analysis.

Because of the importance of the semantic level for genre analysis and genre distinctions, topic
modeling is in fact one of the methods of choice for genre analysis. An early example for this
is the influential monograph of Jockers (2013), in which he used topic modeling to investigate
trends and distinctions in a large corpus of English-language novels from North America and
Ireland.

Another example is Wilkens (2017), who analysed 8500 20th century American novels in English
for their subgenre assignments using topics in combination with other features. Taking up the
distinction between properties of genres and textual cues that allow to measure the prevalence
of these properties in each novel, he first extracted the following features: “1. Subject matter,
measured in the present case by topic-modeled word frequencies. 2. Style, form, and diction,
measured by volume-level statistics including reading-level score, verb fraction, text length, etc.
3. Setting and location, assessed via geolocation extraction and geosimilarity measures. 4. A
limited range of extra-textual features, including publication date and author gender” (2017,
6).
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In a similar manner, Hettinger et al. (2015) have generated features for each novel in a corpus of
1700 German novels. The features concern common stylometric features (such as word frequen-
cies), but also other features concerning topics (using topic modeling) and character interaction
(using character network data).1

Also operating at the level of entire documents, but not using topics as features, is the study by
Coll Ardanuy and Sporleder (2014). The authors have created social networks of characters in
novels and then derived feature vectors from these networks to characterise novels at the level of
character-based structural properties. They then use these for cluster analysis with a perspective
on authorship and genre. Falk (2015) is another study generating character network features
for genre analysis, but this time for a set of dramatic works. A series of studies on dramatic
character networks has been published by the DLINA (Digital Literary Network Analysis) group,
with Trilcke et al. (2016) in particular using network data to investigate, among other things,
different kinds of German dramas, for example “open” and “closed” dramas.

Finally, a recent study by Nicholas D. Paige (2020) employs an unusual approach, in which
the analysis of digital full texts plays virtually no role and instead, a considerable number of
properties of a large selection of French novels published between ca. 1600 and 1830 has been
established by the author. These properties include length, narrative perspective, generic subti-
tle, presence or absence of chapters and of inset narratives, subject matter, type of protagonists
and several more. Based on these properties and their patterns of evolution, correlation and
co-evolution over time, the author then creates a history of the French novel and its subgenres
in the seventeenth and eighteenth centuries.

12.4 Annotating genre information within texts

Instead of generating various kinds of features describing entire novels, there are also some
studies that investigate genre by adding and analysing genre-specific annotations to words or
spans within texts.

An example of manual annotation of small spans within texts is Reinig and Rehbein (2019), in
which the authors have manually annotated metaphorical expressions in a corpus of German
expressionist poetry, that is a corpus which is homogeneous with respect to genre. Also regard-
ing poetry, specifically Spanish-language sonnets, Navarro-Colorado (2017) presents a pipeline
for adding annotations regarding syllabic structure of words and, building on this, metrical
properties to individual verses.

Schöch et al. (2016) have first automatically tagged the full texts of a corpus of French novels
with token-level semantic (WordNet) and morphosyntactic annotations. A sample of sentences
were then manually annotated with respect to character vs. narrator speech. Based on these
second-level annotations, a classifier was then trained to perform a sentence-level annotation
of the entire corpus for the presence of character speech within the novels. They then use the
information on the proportion of direct speech in each novel for investigations into genre-based
differences. In a similar manner, Brunner et al. (2020) have used direct / indirect speech
annotations to investigate the distinction between highbrow and lowbrow literature.

Kim, Pado, and Klinger (2017) have investigated genre in a subset of Project Gutenberg contain-
ing five subgenres of narrative fiction. They use sentence-based emotion annotation (Sentiment
Analysis) for all texts and use this annotation for a genre classification task. In addition, they
also conduct an investigation into emotional trends over the course of novels that form patterns

1See also Hettinger et al. (2016) for another perspecive of this data.
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that are characteristic, to some degree, of the different subgenres. (See also Jannidis et al. (2017)
for a similar investigation focusing on happy endings.)

Simple kinds of automatic, token-level annotations are often combined with automatic document-
level feature generation. A study by Christof Schöch (2017b) combines token-level annotations
and document-level feature generation. Schöch used topic modeling to automatically obtain
thematic information about each play in his corpus as a way to investigate differences between
comedies, tragedies and tragicomedies. As a part of the preprocessing for topic modeling, token-
level annotation is often performed, for example by Schöch (2017b): both lemmatization, in
order to focus on lemmata instead of word forms, and POS-tagging for the filtering of lemmata
to include only content words such as nouns, verbs, adjectives and adverbs. Both steps reduce
the dimensionality of the dataset and increase the semantic coherence and interpretability of the
resulting topics. Generally speaking, this is done more often for languages other than English,
as many of them are more highly inflected and lemmatisation has a larger impact on the results
than for English.

One of the most elaborate examples of this strategy combining bibliographic metadata, addi-
tional document-level annotations relevant to genre and classification tasks based on most fre-
quent words, is José Calvo Tello’s study of the Spanish novel (2021), in which he has collected,
primarily through close reading of the novels, a large number of document-level annotations
regarding for instance the characters, themes, or the setting of the novels in his corpus, for sub-
sequent use in a wide range of classification tasks. The author found, for example, that semantic
features can be highly useful for subgenre classification of novels. In his case, these semantic
features were obtained by annotating the tokens of the novels using a vocabulary derived from
a semantically-organized dictionary, the Diccionario Maria Moliner.

12.5 Conclusion

As can be seen from this survey as a whole, the domain of computational analysis of literary
genre has emerged as a dynamic area of investigations within CLS over the last 10-15 years. In
terms of feature engineering and annotation, a wide range of kinds of features are now used
to cover the many abstract properties relevant to literary genres and subgenres. It is striking,
at least in this survey, that a majority of studies appear to focus on novels when investigating
literary subgenres, with fewer studies on drama and even fewer on poetry. In addition, while
in authorship attribution, complex processes of feature generation and annotation are rather
the exception, the inverse is true for genre analysis. This may shift again, however, with the
increasing use of deep learning for literary genre analysis, where active feature engineering as
part of the preprocessing and annotation step may become obsolete, at the price, however, of
decreased transparency and interpretability of the results.
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13 Data Analysis for Genre

Julia Dudar (Trier)

13.1 Introduction

This text describes different methods of literary text analysis with a focus on literary genres. It is
divided in four sections according to underlying methodology covering classification, distinctive
features, clustering and genre-based corpus analysis.

13.2 Classification

This section describes studies that approach the issue of genre with a classification-based method-
ology. During the last years the automatic genre-based classification of long literary texts gained
popularity among the researchers. This is not surprising, as this methodology gives an opportu-
nity to investigate a high number of literary texts in a short period of time. Features that are
used for classification can be extracted with different methods: most frequent words, distinctive
words, stylometric analysis, or topic modeling methods. Moreover, such classification can be
based on different algorithms: Naïve Bayes, SVM, logistic regression or K-nearest neighbours
etc. There have been a considerable number of publications in this field, and we are going to
introduce some of them trying to cover the variety of different approaches.

Underwood et al. (2013) define two challenges of automatic classification of literary texts accord-
ing to their genres. Both of them are related to heterogeneity within works of one genre. The
first challenge is a heterogeneity caused by the changes of texts across time, as literary history
spans several centuries. The second challenge is the length of books: Literary text are much
longer than journal articles and are internally heterogeneous. For this reason, they need to be
segmented for classification. To address these challenges, the authors introduce a multi-layered
solution with trained hidden Markov models, and several overlapping classifiers. For their anal-
ysis they use a collection of 469 texts from HathiTrust Digital Library. In their study they focus
on relatively broad categories like prose fiction, nonfiction, drama, and nondramatic poetry.

Hettinger et al. (2015) classify a large set of German novels, experimenting with different
machine learning algorithms and different types of features. In particular, they explore how
different types of features affect the performance of different classifiers. Besides most common
words and punctuation marks that they identify as stylometric features, they used topic-based
features, extracted using an LDA algorithm, and features extracted from social network graphs
(character and interaction graphs). In addition, a number of classifiers is implemented and
evaluated for this task, among them Naïve Bayes (NB), Fuzzy Rule Learning (Rule), Multilayer
Neural Network (NN) and linear Support Vector Machine (SVM). The data set consisted of
almost 1700 novels either originally written in German or translated into German. From this
data set domain experts identified 32 prototype novels, that belong either to a social or to
an educational subgenre, after that 100 additional novels were labeled by exprerts as social
or educational (labeled data). The classifiers and features were evaluated based on these two
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datasets. The authors note that the combination of topic based (content) features and an SVM
classifier yielded the best results.

The authors extended their work (Hettinger et al. 2016) by adding one further subgenre (ad-
venture novels) and experimenting with feature engineering. As in the previous study, they
used most frequent words (up 3000), character 4-grams, topic-based and social network features.
However, they decided to concentrate on one classifier, namely SVM, as it showed the best re-
sults in previous analysis. They tried different combinations of features and experimented with
the number of topics in LDA used for extracting topic-based features. The evaluation showed
that classification results for adventure novels were much higher compared to the classification
results of social and education novels. Network based features show the worst performance,
while other content based features yield similarly high results.

Calvo Tello (2021) in his dissertation performed genre classification on different levels: fiction
vs. non-fiction; narrative, drama or essay; subgenres of the novel. For the novel vs. non novel
classification he used CORDE as training corpus, the largest existing historical corpus for Span-
ish, created by the Real Academia Española. He applied a grid search to find the best parameter
combination for the classification of Spanish texts. He defined 20 combinations of features, in-
cluding POS, tokens, lemmas, semantic annotation, most frequent tokens, mean and standard
deviation of tokens etc. As classifier he chose logistic regression, as it yielded the best results
for this task. The author also created the Corpus of Novels of the Spanish Silver Age (CoNSSA)
and used it for subgenre classification task. He defined 11 subgenres, each of them was repre-
sented by at least 10 novels and applied multi-class classification using logistic regression. As
the performance of classification was low, he transformed 11 classes into 3 more general classes:
historical, comedy and naturalist. Alhough the performance in the second classification was
higher than in the first one, it was still very low. Calvo Tello argued that a problem with the
genre classification is that one particular literary work cannot only belong to just one subgenre,
but a literary work is very often a mixture of different subgenres, which makes it really unique.
This led him to the idea of multi-label classification, where each novel in the corpus was labeled
as a binary vector, containing information to which subgenres the novel can be assigned. The
results of multi-label classification were much higher above the baseline. The author also made
the same observation as in the previous paper that some genres like adventure or erotic novels
were classified more accurately compared to social and educational novels.

13.3 Distinctive Features

This section describes studies that approach the issue of genre with a methodology based on
identifying distinctive features in a genre-comparative manner. The main idea of this method is
based on the extraction of the most distinctive or characteristic words (known as keywords) from
a target corpus in comparison to a more general and broad reference corpus. A target corpus
usually used for this purpose consists of texts of one genre or subgenre, while a comparison
corpus usually consists of texts of several genres and subgenres. Distinctive words are extracted
with the help of so called keyness measure or measures of distinctiveness. There are several
studies that are based on the application, analysis and comparison of different measures of
distinctiveness (see e.g. Lijffijt et al. 2014; Paquot and Bestgen 2009), but there are only a few
studies that are dedicated to the analysis of keyness measures used for genre comparison.

Schöch et al. (2018) describe in their paper an implementation of several variants of Zeta, used
for genre comparative analysis. Based on the comparison of the three dramatic genres of comedy,
tragedy and tragicomedy, they extracted distinctive words for these genres using Zeta. The aim
of their paper was to reach a better understanding of the properties of Zeta as a measure for
comparative analysis and to evaluate its usefulness for quantitative genre analysis. For example,
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due to the analysis with Zeta, it becomes clear that tragicomedy and tragedy are much closer in
terms of their vocabulary than tragicomedy and comedy, so that the tragicomedies can be best
described as a special form of tragedy, not a special form of comedy.

Du et al. (2021) compared two dispersion-based measures of distinctiveness, namely Eta and
Zeta, using a genre analysis task. In their study, they used a balanced corpus of 160 novels
published in France between 1980 and 1989. 120 of them are lowbrow novels of three subgenres:
sci-fi, crime fiction and sentimental novels. The rest 40 are highbrow novels. The genre analysis
was based on a comparison of novels of one genre versus the three other genres. Their analysis
was based on the distinctive words extracted by the comparison of novels. The authors of the
paper came to the conclusion that both measures are able to detect meaningful and interpretable
distinctive words for one genre compared to more general corpus of the novels.

13.4 Clustering

This section describes studies that approach the issue of genre with a methodology based on
clustering, that is by creating data-driven groups of texts that are then related to genre-related
metadata. Among the most popular clustering approaches used in the CLS Community are
stylometry and topic modeling.

Coll Ardanuy and Sporleder (2014) clustered novels according to genres through building social
networks. They collected a corpus of 238 prominent novels and presented the plot and structure
of the novels in static (describes whole novel) and dynamic (describes one chapter) co-occurrence
networks. After that the authors extracted a feature vector from each social network. They
performed clustering over the obtained vectors, contrasting groups by genre and by author. For
genre analysis they defined 11 most common genres.

Schöch (2017b) uses topic modeling to explore a corpus of French Drama of the Classical Age
and the Enlightenment. The main goal of his paper is to discover the semantic types of topics
that can be found in the collection of texts with topic modeling. Data-driven clustering of
texts helps to investigate distinctive dominant topics and plot-related topic patterns in drama
collections. The results of the analysis shows that different subgenres have their own lists of
dominant topics.

13.5 Genre-based Corpus Analysis

This section describes studies that study literary phenomena not with a view specifically to genre,
but using a genre or subgenre-based corpus. The phenomena analyzed are often genre-specific,
however. For example, several studies focus on an analysis of different kinds of direct speech
specifically in narrative texts such as novels and/or novellas (Brunner 2012, 2013; Schöch et
al. 2016; Jannidis et al. 2018). Many studies perform network analysis specifically using
corpora of dramatic texts (e.g. Powell 2014; Trilcke, Fischer, and Kampkaspar 2015), as the
structure of interactions is often explicitly coded in dramas, in particularly when the texts have
been encoded according to the guidelines of the Text Encoding Initiative. Also, many studies
investigating the identification or classification of metaphors focus on poetry as their preferred
genre (e.g. Tsvetkov et al. 2014; Shutova 2017; Do Dinh, Wieland, and Gurevych 2018; Reinig
and Rehbein 2019). Of course, studies developing methods for metric analysis heavily focus on
poetry (e.g. Hammond 2013; Carvalho, Loula, and Queiroz 2016; Navarro-Colorado 2017).
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13.6 Conclusion

Summarizing all the information above we can conclude that there are three main methodologies
used for literary text analysis with focus on literary genres: classification, clustering and distinc-
tive features. The scope of such analyses is usually defined by text corpora that include literary
works of several subgenres of one literary genre. Depending on the underlying methodology and
particular implementation, data analysis can be based on most frequent words, content words
or topic-words, gained through topic modeling approach, as well as other features. At this point
it is important to mention that feature engineering plays a cruicial role for genre analysis. Be-
sides these approaches there are also numerous studies that discover literary phenomena using
genre-based corpora.
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14 Evaluation in Genre Analysis

Julia Dudar (Trier)

14.1 Introduction

The issues relevant to evaluation in genre analysis vary depending on the methodological per-
spective adopted in a given study: classification, clustering, distinctive features or genre-based
corpus analysis (see chapter “Data Analysis for Genre” (Chapter 13). However, there are some
specific challenges for evaluation in terms of genre analysis. For example, the issue of hybrid gen-
res, partial assignments or multiple assignments of texts can make evaluation more complicated.
However, most researchers ignore this difficulty and just treat genres as categorical classes.

14.2 Classification

Some general remarks concerning classification approach can be found in the Chapter “General
issues in Evaluation” (see Chapter 4). In classificatory approaches, and when relevant metadata
is available in sufficient quality and amounts, evaluation can use standard statistical evaluation
measures such as recall, precision, accuracy or F1-score. However when it comes to genre
analysis, there are some specific challenges that should be considered in research design. The
choice of the right evaluation measure is crucial and it depends on corpus design, its size and
construction, and of course on the classification approach.

As mentioned in “Data Analysis for Genre”(see Chapter 13), Underwood (2014) classified a
text collection from the HathiTrust Digital Library focusing on relatively broad categories like
prose fiction, nonfiction, drama, and nondramatic verse. The authors experimented with dif-
ferent classification algorithms including random forests and support vector machines and also
combinations of multiple algorithms. But their choice fell on an ensemble of regularized logis-
tic models. It was trained by comparing each genre to all the other genres collectively. They
choose this classifier not because of the best performance, but because it can be trained rela-
tively quickly compared to SVM or other classifiers. With the high number of features and a
range of different settings that should be tested, the authors decided that it would be the best
option for them. For their task, SVM had slightly better performance but the implementation
and training time were too long. A further advantage of regularized logistic regression is that
it is highly interpretable. This characteristic gave the researchers the opportunity to find out
unexpectedly important features of particular genres. Interesting is that most of this features
were not content-oriented, but rather structural ones (“the”, “my” for fiction genre). For drama
the most weighted features were stage directions, past-tense verbs of speech but also structural
features.

In their research on genre analysis, Hettinger et al. (2015) evaluated a variety of classifiers,
including k-Nearest Neighbour (kNN), Naive Bayes (NB), Fuzzy Rule Learning (Rule), pruned
and unpruned (Tree), Multilayer Neural Network (NN), and linear Support Vector Machine
(SVM). The authors used a majority vote classifier (MV) as the baseline, which achieved an
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accuracy of 0.66 for the prototype dataset and 0.58 for the labeled dataset. Based on the
evaluation results, SVM performed the best for both the prototype and labeled datasets and
for almost all feature types except social features. Naive Bayes also had high results, especially
on the prototype dataset. Fuzzy Rule Learning performed the worst, with results below the
baseline for all feature types on the labeled dataset. Regarding feature types, topic features
showed better performance for all classifiers compared to stylometric and social features.

14.3 Clustering

In clustering-based approaches, evaluation is a little less straightforward, but measures such as
Adjusted Rand Index or Silhouette coefficient can be used.

As discussed in the Chapter “Data Analysis for Genre” (see Chapter 13), Coll Ardanuy and
Sporleder (2014) designed their genre analysis research based on the construction of social net-
works. On the basis of feature vectors extracted from social networks, they built clusters. Ac-
cording to their research design, the number of clusters was pre-defined and corresponded to
the number of annotated classes (genres). Cluster evaluation was carried out with respect to
the annotated data. However, the authors emphasize that this evaluation task was not trivial,
as it was not always clear which labels correspond to which clusters. The label was assigned to
clusters which contained most of the items of the labeled class. The authors used three metrics
for the evaluation: purity, entropy and F1 measure. Coll Ardanuy and Sporleder did not use
feature weights, however confessed that it could be useful, as some features had bigger impact on
genre recognition than others. Despite of some weakness in research design (not consistent cor-
pus design, no special treatment for multi-labeled texts etc.) the authors made some interesting
observations. For example, they found similarities between historical, social and satirical genres:
they all have a high proportion of minor or isolated nodes. On the contrary, Bildungsromane
and picaresque novels often have one strong key protagonist and many minor characters around
him or her. For science fiction, mystery and gothic novels, it is characteristic to have a mixed
point of view.

As described in Chapter “Data Analysis for Genre” (see Chapter 13), Schöch (2017b) discovered
dominant topics in French Drama applying topic modeling algorithms. While the authors of
research mentioned above used pre-defined parameters in their analysis, the author decided to
evaluate different parameters of topic modeling and to choose the best model for his research
question. For this purpose he created 48 models based on a range of different settings, like varied
number of topics or varying hyper-parameters. The evaluation of the models was based on a
classification task, where the plays needed to be classified according to their subgenre. As input
to this approach, the probabilities of each topic in each play were used. The author used four
different classifiers (Support Vector Machines, k-Nearest Neighbors, Stochastic Gradient Descent
and Decision Tree), while the performance of the algorithms was evaluated in a ten-fold-cross-
validation setting. This classification task was solved with an accuracy from 0.70 to 0.87, with
the highest results obtained by SVM. With the help of this evaluation, the author found the
best parameters for his topic modeling model, which he applied on further experiments. The
interpretation of topic lists showed that most of the topics have a high level of coherence and
helped the author to discover distinctive topics of subgenres of French Classical Drama.

14.4 Distinctive Features

When using approaches based on the extraction of distinctive features, evaluation is particularly
hard. There is no gold standard, and it is not possible to establish one. One alternative method
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of evaluation is, again, to use downstream classification tasks.

Schöch et al. (2018) used classification for the evaluation of different parameters of distinctive-
ness measure. First, the authors performed keyness analysis with two variants of Zeta on two
corpora: a collection of French Classical and Enlightenment Drama and a collection of Spanish-
language novels from Spain and Latin America. To evaluate different parameters (segment size,
number of segments) and variants of Zeta, they classified novels by genre (French collection)
or by the continent of origin (Spanish collection) using distinctive words, as identified by the
respective measure, as features. As classifier, a linear SVM was chosen. The result showed that
most Zeta variants outperformed the baseline, while logarithmic Zeta had better performance
compared to the Burrows Zeta. Segment size also influenced the performance: Burrows Zeta
showed better results in the classification with large segments.

Du et al. (2021) used the same approach for the evaluation of 9 measures of distinctiveness,
including two variants of Burrows Zeta. For their evaluation, the authors used a corpus of
320 contemporary French novels. This corpus contained the same number of novels for each
of three subgenres of low brow novels: crime-fiction, sentimental novels, sci-fi and high brow
novels. As in the previous study, the authors classified novels by genre, using top distinctive
words, delivered by each measure, as features. But they expanded the previous study by adding
seven distinctiveness measure, classifying the novels into four classes instead of two and testing
the impact of the number of features on the classification performance. The most important
result of their study is that measures based on dispersion or distribution (such as Zeta or tf-idf)
are better suitable for the distinctiveness analysis compared to frequency based measures (such
as chi-squared test or LLR test), as the former showed significantly better classification results
than the latter, especially when using the smallest number of features.

14.5 Limitations

The issue of hybrid genres and multiple assignments of texts is still open, except some progress
in this field made by José Calvo Tello in his dissertation (2021).

Hybrid genres can be seen as a mixture of different genres or as a new genre that combines
features from existing genres. José Calvo Tello notes in his dissertation that in the evaluation of
classification of hybrid genres, one of the main challenges is the lack of clear genre boundaries
and the potential overlap of features. That is why it can be difficult to assign them to a
single category (2021). One option to deal with this challenge may be the implementation of a
probabilistic model that assigns multiple genre labels to each text. Another solution could be
hierarchical classification system, where some genres are sub- or supergenres of other genres.

14.6 Conclusions

Overall, a research review on this topic has shown that evaluating of different approaches, like
determining the most suitable annotation workflow (which could be machine-learning, manual
or a combination of both) or selecting the best classifier, plays a critical role and has a significant
impact on research results. While SVM is often a popular choice among classifiers in general
classification research, applying a classification approach for genre analysis requires thorough
investigation and comparison of multiple classifiers due to the unique feature properties and
lack of clear boundaries between genres. The nature of literary genres is very complex, it means
that literary genre can’t always be assigned to a certain predefined category. That’s why more
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research in the field of hybrid genres and thorough investigation of genre characteristics is needed,
before working on analysis and evaluation of quantitative methods in genre analysis.
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Part IV

Literary History
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This part of the survey is devoted to issues of literary history.
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15 What is Literary History?

Artjoms Šeļa (Kraków)

15.1 Introduction

Literary history, unlike other topics in this survey, is not a single task (like authorship attribution)
or an object of study that could easily make up its own field in cultural studies (genre, gender,
canonicity). It can enclose all its neighbors (history of genre, history of gender in literature), or
be tangential to them, if history is understood as historiography: adding facts and documents
to the body of knowledge. To be able to write about literary history, it must be first framed in
one way or another.

15.2 Modes of literary history

Here, the focus is on the study of history in the sense of both Annales school and formalists.
Fernand Braudel and colleagues saw the primary object of history in the study of change and
continuity (see Le Goff 2015); formalists spoke of evolution of literature as an autonomous
system, driven by forces that cannot be entirely reduced to social, political or economic currents
(later this understanding was radically expanded by Bourdieu). In this light, the focus here is
on the aspects of analyzing, inferring and evaluating historical change in literature — change
that can be linguistic, morphological, or social. Analysis here mostly refers to detecting trends,
trendlines and statistical models used in CLS to work with time. Inference points to methods of
anticipating historical relationships between texts, often based on intertextual analysis: through
techniques of text reuse, calculation of distances and building trees. The evaluation perspective
describes attempts at historical generative models that try to replay history many times to
see if baked-in assumptions about how things may happen can hold in sandboxes — radically
simplified bare-bones worlds.

This perspective on literary history, of course, is quite specific and rooted in a certain vision of
the main questions and methodologies. However, there are two modes of literary history that
must be mentioned in this introduction, to better articulate what is not the primary focus of
our survey (without excluding these perspectives completely).

The first mode, already mentioned above, is what can be called ‘historiographic’ — adding
facts (Coker and Ozment 2019) and opening access to collections (Fischer et al. 2019; Schöch
et al. 2021), contextualizing marginalized and forgotten authors (Wernimont and Flanders
2011; Borgo 2017), doing explorative dives into the Archive (Forlini, Hinrichs, and Moynihan
2016), encoding texts in a standardized way, preparing editions and critical apparatus (Mann
2018), or connecting various strands of knowledge together via the semantic web (Gehrke 2016;
Schöch et al. 2022). In addition to that, we see certain work in this mode as ‘reconstructive’
, because it makes visible things that were not visible or accessible before: simulating paths of
Romantic journeys through the Lake district using elevation data (Murrieta-Flores, Donaldson,
and Gregory 2016), modeling early modern theaters (de Paepe 2014), or providing interactive
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software environments to stage historical plays (Roberts-Smith, Desouza-Coelho, et al. 2013;
Roberts-Smith, Dobson, et al. 2013).

At the most general level, literary history is simply a story, a narrative. This is the second
mode, in which scholars recover, piece together, challenge, or reinforce the stories about litera-
ture. Computational methods is another way to gather evidence and argue about well-known
problems: Black writers and Biblical discourse (So, Long, and Zhu 2018), representation of
women novelists (Moravec and Chang 2021), pace of literary change and conflict for aesthetic
dominance (Underwood 2019b, 2019a), the rapid diffusion of third-person narration or free in-
direct discourse (Long 2021), the changing fates of various historical forms of the novel (Paige
2020), or long-term continuity in usage of poetic meters (Šeļa, Plecháč, and Lassche 2022). This
is a continuous and endless process of (re)writing the history, both at small and a large scales:
it, of course, goes beyond any particular computational project, or specific text preservation /
representation solution.
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16 Corpus Building for Literary History

Evgeniia Fileva (Trier)

16.1 Introduction

Corpus building in the field of literary history is a complex and challenging process. It is
characterized primarily by the collection and modeling of large amounts of literary data (both
metadata and full text) covering several time periods. These data are used by scholars to analyze
language use, authorial style, genre changes, and other literary, linguistic, historical and social
phenomena. In addition, corpora in the context of literary history ensure the preservation of
valuable artifacts such as books, manuscripts, letters, etc. Collections of literary data offer for
analysis an orderly and systematic amount of data that opens the way for scholars to study
them thoroughly over time using computational methods.

Indeed, the digital age has brought about a wide range of resources, standards and tools for the
construction of corpora and for collecting and processing information. As Merja Kytö (2011)
notes, the turning point came in the 1970s and 1980s, when it became possible to piece together
large amounts of textual information.

16.2 Early and/or large diachronic corpora

One of the first historical literary corpus projects is the Thesaurus Linguae Graecae: A Digital
Library of Greek Literature (TLG), which is a digital library that includes works of Greek
literature from Homer to the fall of Byzantium in AD 1453 (and further into the modern era
more recently). It was created in the late 1970s by Marianne McDonald and is currently housed
at the University of California, Irvine. The TLG includes over 110 million words from more than
10,000 works by approximately 4,000 authors. It is designed to be a comprehensive resource for
scholars, students, and anyone interested in Greek literature, language, and culture. Users
can access the TLG through a subscription service that provides access to the TLG’s database
and search tools. The database includes a range of texts, from well-known works like Plato’s
dialogues and the works of Aristotle to lesser-known texts like the poetry of Hesiod and the
works of the Church Fathers. Other pioneering, large and important digital libraries include the
Perseus Digital Library, founded in 1987 by Gregory Crane, with a focus on Greek (32 million
words) and Latin (16 million words) texts. Created even earlier, in 1971, by Michael S. Hart, the
Project Gutenberg digital library remains an important source of texts, notably in English. The
Oxford Text Archive (OTA) is another pioneering, large-scale text repository for the Humanities,
founded by Lou Burnard and Susan Hockey in 1976.

Collections of historical literary data for the English language are traditionally the most elaborate
and extensive. There are several large projects such as HathiTrust, Text Creation Partnership
and Project Gutenberg to preserve and digitize large collections of text documents. For example,
HathiTrust has about 17 million volumes in its digital library. From a historical perspective,
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HathiTrust represents a significant achievement in the digitization of historical texts. By mak-
ing millions of books and other materials available in digital form, HathiTrust has transformed
the way scholars and researchers access and study historical texts. It has also provided new
opportunities for the analysis and interpretation of historical data, offering new insights into
the past and its relationship to the present. Metadata for HathiTrust are stored in MARC
format and typically include information about the book uploaded to the library, such as author
information, contributor information, publication information, contain identification numbers
(ISBN, ISSN), etc.

More than 150 libraries around the world are participating in the TCP project to create reliable
XML encoded ebooks. Such projects are very important to the scholarly community and provide
the basis for many studies. The TCP Project uses SGML and TEI P3 (a subset of the TEI
P3 schema) for text encoding. The original SGML DTD was replaced by an XML DTD for
distributing and indexing the texts. The current standard for text encoding is TEI P5, but the
TCP’s XML schema is closer to TEI P4. Conversion between the TCP markup and TEI P5 is
possible, and stylesheets are available to generate P5-conformant versions of TCP texts. These
files are available for all TCP output, but in some cases, the P5 files may lag the TCP XML
files in terms of revisions.

In addition, it is worth mentioning the Helsinki Corpus of English Texts. The Helsinki corpus
is a collection of English texts spanning from the earliest Old English period to the end of the
Early Modern English period. It contains about 1.6 million words and is divided into three
main periods – Old English, Middle English, and Early Modern English - each with subperiods
of 100 or 70 years. The corpus covers various genres, regional varieties, and sociolinguistics
variables, including gender, age, education, and social class. Overall, the Helsinki corpus is a
representative and comprehensive resource for studying the development of the English language
over time. The Helsinki Corpus was updated (while preserving all information from the original
version) using XML markup which ensures longevity and easy conversion to future formats.
Valid and rules-compliant markup is crucial for automatic software, as even slight deviations
can cause errors. The updated corpus follows the latest TEI guidelines, resulting in a need
for considerable rethinking. The XML version is a single file with a teiHeader giving general
data and individual text headers giving bibliographic and descriptive metadata. The annotation
model used in the original corpus, COCOA format, was not fully convertible to XML using a
single conversion script.

Other examples of relatively large, diachronic corpora of literary texts frequently used in CLS
research include the TextGrid Digitale Bibliothek (containing a very large amount of texts in
German, including translations into German, and covering multiple centuries); the Deutsches
Textarchiv (DTA), intended as a diachronic reference corpus of German literary and non-literary
texts (see Geyken and Gloning 2015) or Théâtre classique, a platform providing a large number
of French dramatic texts, primarily for the time period ca. 1620 to 1810 (see Fièvre 2007). More
recent players include DraCor, an innovative platform providing multilingual corpora of dramatic
texts in multiple languages in an interactive environment based on the idea of ‘programmable
corpora’ (see Fischer et al. 2019) and the European Literary Text Collection (ELTeC), a collec-
tion of corpora of novels in multiple European languages covering the period 1840 to 1920 (see
Burnard, Odebrecht, and Schöch 2021; Schöch et al. 2021).1

1For more information on some of these corpora, see also the section “Corpus Building for Genre”, Chapter 11.
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16.3 The Use of Diacronic Corpora in DH/CLS Research

The historical corpora named above are essentially examples of diachronic corpora, which are
characterized by the ability to trace the development and change of literature over time based
on such a collection of texts. Diachronic corpora provide researchers with the opportunity to dis-
cover trends in the literature of a particular period and to analyze them (see also Chapter 18).

Diacronic corpora and historical texts collections underlie several of the studies we have found in
our corpus of research literature. These studies have created research driven corpora, such as the
one by José Calvo Tello, who has built the Corpus of Novels of the Spanish Silver Age (CoNSSA)
based on texts obtained from a variety of sources, among them Wikisource, Gutenberg Project,
Google Books, ePubLibre, Spanish National Library (BNE) etc. (Calvo Tello 2021). The time
period covered by CoNSSA, however, 1880–1936, is relatively narrow for a diachronic corpus.

Based on the Project Gutenberg´s text collection, there is a study of “Quantitative patterns
of stylistic influence in the evolution of literature” by James M. Hughes and colleagues (2012).
This is an example of an examination of trends in authorial style over time. The researchers
used a subset of works by authors from the Project Gutenberg database. The authors for
a subcorpus were selected based on certain criteria (year of publication, availability of death
and birth information about an author, at least five works presented in the Project Gutenberg
collection), resulting in a final group of 537 authors. A representative feature vector was then
created for each author by aggregating the frequencies of function words for each of their works,
with a total of 7,733 works being analyzed.

Another interesting study was carried out by Trilcke et al. (Trilcke, Fischer, and Göbel 2016)
on the basis of a popular corpus in German. They analyzed 465 German-language dramas
from 1730-1930 for semantic connections in social interactions. The authors cite the Digitale
Bibliothek in the TextGrid repository as the source for the corpus. The metadata was collected
manually and stored in DLINA, a special XML format developed specifically for this study.

A study by Grace Muzny (Muzny, Algee-Hewitt, and Jurafsky 2017) proposes a new metric for
measuring dialogism, that is, direct speech in novels over 230 years. The collection of texts
taken for analysis includes 1,100 canonical English-language novels by 422 authors. The time
period from 1782 to 2011, divided into 3 time periods (late 18th century, turn of the 19th and
mid-20th centuries) is covered. In order to obtain a diverse corpus of dialogues, the authors
developed new tools to extract dialogue from a large corpus of novels spanning three centuries,
resulting in a new dialogue corpus with over 2 million instances of quoted speech. The corpus
represents various genres and styles, and is crucial in understanding the abstract grammatical
features that characterize spoken dialogue, which is essential for understanding literary style. It
is notable that the researchers encountered a problem with the recognition of direct speech in
the texts, because the OCR did not always recognize it correctly. For addressing this problem,
they proposed the quote extraction system QuoteAnnotator.2

Sociological and cultural changes in literature are represented in the studies of Richard Jean
So and Ted Underwood. Both authors explore gender in the context of literary change. So,
Long, and Zhu (2018), for example, studied American novels from 1880-2000 and conducts a
cultural analysis of racial and gender criticism. To do so, they analyzed some 10,000 books by
6,000 authors, manually annotated race and gender, and identified the 4,000 authors for whom
this data was found. Based on this, the authors examine whether author style, language, and
narrative depend on racial identification.

2Challenges in digitization of historical texts are presented in the chapter “Annotation for Literary History”
(Chapter 17).

82

https://textgrid.de/digitale-bibliothek
https://textgrid.de/digitale-bibliothek


Ted Underwood has conducted a notable diachronic analysis of literature, namely on represen-
tation of women in literature. This study covers English-language fiction from the late 18th
century to the early 21st (Underwood, Bamman, and Lee 2018).3 Another study conducted by
Underwood addresses the literary and historical development of genres. In his article on “The
Life Cycle of Genres” (2017), he discusses the problem of historical comparison in literary studies
and the difficulty in reaching a consensus about the life cycles of novelistic genres. Underwood
cites Franco Moretti’s research that suggests that genres display a rather regular changing of the
guard with a 25-year rhythm. Similarly, Matthew Jockers’ statistical model shows that genres
framed on a 25- to 30-year scale are linguistically coherent phenomena in the 19th century. To
investigate these questions, Underwood collected lists of titles assigned to a genre in 18 differ-
ent sites of reception and gathered corresponding texts to compare groups of texts associated
with different sites of reception and segments of the timeline to determine how stable different
categories have been. The genres that Underwood used for his research include detective fiction,
science fiction, and the Gothic. The author collected corresponding texts from the Chicago Text
Lab and HathiTrust Digital Library to compare groups of texts associated with different sites of
reception and segments of the timeline to investigate how stable different categories have been.
The metadata were collectively developed at the Stanford Literary Lab and contain genre tags,
dates and source description for a total of 962 texts.

Šeļa, Plecháč, and Lassche (2022) conducted a research study that provides evidence of the
association between poetic meter and semantics in 18th- and 19th-century European literatures.
The study uses five metrically annotated poetry collections in different languages (Czech, Dutch,
English, German and Russian) to compare and analyze the metrical types used in the poems.
The focus of the study is on iambic and trochaic metrical types, which are the most widespread
ways to organize verse in European accentual-syllabic traditions. Data for the Czech collection
is sourced from the Corpus of Czech Verse, the German data is from the Metricalizer corpus, and
the Russian corpus is part of the Russian National Corpus. As for the texts in English, they are
taken from the Gutenberg English Poetry Corpus, and the early modern Dutch songs are from
the Dutch Song Database compiled and hosted by the Meertens Institute in Amsterdam. The
focus of the study is on the Czech, German, and Russian corpora as they cover a comparable
cultural niche and time span, while the English and Dutch collections are used as secondary
sources to show the general validity of the study’s claims for material with substantially different
structures and origins.

16.4 Conclusion

To summarize, building a corpus for literary history is a challenging and multifaceted task that
necessitates careful attention to several factors. It should be a representative selection of texts
from various genres, authors, and regions that accurately reflect the literary period being studied.
Once created, a literary corpus can be used to explore a range of research questions, from the
study of individual authors and texts, to broader questions about literary movements, genres,
and cultural trends. Through the use of computational methods, scholars can analyze large
bodies of text in new and innovative ways, uncovering patterns and trends that might not be
visible through traditional methods. Metadata information is not always present in studies based
on diachronic corpora, but we still can observe that the presented metadata usually focuses on
the year of publication and authors, since research based on diachronic corpora is viewed from a
historical perspective. A sufficiently large and balanced corpus is necessary to ensure the validity
of any results and avoid biases toward certain genres or periods.

3Readers can find out more about this study in the chapter on “Analysis for Gender” (Chapter 23).
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17 Annotation for Literary History

Julia Dudar and Evgeniia Fileva (Trier)

17.1 Introduction

In the context of literary history, the annotation techniques and items that need to be annotated
depend on the research question and the analysis methods used, such as clustering, keyness
analysis, or classification etc. These methods have already been discussed in other chapters, see
in particular “Data Analysis for Literary History” (Chapter 18). However, historical corpora
raise some specific challenges for researchers. The issue of spelling variation and digitization
quality are specific to literary analysis over time and undergo significant changes over time,
something that can be particularly problematic for any text analysis method.

17.2 Digitization of Historical Print Media: Challenges and
Limitations

Historical languages and old printings fonts were not invented for digital format, so the trans-
fer from one medium to another is not without its difficulties. OCR or manual transcription
inevitably results in errors, as well as entails interpretation (Piotrowski 2012).

In historical corpora, the language is also historical. In historical languages, there are often no
standard variants of spelling and orthography, it is hard to determine the norm, and the spelling
of the same word varies even within works by the same author. Correct spelling recognition
is a critical step in the tokenization phase, so in the NLP preprocessing process, scholars are
consulting lexical resources (such as WordNet), using informational retrieval and statistical
methods from NLP (like POS tagging and lemmatization) to solve this problem (Piotrowski
2012).

The choice of digitization method is an important issue in preparing to scan a document. For
handwritten texts, the method of digitization is chosen based on the condition of the document:
problems such as damaged medium, bleed-through and fading especially complicate the task (Pi-
otrowski 2012). Automatic handwritten text recognition (HTR) is a popular NLP research task
today, and advances in recent years using neural network technology are impressive (see e.g. the
Transkribus tool, frequently used in Digital Humanities, and a survey of its uses: Nockels et al.
2022). A tool gaining popularity in Digital Humanities for OCR of historical print is OCR4all
(see Reul et al. 2019). However, in many contexts and depending on the materials, manual
double keying by qualified personnel often still shows the most reliably accurate results.

The process of OCR also has a whole list of features to consider when scanning and processing
the result. At the very beginning it is important to choose a suitable scanner (depending on the
format and condition of the printed book or other materials) and the right settings. In addition,
the quality of the text itself naturally affects the scanning result, and even at this stage obstacles
can arise, since historical documents are often damaged, faded, or blurred, making it difficult
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for OCR software to accurately recognize characters. Historical documents may also contain
non-standard or archaic fonts that are not recognized by OCR software, resulting in errors and
inaccuracies. OCR software may often have difficulty recognizing columns or lines of text that
are broken or unevenly spaced, resulting in errors.

OCR technology has made significant progress in recent years, but there are still several lim-
itations when it comes to historical texts. Researchers continue to explore new methods and
techniques to improve OCR accuracy for historical documents. The creators of the open-source
OCR tool OCR4all (Reul et al. 2019) offer researchers who work with historical texts the possi-
bility to make correction during the process of text recognition, or even train own OCR model
based on their corpora, if the gold standard is provided. This is especially useful for historical
texts that may be difficult for traditional OCR tools to recognize due to factors such as aged
or damaged paper, different font styles, or non-standard layouts. This tool enables the scholars
to increase the performance of OCR recognition, to automate the digitization process, and to
minimize the post-processing effort.

In some cases, the low quality of OCR recognition can be compensated for by using supplemen-
tary tools, manual correction or implementing more intricate annotation methods. For example,
Muzny, Algee-Hewitt, and Jurafsky (2017) required a reliable dialogue extraction mechanism,
to measure dialogism and analyze changes in the use of direct speech in drama over time. As
the OCR quality of old texts was not sufficient for this purpose, the authors developed a tool for
quote extraction and named it QuoteAnnotator. This tool is based on simple rules that enable
the accurate extraction of dialogue sections from raw text, offering greater precision compared
to regular expressions.

17.3 Normalization of Historical Texts

Spelling variations are a prevalent characteristic of historical corpora, as these texts typically
have not undergone standardization. During the evolution of a language, lexical, grammatical,
morphological, and syntactical changes naturally occur. Often these changes are well-known to
researchers and do not pose significant difficulties in the preprocessing of historical texts. In
cases where many changes occur, these historical properties can be considered as a separate
language in their own right. To address this, special NLP tools already exist or can be created
with requiring some additional effort. In cases where there are not much changes, an easy
rule-based approach can be developed to address this task. For some research questions both
language variants can be required: historical and modern one. In such a scenario, language
modernization can be accomplished by adding an additional annotation layer while retaining
the original historical spelling at the primary level (Bollmann 2018).

Further and more complicated problems for researchers are spelling variants that occur due
dialectal influences or individual style of the writer. Even within works of one author, different
spelling variations are possible. Such variations are often not known to the researchers and there
are no special adapted NLP tools that could deal with such variants. As a result, time-consuming
manual annotation often becomes necessary.

The issue of normalization of different spelling variants can be addressed through different solu-
tions. They can broadly be divided into three categories:

• Domain adaptation: historical language is seeing as target domain, while the modern
language is a source domain, the labeled data from the source domain are combined with
labeled and unlabeled data from the target domain;

• Retraining the tool: an existing tool can be retrained using additional, manually annotated
data (see Bollmann 2018);
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• Data adaptation: historical variants are mapped to their contemporary equivalents (see
Piotrowski 2012).

If the normalization is a necessary step of the preprocessing and annotation of the corpora, how
can this step be automated? There are some approaches available to tackle this challenge. As
mentioned earlier, some minor spelling variants can be solved using simple rule-based methods.
Other approaches rely on the concept of similarity between historical and modern spellings and
employ different string distance metrics to identify the closest equivalent of the historical word
(Jurish 2010; Pettersson, Megyesi, and Tiedemann 2013).

In some cases, character-based statistical machine translation can be applied for normalization.
In such scenarios, the normalization process is modeled as a machine translation of character
sequences instead of word translation, as is usually the case (e.g. Sánchez-Martínez et al. 2013;
Pettersson, Megyesi, and Tiedemann 2013; Schneider, Pettersson, and Percillier 2017).

Although neural networks are widely used for solving various NLP problems, their usage for
spelling normalization is relatively infrequent. Inspired by machine translation techniques, Mar-
cel Bollmann proposes a neural network approach for addressing historical spelling normalization
tasks (Bollmann 2018).

17.4 Conclusion

Preprocessing and annotation of historical literary texts pose several challenges for researchers,
including issues with spelling variations and the quality of digitization methods. OCR technol-
ogy has improved significantly in recent years, but historical texts still present challenges due
to damaged or faded documents, non-standard fonts, and unevenly spaced text. To address
these issues, researchers sometimes need supplementary annotation tools. Concerning spelling
variations there are different possibilities to address this challenge including domain adaptation,
tools retraining, and data adaptation approaches.
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18 Analysis in Literary History

Artjoms Šeļa (Kraków)

18.1 The Trend Line

If there is one method that unites diverse body of works in computational literary history, it must
be a trend line. A plot with a line that is tracing change (or continuity) in some derived textual
or bibliographical feature over time became the central device for making arguments and telling
coherent stories about literary history at large and small scales. Decline of abstract lexicon
in fiction (Heuser and Le-Khac 2012), continuity in genre classification strength over centuries
(Underwood 2017), long-term stability of Ancient Greek literary style Storey and Mimno (2020),
rise of dialogue share (Sobchuk 2016) and ‘dialogism’ scores (Muzny, Algee-Hewitt, and Juraf-
sky 2017), increase of linguistic repetition (Gemma, Glorieux, and Frédéric 2015), expansion and
saturation of literary and publishing markets (e.g. Bode 2012), increase in character network
complexity (Krautter 2020) and the fall of dramatic protagonist (Algee-Hewitt 2017), numer-
ous keyword and topics trajectories (through one work, one author’s lifetime, or large corpus).
Different studies, relying on different information sources, text analysis procedures, historical
and theoretical assumptions. What unites them is time which has a constant appearance as an
X-axis on which different trends, bins, lines and curves unfold.

Inferring the trend in data — the average chronological direction of whatever variable currently
sits on a Y-axis — in computational literary studies is routinely done with linear regression
models that estimate the linear relationship between a response variable and time (y ~ x; Feature
~ Time). A regression line is then superimposed on empirical observations: an upwards slope will
show an average linear rise of the Feature per unit of time, a downwards slope — average linear
decline. When data follow clearly non-linear trajectories, researchers usually engage in curve-
fitting: they use of exponential functions (Heuser and Le-Khac 2012) or polynomials of different
degrees (Gemma, Glorieux, and Frédéric 2015; Trilcke et al. 2016); they rely on smoothing
functions (often unspecified) that follow changes in data locally (Generalized Additive Models,
Local regression Underwood and Sellers 2012; Underwood, Bamman, and Lee 2018; Krautter
2020; Pianzola, Acerbi, and Rebora 2020) or rolling means or medians (Erlin 2017; Sharmaa et
al. 2020); they look at averages in a binned time over 2, 5, 10-year bins (Bode 2012; Sobchuk
2016) or eyeball empirical distribution of features through time.

What is central to the vast majority of observed studies is that linear models and smoothing
functions are used as a simple trend-revealing technique, almost as a rhetorical (’see, this is
clearly what is happening with this data in time’), not a statistical device. Indeed, literary
history and causal inference are yet to stand together. With few exceptions, explicit statistical
modeling that tries to tease out different factors that influence the distribution of a feature of
interest, if it happens, happens outside of dimension of time. So et al. (So, Long, and Zhu 2018)
use logistic regression to show a higher probability of Black writers using Bible citation in a social
context; Koolen (2018) in her thesis models factors (gender, genre, being a translation) that
might influence people judgement about literary quality; Manjavacas, Karsdorp, and Kestemont
(2020) build bi-variate (outcome is coming from two predicted variables) model with group (or
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‘random’) effects to estimate the relationship between quotation use in Patrologia Latina and
surrounding topical context.

Exceptions include early work in literary sociology by van Rees and Vermunt (1996): authors
engage with discrete-time event history models (also known as ‘survival’ models) to understand
writer’s debutes and factors that shape their reputation, measured by number of reviews. Es-
sentially, they build a logistic regression for estimating a probability of increase in the number
of reviews, but where each variable is allowed to change states at discrete events (i.e. publishing
a new book). The advantage of using a survival model (which also pushes authors to bin count
variables, like number of reviews, into discrete categories) over simpler multiple regression is not
apparent from the study, but this research embraces complex modeling of change, unusual in
the current CLS landscape.

More recently, Jockers (2013) and Underwood et al. (2022) treated time not as a neutral
dimension that carries (and reveals) change, but as a factor of data. Jockers fit hundreds of
independent linear regressions (one per predictor per textual feature) and tabulated statistically
significant (based on p-values) results to estimate to which extent different factors — time,
gender, genre, author — can describe observed similarities between texts. Underwood et al.
(2022) used a similarly designed barrage of linear models (relying, instead, on the measure of
explained variance, 𝑅2) to argue that birth year, or generation, of authors, explains change
in literary topics better than publication year, thus revealing a cohort effect in literary history.
Additionally, their study asks how the use of topics change during individual careers. Do authors
continuously ‘update’ topic use through their lifetimes, or use them somewhat consistently,
according to some random baseline? Their research compares two processes with structural
equation models that treat books as discrete events (similarly to Rees and Vermunt). On
average, they find that topics that are driven by generation effects tend to reoccur in authors
without a clear trend of usage, and topics that are resulting from specific historical times (war
and other localized events) tend to be updated, revealing rising and falling patterns.

When it comes to detecting change in the usage of keywords or topics over time, Wadsworth,
Vasseur, and Damby (2016) proposed a series of stand-out methods to trace the evolution of
vocabulary. They focus on Sylvia Plath and look at cumulative distribution of each word through
her works over time. The authors fit two simple functions to a cumulative trend — a linear and
a power law. Using fits of two curves and differences between them, the study identifies groups
of words with similar behavior: those that are used consistently over time, and those that
are accelerating, or decelerating. Additionally, by looking at distribution of word-onset times
(times before which Plath did not use a word regularly), the authors find clusters of words that
only appear in specific periods and can potentially discriminate shifts in poet’s style, or aid
periodization.

We spent more time with these cases, because they present a more nuanced approach to chronol-
ogy than simply fitting linear trends to data. The fascination with trend lines was already
critiqued conceptually by Moretti and Sobchuk (2019): the authors note that trends smooth
over complicated cases, conceal non-linearity and “remove conflict from history”. Even if the
line is smooth and monotonous, the forces that generated it might not be. Additionally, there are
purely technical considerations. Out-of-the-shelf usage of linear models introduces the usual pit-
falls known from other disciplines: over-reliance on significance testing (p-values) and explained
variance (𝑅2) in the reporting instead of explicit statistical modeling; using linear regression,
tied to the normal distribution, to model unsuitable data like discrete counts, probabilities and
ratios, which can introduce unreasonable predictions — negative ratios, or probabilities larger
than 1 (see Winter and Bürkner 2021 for a relevant discussion of using the Poisson distribution
for modeling counts in linguistics).
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A reliance on linear trend lines can also negatively impact the representation of uncertainty
in the results when lines are fit on top of aggregated data: yearly averages and medians (e.g.
Trilcke et al. 2016; Muzny, Algee-Hewitt, and Jurafsky 2017; Underwood and Sellers 2012; Šeļa
and Sobchuk 2017). The resulting ’average of averages’ line is fitted on a handful of yearly
observations, conceal value dispersion and overemphasize trend direction in time. If the purpose
of linear models is just demonstrating the trend, using empirical values together with indication
of range of their distribution, or bootstrapped confidence intervals Sharmaa et al. (2020) might,
in many cases, be a much more direct and transparent approach.

Overall, the analysis of chronological change and continuity in CLS is in the early stages of
development. When compared to sophisticated text analysis, annotation and representation
techniques, it is apparent that the dimension of time is a pretty much open methodological and
conceptual problem.

18.2 Inferring historical relationships between texts

Chronological trends can be ubiquitous and useful, but they usually do not make any judgement
about historical connections between data points, which is another large subfield of (computa-
tional) literary history. Which texts are connected through influence, citation and rewriting?
Can similarity be used to also infer genealogy? How known manuscripts or editions of a text
are related? These questions belong to the domain of intertextuality, and the main methodolog-
ical domain of intertextuality, at least in CLS, is text reuse detection — techniques of tracing
matching parts between texts.

18.2.1 Difference and similarity

Seo and Croft (2008) identify two major approaches to text reuse detection: string-based meth-
ods and similarity-based methods. While calculation of similarity (or distance) between full texts
is rarely considered to specifically be a text reuse method, some studies (explicitly or implic-
itly) rely on language-based similarity to make arguments about influence and infer pathways
of intertextuality. Jockers (2013) constructs networks based on pairwise stylistic similarities
between texts and then identifies most influential texts as the most central nodes. A similar
goal — of tracing patterns of stylistic similarity beyond authorship — is pursued by Eder (2017)
in the so-called bootstrap consensus networks. Broadwell and Tangherlini (2017) use heatmaps
based on distance matrices to understand boundaries of Modernism in Scandinavian literature
— they use areas of overarching (dis-)similarity between books to argue about periodization.
Iwata (2012) directly equates text similarity with historical relationships when dealing with col-
lections of Japanese Noh plays. This equation is always a considerable leap of faith — there is
no guarantee that similarity in frequency distributions of linguistic elements would also signal
any kind of historical relationship. Stylistically central texts might be just the closest texts to
an unobserved ‘average’ language — simultaneously similar to many, but related to none.

Recently, more attention was drawn to non-symmetrical measures of difference (Barron et al.
2018; Chang and DeDeo 2020) based on divergence. Divergence (specifically Kullback-Leibler
divergence, KLD) measures the amount of ‘surprise’ of encountering a probability distribution P,
given a prior probability distribution Q. Texts are usually represented as probability distributions
over inferred topics (e.g. LDA) to keep divergence measures interpretable. Difference between
P → Q and Q → P can, for example, signal an enclosement relationship, when one texts covers
more ground than the other, topically focused and narrow. It is more surprising to encounter
the general text having seen only the focused one, than the other way around.
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It is argued that asymmetry in KLD is a good fit for modeling cultural point of views and
their inherent subjectivity (Chang and DeDeo 2020). In relation to historical data, KLD was
used to derive measures of novelty and resonance: the former describes how surprising is a
text T given the past, the former describes how persistent is information from a text T in the
future. High-novelty high-resonance texts introduce innovations that also leave their mark on
the future. These measures were originally used to detect a novelty bias in the debates of the first
revolutionary French Assembly (Barron et al. 2018) and recently extended to various historical
cases, including the detection of events in Dutch chronicles (Lassche, Kostkan, and Nielbo
2022). The divergence-based framework provides an alternative approach to trends, focusing
on uncovering relative, context-dependent positions of data points in time. The question of
historical relationships between these points, however, remains open.

18.2.2 Text reuse and alignment

When two texts share matching or very similar fragments, it provides better ground for estab-
lishing (or suspecting) an intertextual link. The majority of text reuse research focuses on string
matching: either for discovering potential quotations for future work and integration with search
engines (Roe et al. 2016; Sturgeon 2017; Janicki, Kallio, and Sarv 2022), or deriving text reuse
scores to understand the intensity of text reuse between documents (Bernstein, Gervais, and Lin
2015; Gawley and Diddams 2017; Shang and Underwood 2021).

There are numerous solutions and existing frameworks (like Tesserae Coffee et al. 2012; Tracer
Büchler et al. 2014; Passim Smith et al. 2014; Text Matcher Reeve 2020) of text reuse detection.
Most of them focus on matching literal, or near-literal, repetitions of strings that can be relatively
easy solved by n-gram matching and sequence alignment algorithms that build up similar regions
from local matching units. Many of the approaches originate in bioinformatics and are a part of
the longest common substring problem (see Olsen, Horton, and Roe 2011). In literary studies,
identified string matches are often weighted (e.g. by TF-IDF) to distinguish ‘interesting’ matches
based on document-specific words from simple linguistic repetition (Bernstein, Gervais, and Lin
2015; Shang and Underwood 2021).

Tracing non-literal intertexts — like allusions — that are invoking the source text through
a paraphrase, development of a shared theme or semantics is more difficult and rare (for an
overview see Manjavacas, Long, and Kestemont 2019). Detection of allusions is an open inter-
pretative practice: there is little ground-truth data available, because there is little scholarly
agreement available, which complicates the adjustment of formal techniques to non-literal cases
of text reuse. The nature of the problem that shifts the focus from lexical correspondence to
semantic overlap, invites injecting semantic information into reuse detection.

Manjavacas, Long, and Kestemont (2019) – using a subset of manually identified Biblical allu-
sions in writings of Bernard of Clairvaux – show that hybrid methods that combine both lexical
and semantic information have the best performance in retrieving allusion sources. Specifically,
they use the soft cosine that incorporates word similarity information directly into the cosine
distance (which is calculated using bag-of-words vectors): the method can trace non-trivial
similarities between target and source text.

Text reuse also poses a specific challenge to folklore studies that deal in large archives of written
records of oral song performances. Automatic navigation through these archives is complicated
because of high degree of textual variation, despite the large parts of the records are repeating
on different levels. All texts, in principles, are related through a shared oral tradition, which
conditions the reproduction of formulas and motifs, arrangement of parts and transmission of
texts. Recent work by Janicki, Kallio, and Sarv (2022) shows that simple character bigram
similarity of verse lines can be effectively used to identify ‘equivalent verses’ – clusters of very
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similar strings. The study proceeds to align different texts in the collection using cluster indices
instead of actual strings, which is aimed to generalize from strings to their types and serves as
a good foundation for inferring similarity between folklore records with lots of variation. Poetic
form makes the task somewhat simpler, since it provides a natural discrete ‘unit’ of text — a
line, but this study is a promising development on the path of intertextual generalization.

18.2.3 Trees

A geneticist and one of the founders of cultural evolution, Cavalli-Sforza (with P. Menozzi and
A. Piazza) wrote that “a tree can be viewed as a simplified description of a matrix of distances”
(Cavalli-Sforza, Menozzi, and Piazza 1994, 33). Distances between anything: cities, species,
languages, or individual texts. CLS routinely relies on dendrograms (that are built by grouping
closest pairs in a distance matrix) as tools of unsupervised clustering. We are interested in a
pattern of similarities and dissimilarities: which texts sit at the closest branches (maybe written
by one author?), which texts form distinct clusters (maybe belonging to one genre?). These
trees are not usually assuming any historical relationships between the leaves, which was the
original purpose of a tree as a model: to sort out a history of life. Thus, the majority of CLS
trees are not phylogenies and are of little interest to literary history.

Here we instead focus at the trees that are phylogenies and assume the descent with modifica-
tion as a primary mechanism that produced its objects. There are at least three areas where
phylogenetic methods or thinking is used in relation to (literary) texts:

1. Literary morphology. Gasparov (1996) reconstructed branching and merging history of
European verse forms, while Moretti (2005) used a tree model to manually chart histories
of clues in detective fiction and free indirect discourse.

2. Oral traditions: several groups of anthropologists use phylogenies to study branching of
folktales (J. Tehrani, Nguyen, and Roos 2015; da Silva and Tehrani 2016) and mythological
motives (Thuillard et al. 2018), an analysis that also opens connections to evidence coming
from human migration history, paleogenetics and archaeology.

3. Paleography and codicology explicitly engages with phylogeny reconstructions: copies (or
witnesses) of a manuscript are all related, but usually it is hard to tell how exactly: the
historical record, similarly to archaeological one, is fragmented, incomplete; it needs hy-
pothetical reconstruction. To do this, one can use accumulation of errors and changes in
copies that, not unlike genetic sequences, reflects transmission history. Similarity between
documents here can signal common origins. Use of phylogenetic trees in inferring rela-
tionships between manuscript copies is a modern extension of a stemmatology — manual
philological reconstruction of manuscript histories (see recent handbook, edited by Roelli
2020).

Phylogenetic methods provide two clear advantages: automatic alignment (compare texts) and
automatic inference of relationships (build a tree as a possible history). Phylogenies of texts
started with relying on manual coding of traits: to test relationships between manuscripts of the
Canterbury Tales (Barbrook et al. 1998), or reconstruct history of branching of Little Red Riding
Hood (J. J. Tehrani 2013). Recently, sequence alignment is used more frequently for comparing
strings of texts directly, as in the case of phylogeny of print editions of The Wandering Jew’s
Chronicle (Bergel, Howe, and Windram 2015).

Phylogenetic methods that originated in evolutionary biology obviously have design problems
when used with cultural textual data: all ‘ancestors’ are thought to be unobservable (what
we have is only ‘leaves’ of the tree) and often methods assume strong vertical transmission
(like maximum parsimony trees, that rely on minimizing independent mutations). Manuscript
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transmission simulated in the lab (Spencer et al. 2004), however, shows that these trees can
still be useful and reflect historical clusters faithfully, but are not able to represent known
ancestry relationships. Several methods outside of maximum parsimony trees were adopted
that do not expect vertical transmission in data, e.g. split decomposition and, more recently,
network-based approaches such as Neighbor-Net (Iwata 2012; Bergel, Howe, and Windram 2015).
Few alternatives to phylogenetic framework as a whole were also proposed: Andrews and Macé
(2012) model stemmata and witness readings as directed acyclic graphs, or DAGs, also used in
causal inference — to utilize the formal approach, but escape the assumptions of evolutionary
biology.

Since anthropologist Alfred Kroeber’s critique in early 20th century, evolutionary trees are
often dismissed as incompatible with with cultural histories where there is no reason to expect
a strong tree-like signal: after all, culture mashes and mixes branches together. However, this
is a misconception about evolution: branching, tree-like phylogenies are characteristic only for
vertebrate evolutionary histories. Culture is more akin to viruses and bacteria with extensive
horizontal exchange of information (and still, for various reasons, can be very tree-like, not
fundamentally different from biological evolution (Durham 1990; Collard, Shennan, and Tehrani
2006). From adjacent disciplines we also see the expanding use of unrooted, network-based
methods that do not assume a strong tree-like pattern in the transmission process: one such
example can be the use of dynamic phylogenetic networks with community inference to trace
histories of interacting individuals in electronic music (Youngblood, Baraghith, and Savage 2020).
Patterns of collaborations produce distinct subgenres of music that stay recognizable despite an
increase in transmission between branches in the age of internet.

18.3 Conclusion

We centered this survey on two areas of analysis that, we think, are indispensable for historical
inquiry. First, usage of trends and trendlines deal with describing change: we see vast array
of techniques and applications, but most research mainly stays at curve-fitting step and rarely
engages in explicit causal inference. Second, distances, text reuse techniques and trees — all
try to infer relationships between texts, often under historical assumptions that can be further
used to reconstruct lineages of texts, traditions, or forms.

References

See works cited and further reading on Zotero.

Citation suggestion

Artjoms Šeļa (2023): “Analysis in Literary History”. In: Survey of Methods in Computational
Literary Studies (= D 3.2: Series of Five Short Survey Papers on Methodological Issues). Edited
by Christof Schöch, Julia Dudar, Evegniia Fileva. Trier: CLS INFRA. URL: https://methods.
clsinfra.io/analysis-lithist.html, DOI: 10.5281/zenodo.7892112.

@incollection{sela_2023_analysislithist,
title = {Analysis in Literary History},
booktitle = {Survey of {{Methods}} in {{Computational
Literary Studies}} (= {{D}} 3.2: {{Series}} of {{Five Short

94

https://www.zotero.org/groups/5011419/cls_bibliography/tags/clsi_analysis-lithist/collection
https://methods.clsinfra.io/analysis-lithist.html
https://methods.clsinfra.io/analysis-lithist.html
https://doi.org/10.5281/zenodo.7892112


Survey Papers}} on {{Methodological Issues}})},
author = {Šeļa, Artjoms},
editor = {Schöch, Christof and Dudar, Julia and Fileva, Evgeniia},
date = {2023},
publisher = {{CLS INFRA}},
location = {{Trier}},
doi = {10.5281/zenodo.7892112},
url = {https://methods.clsinfra.io/analysis-lithist.html},
langid = {english}

}

License: Creative Commons Attribution 4.0 International (CC BY).

95

https://creativecommons.org/licenses/by/4.0/


19 Evaluation in Literary History

Artjoms Šeļa (Kraków)

19.1 Introduction

How can evaluation be framed in the context in literary history? All method-specific evalua-
tion techniques for supervised classification (Underwood 2019a), clustering (Šeļa, Plecháč, and
Lassche 2022) or information retrieval (Manjavacas, Long, and Kestemont 2019) are used in
historical research. Often evaluation metrics are recycled to model a perspective, that is, to use
them as a measure of label or class distinctiveness and trace the change in these values over
time under different exposure of supervised model to parts of data. Are library-assigned ‘de-
tective’ labels for books more recognizable than ‘gothic’ using only 19th century training data
(Underwood 2019a)? Are future states of poetic traditions recognizable from the past (Šeļa,
Plecháč, and Lassche 2022)? A so-called ‘perspectival modeling’ is not interested in maximizing
model accuracy, but is using change (or, indeed, a continuity) of accuracy scores to argue about
distinctiveness of periods (Broadwell and Tangherlini 2017), genre groups (Calvo Tello 2021), or
pace of change in literary judgement (Underwood and Sellers 2016).

In this survey, I want to focus on an evaluation process that is specific to questions of history:
the observed change and continuity itself. Statistical modeling against causal hypotheses is
one way to approach this, but, as it follows from the chapter on “Analysis in Literary History”
(Chapter 18), literary history is only starting to engage with causal inference. Another evaluative
path is empirical validation of the observation, or robustness checks. These can come in many
forms: by running replication analysis on corpora of different designs, by varying sampling
strategies, establishing random baselines, performing bootstrapping or permutations.

19.2 A case in point: decrease of abstract lexical items

A case of a decrease of abstract lexical items in 18-19th century Anglophone fiction can be an
informative example of how corpus selection and replication is coupled with empirical evaluation
and evidence accumulation. Heuser and Le-Khac (2012) first find a show, don’t tell effect in the
development of fictional language: using the Chadwyck-Healey corpus (around 3,000 books at
that time), they show a decline of abstract diction and increase in concrete words and action
verbs. The authors link this to the change in the social space: novels stop being about private,
inner worlds and open up to the public surroundings. Underwood and Sellers (2016), using
another corpus of 4000 works assembled for the occasion, find a similar effect, but link it to a
divergence of fictional language from non-fiction, which is further corroborated by Underwood
(2019a) using vast HathiTrust data. In parallel, the same trends are observed when novels are
stratified by canonicity (Algee-Hewitt et al. 2016), and, independently, by Kao and Jurafsky
(2012) in their study of Imagist language and influence in poetry, where the authors assign the
drop in abstractness to the specifics of the movement.
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The observed trend is robust and ubiquitous. We know it is there, at least for English-language
literature, but why is it there? There are multiple explanations: social change, diction di-
vergence (emerging autonomy of literature?), literary movements. One of the problems with
computational inquiry in literary history is that the answers we are seeking may very well not
be in our data (or metadata). Luckily, there are some ways to deal with that, too.

19.3 Towards evaluation in literary history: generative models and
historical simulations

Research in computational literary studies, and in the broader field of Digital Humanities, is
mostly descriptive and data-driven. I use ‘descriptive’ here as an opposite to ‘generative’. Schol-
ars describe the outcomes of literary history: corpora, collections, trends, aligned texts, pathways
of citations and try to understand the causes and drivers of observed patterns a posteriori. These
claims might sound plausible, or counter-intuitive, but how we can tell which of those are more
likely than others? The usual answer, in some parts of cognitive and social sciences is: controlled
experiments. For complex systems and their macro-historical dynamics however, fully-fledged
experiments are unrealistic (how would an experiment in evolution of dramatic structure look
like? How could one in the rise and diversification of the European novel be designed?). In these
cases, simulations and formal modeling is, often, the only way to directly engage with mechanics
of history.

Simulations and generative models are, primarily, tools for understanding — and they are mostly
ignored in CLS /DH , despite recently gaining traction in adjacent fields, like archaeology, that
deal with similar problems of having an incomplete record of outcomes of cultural processes
Acerbi, Mesoudi, and Smolla (2022). Formal models allow to explicitly define parts of the
systems we are interested in and relationships between these parts (see Smaldino 2017 for a
defense of formal modeling). The main advantage of simulations is that they put our verbal,
informal models at risk, by forcing out our basic, deeply ingrained assumptions about important
features of the objects and processes we study. In turn, the observed vs. assumed behavior of
simulations allows better understanding and refinement of theories with their causality claims.
In the last few decades, the modeling scene saw a rise of agent-based approaches to simulations
(ABS): models that are not based on deterministic equations, but on the individual interactions
between agents that can lead to complex, often not immediately intuitive, outcomes (examples of
ABS implementations of classic models are sampling error or random drift in small populations,
murmuration behavior in birds, or patterns of racial/social segregation).

There are only a few examples of formal modeling and agent-based simulations known to us
that have been done for questions of literary history. Early attempts focused on simulating
communication circuits in book history — an informal model of the book market by Darnton
(Throne 2014). Gavin (2014), relying on Throne’s model, in his essay tried to incorporate social
simulations into the humanities. However, almost a decade later, a CLS INFRA survey (Van
Rossum and Šeļa 2022) did note both nearly an absolute absence of simulations in current DH
training and a lack of interest in the topic by practitioners. It suggests that formal modeling
remains an alien, unknown approach with no immediately perceived usability.

Specifically important to literary history is a relatively unknown paper by Sack (2013) that
directly challenges Moretti’s claim that diversity of the novels in 19th century was driven by a
rapid growth of reader’s market. The model use authors as agents; authors try to figure out
preferences of the readers (navigate the differently set up ‘preference landscapes’); they do it by
‘writing’ novels (represented as binary strings); each new novel can be a recombination, muta-
tion, or a direct copy of previous, relatively successful texts; under some conditions, there is also
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a feedback loop between produced texts and readership market. Since simulated novels have
explicit traits, their diversity can be measured and compared at the start and at the end of each
simulated run of history. Simulations show that under the presented conditions, population size
by itself does not guarantee growth in novel diversity (in case of homogeneous preference land-
scape diversity will actually decrease). Researchers reframe the problem as a general ‘product
diversification’ process and suggest that an individual ‘creativity factor’ might be important for
making novels explore diverse stylistic directions. This complicates the relationship between
consumer population size, diversity and innovation and can drive further research towards the
study of the very conditions that can alter innovative behavior itself (e.g. the competition be-
tween elites in the cultural field), which can be used to refine the model, which can be used to
update the theory, etc, etc.

More recent examples of formal simulations for historical questions revolve around medieval
manuscripts (paleography, thus, has all three components of a fully functioning scientific engine:
empirical studies, experiments, and generative models). Kestemont and Karsdorp (2020) simu-
late the historical loss of manuscripts under very simple conditions to test their estimation of
missing or undiscovered copies. They first simulate the very process of loss, where the ‘true’
population is known, and then, using the remains of simulated data, test how well the ‘unseen
species’ estimator points to the the true value. This direction was recently radically expanded
by Camps and Randon-Furling (2022) who simulate the whole process of manuscript writing,
transmission and loss to not only argue about the discipline’s assumptions, but also show the
emergence of the frequent features of manuscript histories observed in stemmata reconstructions
(e.g. the famous binary fork at the root).

Ferdinand Braudel, having a different kind of model in mind — the explanatory informal models
of historical change — wrote: “Once the ship [the model] is built, what interests me is to launch
it, to see if it floats, then to make it sail, as I wish, up and down the waters of time. A shipwreck
always constitutes the most significant moment” (Braudel and Wallerstein 2009, (1958), p. 194-
195). Simulations allow historians to launch thousands of ships, design shipwrecks and gain
information that is hardly accessible otherwise. Current use of simulations in CLS demonstrates
the potential of counterfactual literary history.
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Part V

Gender Analysis
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This part of the survey is devoted to issues of gender in literary analysis.
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20 What is Gender Analysis?

Evgeniia Fileva (Trier)

20.1 Gender studies as a field

Gender studies as a field investigates the ways in which gender is manifested in society, especially
the cultural aspects that define one gender or another (Schößler 2010). Gender studies usually
begins with a reference to the difference between gender and sex. Scholars agree on the following
way of distinguishing these concepts, namely they believe that sex is a biological category that is
by nature dimorphic, while gender is learned behavior that is influenced by social factors. In the
context of the feminist approach, gender is not a dichotomous category, and gender boundaries
are very blurred and difficult to define (Talbot 2019; Butler 1990). Talbot (2019) sees gender
as a continuum in which there are different degrees of femininity and masculinity that apply
to both genders. Butler (1990) believes that gender can be a “free-floating artifice”. In CLS,
however, the dichotomy of masculine/feminine is usually used because it is easier to implement,
as Koolen (2018) argues.

20.2 Gender in literature

Gender studies is an interdisciplinary field that explores the impact of gender on various aspects
of our lives. Although at first glance gender studies has much in common with sociology, this
research field has a major role in literary studies. Literature from the perspective of gender
studies examines authors, their personalities and authorial style, and characters, their behavior
and speech markers that support or refute gender stereotypes.

Gender stereotypes is a problem which is mentioned in almost all the works we found on the
topic of gender studies in the literature. Stereotypes are understood as social constructs of
gendered behavior (Jockers and Kirilloff 2017), which scholars try to define in the context of a
particular time period. For instance, in the Victorian period, women and men in society were
assigned clearly defined social roles. While men were seen as proactive doers, women’s position
was primarily passive and submissive (Jockers and Kirilloff 2017). Such stereotypical gender
traits are quite a strong conceptual construct, which has been formed and reinforced in society
over long periods of time. Some stable stereotypes in the sphere of women’s influence are such
concepts as home, children, family, maternity, small spaces (kitchens, rooms in the house), as
well as the whole sensual sphere, as opposed to “male” rationality and logic (Weidman and
O’Sullivan 2017). These stereotypes led to the fact that typically female themes, which are
mostly expressed in sentimental novels, were considered a “low genre” and did not become
canonised. In addition, critics spoke quite negatively about women’s writing, making no secret
of their dismissive attitude. As a consequence, not only were women’s novels published less
frequently, but they were also less likely to win literary prizes, directly affecting the perception
of women as writers (Koolen 2018). (On the relationship between gender, genre and canonicity,
see also the chapter on “What is Canonicity and Prestige?”, Chapter 25.)
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One of the difficulties of gender-based research is that gender in the modern tradition is not a
binary structure with clear boundaries. In the research literature, the concept of gender is closer
to the biological concept of gender – that is, a binary structure where there are male authors
and female authors (Jockers and Kirilloff 2017; Koolen 2018).

Another problem raised in many studies is the difficulty of determining the gender of the author,
since there are uncertain cases. For instance, a woman could publish under a man’s name
(e.g. George Sand), a man wrote under a woman’s name (e.g. Suzanne Vermeer), or it is difficult
to understand the author’s gender from a pseudonym. In these cases, stylometric methods of
determining authorship and author gender are being implemented. There is also a case when the
author is transgender (e.g. Maxim Februari), which makes it problematic to classify the author
into one category or another (Koolen 2018).

20.3 Research and approaches

As a rule, the focus of gender studies in the literary context is style features and authorial
markers, stylometry, comparison of gender representation (usually female) in literary works of
different time periods, evolution of “women’s literature,” gender balance in literary corpus, etc.

Scholars extrapolate their findings more broadly to the social context and attempt to answer such
questions as whether there is discrimination against female authors, novels and/or characters
(Koolen 2018; Jockers and Kirilloff 2017) or what distinguishes female literary style from male
(Rybicki 2015; Weidman and O’Sullivan 2017).

We cannot fail to mention Koolen (2018), who has done a seminal study of Dutch literature
with a focus on the relationship between the author’s gender and the perception of his or her
literary work. She explores the so-called “prestige” and the path to literary acceptance, as well
as its dependence on the author’s gender. Koolen shows that gender and prestige or canonicity
are closely related.

While the above-mentioned works relate to the author’s gender, there are studies of gender
tendencies in literary characters. For example, Jockers and Kirilloff (2017) have studied the
relationship between the actions and personality of characters in 19th-century works and their
gender. Underwood, Bamman, and Lee (2018) conducts a broader study of late 18th- and early
21st-century English-language literature. The focus of his research is on the conventional roles
of characters that are dictated by their gender. He examines how much attention authors paid
to female and male characters and what the distribution of roles looked like in several centuries
of literature. In terms of the method of such research, parsing, namely recognizing characters
in the text as well as the context in which they appear, plays a major role.
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21 Corpus Building for Gender Analysis

Evgeniia Fileva (Trier)

Gender studies in literature that aim to analyze authorial style or character behavior are nec-
essarily accompanied by a careful selection of material for the corpus. In the context of gender
studies, the representativeness of the corpus is a critical factor in obtaining reliable results. In
most of the papers that we found on this topic, the focus is on the number of male and female
authors. For gender studies, it is desirable to build a balanced corpus, that is, one in which
there is no overweight towards one or the other gender. Due to historical and social circum-
stances, as well as effects of gender on canonisation and canonisation, in turn, on preservation
and digitization, almost all original corpora have more male than female authors. To make sure
a comparison of novels based on author gender is possible without creating unsurmountable
obstacles for corpus design, the creators of ELTeC, for example, set a very wide range for the
proportion of novels written by female authors. Rybicki (2015) formed equal collections of texts
by male and female authors for his analysis. The gender balance of the corpus is also addressed
in studies by Koolen, Underwood, Calvo Tello, Schöch, and others.

21.1 Approaches to corpus building in gender-based research

Various approaches to constructing a corpus in the context of gender analysis were encountered in
the articles from our corpus of research articles. We were able to distinguish two main approaches,
namely the use of an already existing corpus, and the creation of a special collection of texts,
taking into account the goals of the research.

21.1.1 Re-using existing corpora

The first type includes the work of Koolen (2018), who conducted a study based on the Riddle
of Literary Quality corpus. This corpus was created by the Royal Netherlands Academy of
Arts and Sciences (KNAW) to investigate the textual characteristics of Dutch contemporary
fictional prose. Koolen herself was involved in the Riddle project and, in her monograph Reading
Beyond the Female, has used the corpus created by the project for a specific task: the study of
the relationship between gender and the (perceived) quality of literary texts based on readers’
reactions to bestselling fiction. The original corpus is a collection of texts by Dutch authors
from 2007-2012 and consists of 401 novels. Koolen provides a number of statistics on the gender
distribution in the corpus, which is an important part of such studies. In the corpus mentioned,
55% of the works were written by men, 36% were written by women, and 9% have authors of
unspecified gender (Koolen 2018).

Rybicki (2015) conducted a stylometric study using the Chawton House Library’s corpus, which
is a part of a digitization project at Chawton House aimed to build a historic collection of
women’s literature in English in the period 1600–1860. Rybicki compared word frequencies of
the corpus with two reference corpora of famous female (22 novels) and male writers (21 novels)
containing texts from the 19th and 20th centuries. The collection from the Chawton House
corpus contained 46 novels written by women between 1723 and 1830. Interestingly, like the
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Riddle corpus, this collection contains, among other works, text by anonymous authors that
are very likely to be by women. In the course of the study, Rybicki (Rybicki 2015) combined
materials from the reference corpora in different ways and used tool combinations for stylometric
analysis.

Underwood, Bamman, and Lee (2018) completed one of the most extensive studies in terms of
time period and number of units analyzed. They analyzed the gender development of characters
in English-language literature over several centuries. They selected 104,000 books for their
analysis and covered a time period of 306 years. The collection is based on books in English
from the Hathi Trust Library, which have been compared with the Chicago Text Lab corpus
and the Publishers Weekly collection to check for representativeness. The essay examines the
changing importance of gender in fiction and characterisation from the late 18th century to
the early 21st century. Underwood et al. argue that while gender divisions between characters
have become less defined over time, there has been a decline in the proportion of fiction written
by women, and the number of female characters has also decreased. Underwood’s study is an
example of the two approaches, namely author gender analysis and character gender analysis
combined together, which is considered as an aspect that affects corpus composition. Underwood
et al. emphasize the value of books drawn from academic libraries for their study because the
significance of female characters there is greater and more transparent (Underwood, Bamman,
and Lee 2018).

21.1.2 Creating customized corpora for analysis

The second type of approach to corpus building, where a corpus is created specifically for the
research in question, includes the work of Weidman and O’Sullivan on the analysis of gender
markers (Weidman and O’Sullivan 2017). They collected a corpus of 236 novels by 54 authors.
Their analysis is based on an attempt to compare works in English from three literary periods
– Victorian, modernist, and contemporary literature – in order to understand how an author’s
gender affects the lexical and conceptual apparatus of the work.

21.2 Concerns with gender in corpus building for other purposes

Researchers who do not work directly in the field of gender studies nevertheless often mention
this aspect in connection with the corpus they use.

Thus, Calvo Tello (2021) also makes a comparative corpus analysis on the topic of gender balance.
Using the example of the the Manual de historia de la literatura española (MdLE), he observes
that female authors of Spanish literature in the time period 1880-1939 are much less frequently
represented in this reference work than men: 6.5% versus 93.5%. Calvo Tello examines further
the “importance” of authors present in this particular literary history. For his own corpus
building work, he identified the statistical populations of the corpus based on certain traits
and used the MdLE to define populations in a given time period. The novels used for defining
the total population of (canonised) novels must be mentioned in the manual and meet certain
criteria. He gathered the following information about the collected novels: author’s name, birth
and death year, gender, amount of dedicated pages in the manual and links to search for the
author in digital libraries. His analysis shows that even though there are more men among the
top authors, women’s works are nevertheless just as important as those written by men, and are
examined just as carefully (Calvo Tello 2021).

The European Literary Text Collection (ELTeC) pays a lot of attention to the gender ratio, which
is one of the compositional criteria, in order to enable gender-based analyses. Thus, one of the
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conditions for selecting material for the corpus was the presence of works written by women in
the amount of at least 10% and at most 50% in each collection. The range of this percentage is
so wide because in some languages and cultures, female authors are more strongly represented:
for example, in English-language literature as opposed to Serbian, Slovenian or Czech literature
(Schöch et al. 2021).

21.3 Genres and time periods in related works

Another aspect that is important in the creation and use of gender studies corpora is literary
genres. Researchers have noted a correlation between the genre of literature and its perception
by gender (Koolen 2018; Weidman and O’Sullivan 2017). For example, in the literary tradition
there is the so-called “women’s fiction” or “chick lit”, which has a reputation as a low-prestige
genre and is closely related to both gender and the personality of the author, as well as to the
character and its behavior. This is due to the fact that the category of genre is not only a way of
categorizing literature, but also a historical and social construct with its own stereotypes, tropes
and patterns, which in turn influence the readers’ perception of literature (Jockers and Kirilloff
2017).

We may be able to find further examples. In the Zeta project, it is obvious that there is very high
proportion of male authors for detective fiction and science fiction, whereas there is a very high
proportion of female authors for sentimental novels. However, a certain degree of bias through
use of gender-specific, audience-related pseudonyms cannot be excluded.

It can be seen that in gender-based studies of literary corpora, the time period taken for analysis
is a very important aspect. With the example of Underwood’s study (Underwood, Bamman,
and Lee 2018), one can see in retrospect how the importance of gender in literature has been
transformed over a long period of time. The larger and more extensive the material for com-
parison, the better the overview of the importance of gender in relation to both authors and
characters.

The study of a certain time period of literary history in a given language is also of great scientific
and cultural value. Koolen gives an excellent overview of Danish literature (Koolen 2018), Calvo
Tello takes a close look at literature in Spanish (Calvo Tello 2021). It is interesting to note that
the Victorian period is often chosen for gender analysis in English-language literature. This is
not coincidental, since during this period women authors became more visible to the literary
community and tried to compete with men. Jockers and Kirilloff (2017) also note that female
characters are changing and becoming more independent and retreating from the stereotypes
dictated by the dominant position of men (Jockers and Kirilloff 2017). We can therefore conclude
that the usefulness of Victorian literature is particularly great in the context of gender studies.

Thus, for gender-based corpus building used for literary studies, the balance of female and male
authors is important, as well as the ability to recognize them automatically, which in the long
run will be important for annotation and analysis.

21.4 Limitations

There are some challenges in building a corpus for gender studies. Firstly, metadata could be
unavailable or incomplete. For example, while designing the corpora for ELTeC, it became clear
that many library catalogues and other resources did not contain metadata about author gender
and therefore, did not allow for targeted searches for novels written by women (Schöch et al.
2021). This fact also makes it difficult to identify anonymous texts or to identify the gender
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of authors who who may have used a pseudonym. There are also cases where the author is
non-binary or transgender (e.g. Maxim February), which requires the use of external databases
to verify information about the authors (Koolen 2018). Sometimes, beyond subgenre, there are
also correlations between author gender and other metadata categories, for example text length,
as Schöch et al. (2021) indicate in the case of the Portuguese text collection. The lack of textual
material and metadata, for female authors in particular, can greatly affect the results of analysis
(Jockers and Kirilloff 2017).

Koolen (2018) discusses the importance of controlling for confounding factors in gender research
when working with corpora by citing examples of studies that fail to account for potential
biases, such as domain bias or publication bias. The author suggests that controlling for author
and text type characteristics is necessary to avoid erroneously attributing differences to gender.
Furthermore, the author notes that within the text type of fictional novels, there is a variety of
subgenres that each have their own characteristics, which should not be attributed to gender.
Overall, a corpus should be a sample that is statistically representative, and any findings derived
from experiments using corpora are only reliable to the extent that this condition is fulfilled.
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22 Annotation for Gender Analysis

Evgeniia Fileva (Trier)

22.1 Main issues in annotation for gender

The methods of annotation are particularly well illustrated in the example of character gender
research in the articles we have found. As for research on the author’s gender, the annotation
process is unfortunately not well-presented there. It can be connected with the fact that iden-
tifying and analyzing gender in literary texts is a challenging process, as gender markers are
often not explicitly stated in the text or in bibliographic resources, especially for author gen-
der. In contrast, characters’ actions, dialogue, and descriptions are good material for studying
gender markers, because there is a lot of textual material to be used. To address this issue,
researchers have turned to annotation techniques, which involve labeling or marking specific
linguistic features related to gender, such as pronouns, adjectives, or verbs.

Thus, syntactic parsing is a basic preprocessing step for research on gendered characters to
understand what linguistic features they reveal. For example, Jockers and Kirilloff (2017) defined
two classes of pronouns (male and female) as well as gendered nouns, and used the Stanford
CoreNLP toolkit, in particular the dependency parser, for automatic parsing to identify pronoun-
verb pairings in a corpus of novels. The output was processed to create CSV files containing the
counts of verb associations with male and female pronouns. The data was then reshaped into
a matrix with rows indicating source novel and pronoun gender, and columns indicating each
verb associated with the novel and pronoun gender. Raw counts were converted to percentages
to account for the imbalance in the occurrence of male and female pronouns. The dependency
parser, however, was not 100% accurate, and the researchers conducted human analysis in order
to find errors in the identification of verbs. To address this, the data was winnowed to only
include highly frequent verbs and those that were most consistent with established patterns.
The final list of 281 verbs was merged with book metadata to create a final matrix. The
metadata included book information such as the file name, author’s name, year of publication,
and pronoun class.

Although gender recognition is a relatively unproblematic task, Underwood, Bamman, and Lee
(2018) points out an aspect that can pose some difficulty, namely character name disambiguation.
In the annotation process, it is important not only to identify a character’s gender, but also to
identify him or her by his or her own name. For example, Elizabeth Bennett may appear as
Elizabeth, Miss Bennett, etc. In his work, Underwood uses the BookNLP pipeline, which is a
Python library for analyzing literary texts.

Underwood’s example of Miss Bennett points to another aspect important to annotation in the
context of gender studies, namely the ambiguity of proper names in a literary text. In addition to
different variants of the same name, characters may have statuses, professions, social roles, and
nicknames that may indicate it in the text. In addition, it is not impossible that a single proper
name can point to more than one character, as in the case of Miss Bennett. Disambiguation is
solved, to some extent, by NLP tools.
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Schumacher and Flüh (2020) discuss various annotation techniques for analyzing gender stereo-
types and evaluations in 19th-century literature. They employ both quantitative and qualitative
approaches, such as the analysis of pronoun usage and the examination of character traits and
actions, to identify gendered patterns and dynamics in literary texts. As part of the _m*w_
project, Schumacher uses digital annotation, in combination with Named Entity Recognition
and emotional analysis, as one of three approaches to gender role recognition. Character gen-
der role identification involves three aspects – gender identification, character gender identity
and character actions, and is determined by using personal pronouns, character qualities and
descriptions of their actions. A model with preconditioned information about gender roles is run
through the NER process, which results in the identification of categories such as “masculine,”
“feminine,” and “gender-neutral.” The corpus is annotated according to these categories using
the CATMA tool, and subcategories corresponding to the character’s social role (e.g. father,
mother, child, etc.), gender identity (e.g. homosexual man), and personal qualities (e.g. narcis-
sist) are also added. This way of annotation facilitates a careful analysis of the text for gender
stereotypes.

To extract physical appearance features from the corpus, Koolen (2018) used Lexical Semantic
Queries as one of three approaches (see the chapter “Analysis for Gender”, Chapter 23) for more
details). The Alpino parser was used as the method for developing queries to automatically parse
Dutch novels and extract rich linguistic information, such as part-of-speech tags (including verbs
and nouns) and grammatical functions (e.g., subject or object). The output of Alpino appears
as linguistic parse trees in XML format, which can be queried using XPath. Koolen then
constructed word lists of nouns and adjectives used in physical descriptions and included stative
verbs in the queries. A set of thirteen XPath queries was developed based on the exploration of
two novels and manual classification.

22.2 Limitations

Overall, these studies indicate that annotation for gender is a useful method for literary analysis
that enables researchers to identify and examine gender-related linguistic features in literary
texts. Nevertheless, it is necessary to take into account the challenges and limitations associated
with this approach. For example, annotation by humans can be influenced by the subjective
interpretation of linguistic features by different annotators. Furthermore, there is a risk of
oversimplifying or essentializing gender by reducing it to a binary classification of male or female
(Schumacher and Flüh 2020).

To address these limitations, scholars have proposed more nuanced and context-sensitive ap-
proaches to gender annotation. For example, Underwood, Bamman, and Lee (2018) argues for
a performative approach to gender, which views gender as a fluid and contextual performance
rather than a fixed identity. Rybicki’s study (Rybicki 2015) proposes a statistical approach to
gender annotation, using multivariate analysis of word frequencies to identify gendered linguistic
features in literary texts.

In conclusion, gender annotation is a valuable tool for literary analysis that can help uncover the
complexities of gender representation in relation to literary quality, authorship, and historical
contexts. However, it is important to approach gender annotation with a critical and nuanced
perspective, taking into account the fluidity and complexity of gender identities and avoiding
oversimplification or essentialization.
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23 Analysis for Gender

Evgeniia Fileva (Trier)

23.1 Introduction

Gender studies within CLS is a very active research area. The subject of study is gender,
not primarily in the sense of biological sex, but as a set of social representations within the
boundaries of certain socio-cultural perceptions that have been consolidated in a given society.
According to this approach, gender is seen as an important concept of literature and appears
as a dimension of social patterns of behavior that are rooted in a given type of culture. This
approach can be observed in the scholarly publications we found. For example, Jan Rybicki or
Sean Weidman and colleagues who study gender markers, Ted Underwood who focuses on the
ways of gender identification of characters, or Corina Koolen who studies the influence of gender
on the authorial style, etc.

What methodologies are used to address these issues? Koolen (2018) mentions two basic types of
approaches: descriptive and predictive. The descriptive approach includes all techniques which
serve to describe linguistic patterns and search for patterns in a dataset: tokenization, parsing,
POS, etc. Descriptive approaches are often used in tasks such as sentiment analysis, named
entity recognition, and information retrieval. As Koolen points out, this approach is easier to
apply and organize the process. For further examples of the descriptive approach, one can refer,
for example, to the studies such as Rybicki (2015) or Weidman and O’Sullivan (2017).

The predictive approach, as its name implies, serves to make predictions about data using
machine learning techniques and models. It can include text categorization, machine learning
model learning process, and evaluation of prediction results. This approach is expected to be
more complex and demanding. This approach is demonstrated, for instance, by studies such as
Schumacher and Flüh (2020), Jockers and Kirilloff (2017) and Underwood, Bamman, and Lee
(2018).

However, as with stylometry, which can be applied both descriptively and predictively, many
scholars combine both approaches. We have outlined the most significant studies in the analysis
of gender in the literature that we found for this survey paper.

23.2 Current Applied Practice

Weidman and O’Sullivan (2017) pose the question of how gender affects literary style and whether
male literary style can be distinguished from female literary style by gender markers. The
authors use the distinctive words method and use a stylometric Zeta analysis and weighting
Z-score differences. Using the stylo package for R (Eder, Rybicki, and Kestemont 2016), a
comparative list of words that are most and least frequently used in the two corpora of novels by
female and male authors was created. Two groups of markers, female (or ‘preferred’) and male
(or ‘avoided’), were involved in the Zeta analysis. A cluster analysis was then performed on
the literature of three historical periods (Victorian era, modernists, and contemporary authors)
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using Delta, which establishes text similarities based on most frequent words in the corpus. In
this manner, authors who are considered more canonical and prestigious were clustered together,
but another major distinguishing feature in the clusters was the individual authors’ gender. The
analysis showed the presence of stereotypical distinctive features, by which one can make a
stylistic distinction between female and male authors. These features include the language of
place, direction and location (e.g. “home”, “kitchen” found in female authors vs. “country”,
“earth” etc. in male authors), the language of certainty (confidence for men, less confidence for
women), preferred terminology (women have family and relationships, focus on interiority, while
men focus on exteriority) and other clearly distinguishable linguistic markers. Although the
trend of stereotypical markers in literature from all three periods persists, the authors note that
contemporary women writers are increasingly less exposed to traditional stereotypical domains,
which have evolved strongly over time.

A similar conclusion is obtained by Rybicki (2015), in which he examines gender-based authorial
attribution in English fiction also using Zeta. On the basis of two corpora, 20th- and 21st-century
and 18th- and 19th-century, a cluster analysis of Delta distances of most frequent words was
carried out. Rybicki explains his choice of method and preference of stylometric tools over such
methods as SVM by the fact that for literary-linguistic research, a more stable method should
be used, even if there could be errors in accuracy.

The word frequency method was also used by Underwood, Bamman, and Lee (2018) in their
paper on methods of gender identification of characters and analysis of the words used to describe
characters in the period from the late 18th century to the 1960s. The authors work was based
on a large collection of 104,000 texts taken from the HathiTrust corpus. A manually selected
collection from the Chicago Text Lab (Chicago Novel Corpus) was used for comparative analysis.
The BookNLP tool was used for gender identification, which showed good results especially
among the descriptions of male and female characters. A manual sampling method was used
to determine an author’s gender, based on the Publishers Weekly list. After analyzing the
statistical data, Underwood concluded that women were more likely to write about women and
men, with men writing about men much less often. This trend has been stable over the entire
time period taken. To examine how gender shapes character descriptions, Underwood used
a representation that included different aspects of character simultaneously. A bag-of-words
approach is used, where adjectives, verbs, etc. are employed to represent characters, while gender
roles and personal names have been excluded. By labeling some characters with grammatical
gender, the model can learn what words characterize “masculinity” or “femininity” of fictional
characters based on the vocabulary associated with them. The accuracy of the model can show
whether gender is a powerful organizing structure or whether it is becoming less prevalent. Even
seemingly innocuous words can tacitly predict gender. The authors came to the conclusion that
there have been significant changes in the representation of gender in literature over the last 170
years. The language used to describe fictional men and women has become less sharply marked,
indicating that gender roles have become more flexible. Moreover, conventional binary roles
have proven to be unstable over time, with shifting characteristics and attributes associated
with each gender.

Unlike Underwood, who excluded descriptions of gender roles from his analysis, Schumacher and
Flüh (2020) use them to train a model to be used in a tool for identifying gender in 19th-century
German-language literature. First, 12 books by female authors and 12 randomly selected books
by male authors were selected. The rest of the novels were used as a training corpus. Then
all kinds of gender roles of characters (daughter, mother, husband, sexual orientation, social
role, etc.) were integrated into the model. Three methods were used for analysis – Named
Entity Recognition, stereotype annotation, and emotion analysis. Three gender categories were
established for the Named Entity Recognition: male, female, and gender-neutral. The test was
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conducted on several combinations of texts. NER results were added to the CATMA annota-
tion tool and supplemented with sub-categories such as gender role names. With the help of
CATMA, the authors also performed an analysis of emotions, identifying which emotions are
most often mentioned in the test text. Further close reading and analysis of gender-specific emo-
tions revealed several results, including, for example, that female characters more often show
the emotion of fear and less often the emotion of anger than male characters.

Jockers and Kirilloff (2017) study the differences between female and male characters based on
their actions, which they call “character agency”. For this task, they use a classification method
based on the nearest shrunken centroids classifier, which provides class predictions and proba-
bilities, along with feature selection. This is especially relevant to this study, because in this
way they can identify verbs that are important and not so important in gender identification
and classification. The study found strong associations between verbs and pronoun gender in
the corpus as a whole. The corpus was segmented by genre, and the model achieved varying ac-
curacies in predicting pronoun gender, ranging from 58% to 100%, depending on the genre. The
highest accuracy was observed in the anti-Jacobin, Evangelical, national tale, Gothic, industrial,
and Newgate novel genres. The study suggests that the actions of characters play a crucial role
in shaping our perception and comprehension of them.

In addition to descriptive methods, Koolen (2018) also uses a machine learning approach. Her
research consisted of two main parts. In the first one, she tried to find out how gender affects an
author’s style. Three classification experiments were conducted using LIWC, machine learning
and topic modeling, respectively. In addition to gender, variables such as country of origin
and whether or not the author won a literary award were also taken into account. The LIWC
method showed which groups of words were more likely to indicate female authors and which
were more likely to indicate male authors. The experiment compared the two original corpora,
namely the Riddle corpus and the Nominees corpus, through machine learning, trained the model
using the Support Vector Classifier, then used a bag-of-words approach to calculate the relative
frequency of lemmas, then performed an evaluation. Experiments showed that the machine
learning method can determine the gender of the author of novels with an accuracy of 83%,
with male authors being better classified than female authors.

The second part of Koolen’s study focuses on the connection between physical appearance de-
scriptions and gender. The first is to explore whether female authors really devote more attention
to this aspect than men do. For this purpose she extracted descriptions of appearance from a
corpus of chick lit novels. Three extraction methods were used – Lexical-Syntactic Queries, Ma-
chine Learning using SVM and a hybrid approach in which the result of the queries served as
features in the SVM Classifier. As a result, Koolen concludes that manually constructed queries
perform better than standard machine learning for extracting information about physical ap-
pearance in novels. Both methods have strengths and weaknesses, but the automated method is
not robust enough for unseen text. A manual analysis of gathered sentences shows that physical
appearance descriptions are abundant in literary novels and not necessarily more present in
chick lit. Author gender is connected to differences in physical appearance descriptions, with
male literary authors describing appearance the most.

23.3 Limitations and Ethical Issues

Gender studies in CLS reveals some ethical issues that must be taken into account in the analysis
process. Koolen’s discussion of this topic is very well presented in her book Reading beyond
the female (2018). There are unavoidable problems with gender categorization, as gender is
a primary characteristic that people use for classification and can lead to stereotyping and
essentialism. The use of NLP and big data can exacerbate these issues, making it a pressing
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topic for the field. Koolen discusses also the issue of neutrality and objectivity in NLP techniques,
particularly in machine learning models that can identify stylistic differences between male and
female authors. However, researcher’s selection of gender as two groups for training the algorithm
means that the technique is not neutral and has similar issues to the descriptive method. The
predictive success does not necessarily reflect the explanatory value of the gender division. Thus,
NLP needs to keep the same issues in mind as the descriptive method.

Koolen discusses also the potential for bias in gender research using corpora. One issue is the
violation of the assumption that a corpus is a statistically representative sample. Confounding
factors such as the types of products that men and women tend to write, read or review can affect
the validity of conclusions drawn from the dataset. Another issue is the potential for publication
bias. Controlling for author and text type characteristics is important in gender research using
corpora. Even within the text type of fictional novels, subgenres have their own characteristics
that might be erroneously attributed to gender. The second issue argued by Koolen is that
researchers often accept gender as a cause of difference without seeking supporting research
beyond the chosen dataset, which can lead to bias and promote the separation of female and male
authors in literary judgments. As a good example of acceptable gender-related text research,
Koolen highlights Rybicki (2015), who examined whether a corpus supposedly consisting entirely
of female authors might actually include works by male authors.

Limitations connected with the corpus have also been noted in some other works we have men-
tioned. For example, Weidman and O’Sullivan (2017) argue that their conclusions are only true
for their dataset and leave out some aspects, such as the collective macro contribution of women
to the literature. Jockers and Kirilloff (2017) note that their results might have been different if
they had a larger corpus and richer metadata. In addition, their results support gender stereo-
types to some extent. The potential of such research lies in the consideration of irony, a wide
range of forms of character presence (e.g. first-person forms), and narrative time.
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24 Evaluation for Gender Analysis

Evgeniia Fileva (Trier)

24.1 Introduction

The evaluation of gender analysis in CLS involves assessing the selected methods and their
effectiveness for classification and prediction tasks. Despite the wide range of tools and tech-
niques used for gender research in literature, not all of them demonstrate high efficiency. There
is an active discussion in the CLS and DH community on this topic. Rybicki (2015) argues
that there is no universal consensus on the optimal method, and comparative studies only show
slight improvements. Based on this, he concludes that the choice between different methods is
not significant in literary studies, and stable methodology is more important. The main task
for research in this area is to search for visible gender signals and their analytical analysis, as
well as predicting gender on unseen material, both for characters and authors. The following
text highlights research in which the authors provided an evaluation of their methods and/or
results.

24.2 Evaluation of gender signals

One of the methods for identifying the gender of characters in literature is BookNLP, used
by Underwood, Bamman, and Lee (2018). BookNLP has shown a high level of accuracy in
assigning genders to characters based on their names and honorifics, with a precision of 94.7%
for women and 91.3% for men. However, there were difficulties, such as recognizing the gender
of first-person narrators in cases where there are not enough gender-specific references to the
pronoun “I”. Regarding the predictability of grammatical gender from ungendered evidence using
characters from novels in HathiTrust, Underwood, Bamman, and Lee (2018) have found that
the accuracy of gender identification decreases from 1840 to 2007, and this trend is consistent
across different sources of data and modeling strategies.

When comparing characters created by women and men within fiction written by either gender,
the models are consistently less accurate for characters created by women (by 2.5% on average).
Gender differences seem to be more pronounced in stories written by men. The accuracy of
models that attempt to distinguish character gender in groups of characters drawn only from
books by men or by women varies by around 10% across 230 years, from roughly 76% to 66%.
Underwood points out that it is unclear whether this constitutes a dramatic or a subtle change,
and the strength of 76% accuracy is uncertain given that the model has only 54 words of evidence,
on average, for each character. Biographical information about the author is hard to infer from
this limited data.

The method of classification based on the verb-pronoun word combination and the study of
external factors affecting the classifier’s ability to predict pronoun gender based on verb associa-
tions, conducted by Matt Jockers and Gabi Kiriloff (2017), showed the following results. 10-fold
cross-validation was performed, and an overall accuracy of 81% was observed, with an error rate
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of 16% for male pronouns and 22% for female pronouns. The authors also conducted hold-out
validation, which showed a 30% improvement over chance, suggesting a strong association be-
tween certain verbs and pronoun gender. The verbs “wept,” “sat,” and “felt” were associated
with female pronouns, while “took,” “walked,” and “rode” were associated with male pronouns.
During the analysis, ten verbs (five male and five female) that were most useful in differentiat-
ing between male and female pronouns were identified. The study found that female pronouns
were slightly less gendered or “codified” than male pronouns, as some verbs typically associated
with female pronouns were still used with some male pronouns. The study also found that
the algorithm was less confident in its assertions about verbs associated with female pronouns,
suggesting that these verbs are generally more ambiguous in projecting a clear pronoun gender
class. Overall, the algorithm reported an 81% accuracy rate in predicting pronoun gender. The
researchers then segmented the corpus into different genres and found that the overall prediction
accuracies were sustained, with accuracy ranging from 58% to 100% depending on the genre.
The highest accuracies were observed in the anti-Jacobin, Evangelical, national tale, Gothic,
industrial, and Newgate novels. While author gender was not found to be a strong determiner
of classification accuracy, there were differences in how male and female authors associated male
and female pronouns with verbs. Male authors were more likely to create female characters that
defy gender stereotypes, while female authors were more conventional when creating characters
of their own gender. When author gender was unknown, the machine struggled more with
predictions of female pronouns.

Corina Koolen’s study (Koolen 2018) compared the performance of lexical-syntactic queries,
an SVM classifier, and a hybrid method for identifying sentences containing descriptions of
physical appearance. The evaluation was done using precision, recall, and f-measure, and an
unweighted average was used to account for the small percentage of sentences containing physical
descriptions. A macro evaluation that averages scores on both classes yielded an f-score of 30%
for sentences containing physical descriptions and 90% for those that did not, but only the
f-score for the former was reported in the study to avoid unjustly inflating the outcome.

Several elements were fine-tuned to improve their performance. These elements include adjusting
and adding queries, machine learning features, and testing the size of the lexicon. However, none
of these elements improved the overall outcome, and cutting the original lexicon in half caused
a 5% drop in performance. Therefore, Koolen concluded that enlarging the lexicon might be
the easiest way to improve performance. The hybrid method outperforms the SVM classifier,
with the former being particularly effective in classifying chick lit compared to literary novels.
Chick lit features more varied descriptions of physical appearance than literary novels do, with all
degrees of comparison of the word “beautiful” appearing as a discriminating feature. Nonetheless,
Koolen notes that one should be careful in interpreting machine learning features.

24.3 Conclusion

While the methods described here of analyzing gender in literature have shown varying degrees
of success, they also face challenges such as ambiguous pronoun references, changing language
use over time, and author gender biases. Fine-tuning elements can improve performance, for
example, one of the ways to improve outcome could be enlarging the lexicon. The fact that some
studies observe a change in performance depending on literary period, with accuracy dropping
over time, shows that performing such evaluations in CLS research is not only a best practice
that is essential for an assessment of one’s methods and the degree of trustworthyness of one’s
results, but can also provide insight into the history of gendered writing in its own right.
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Part VI

Canonicity and Prestige
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This part of the survey is devoted to issues of canonicity and prestige.
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25 What is Canonicity?

Lisanne van Rossum, Karina van Dalen-Oskam (Amsterdam)

25.1 Introduction: canon and canonicity

The word ‘canon’ goes back to the biblical canon, a collection of scriptures that solidify author-
itative doctrine in Christianity. Analogous to the biblical canon the literary canon is generally
understood as the traditional curriculum of literary texts (Guillory 1993, 6), or in somewhat
more detail “a constellation of highly valued, high-cultural texts that have traditionally acted
as arbiters of literary value, determining the discipline of literary studies as well as influencing
the critical and cultural reception of literature.” (Mukherjee 2017). The literary canon is also
used more broadly as a reference to works with literary connotation (Harris 1991, 110). Key is
that the canon is a selection, a small sub-set of everything published, and reflects the literary
prestige the texts have in the eyes of readers, critics, publishers, fellow-writers, and teachers. It
is important to keep in mind that relative cultural meanings of both canonicity and prestige
exist – and flourish – in all kinds of textual spaces, for example in fan fiction (Chin 2018, 250).

Harris posited that the literary canon may shift in its exact composition and position, but that
the purposes of the literary canon are distinct and worth further investigation (Harris 1991,
110). Forty years down the road, national literary fields now call for renewed evaluation of
the contemporary relevance and validity of the hegemonic canon, with special focus on whose
interests the canon should reflect. The canon is selective and inherently defined both by what it
contains and what it excludes. The current literary canon, Karina van Dalen-Oskam observes,
is the product of systemic prescription and re-inscription of prestige (van Dalen-Oskam 2021).
Contemporary debates are centred on the democratization of the canon such as collective reading
initiatives in the United Kingdom;1 on reflection on a culturally descriptive canon through a
reader survey in The Netherlands (Koolen et al. 2020; Van Deinsen, Sevenants, and Van de
Velde 2022); on the formation of the nation state through politicized canonization efforts in
Belgium (Tollebeek, Boone, and Van Nieuwenhuyse 2022); and on the potential of the canon to
bring minority perspectives into view, such as in Germany (Meyer 2021).

25.2 Analysing canonised and non-canonised texts

Textual analysis of the literary canon has fundamentally changed since the digital turn. In
practice this means that researchers no longer need to limit their analysis to a small selection
of literary texts. Pioneering work was done by Matthew Jockers in his analysis of a corpus of
19th-century English-language novels (Jockers 2013) and at the Stanford Literary Lab, which
dedicated at least three of their influential Pamphlets to large-scale analysis of literary text
corpora, considering both canonicity and prestige in their approach (Algee-Hewitt and McGurl
2015; Algee-Hewitt et al. 2016; Porter 2018). Jodie Archer and Matthew Jockers gathered a
corpus of novels on the New York Times’ Best-seller list to explore the differences between these

1See e.g. Libraries Connected’s The Novels that Shaped Our World programme
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novels and those that did not reach the same level of popularity, also taking into account different
levels of literary prestige (Archer and Jockers 2016). Mass digitization of library holdings offers
the opportunity to make larger and different selections of texts and an enlarged repertoire of
options to study them, as Ted Underwood stated. “Instead of arguing about samples as if they
were competing canons, we can adopt a relational mode of reasoning about literary history, akin
to the methods of social science” (Underwood 2019a, 177).

Social constructivist theories of prestige as cultural capital revolved around the question of who
or what creates prestige, focusing not on the art works themselves but on sociological processes.
In his work The Field of Cultural Production, Bourdieu outlines three sources of distinction,
or “three competing principles of legitimacy”: artists’ in-group approval, ‘consecration’ by the
institutions of the dominant elite, and a moderate amount of popular success (Bourdieu 1996,
50–51). In turn, Gramsci countered that artistic approval is much more slippery than Bourdieu
presented, as the peer group is relative to each author and their intentions (Gramsci 1991).
Guillory argued that ‘the school’ in the sense of the Academy is the main factor in creation
of cultural capital and canonicity (Guillory 1993). Despite these expansions on Bourdieu’s
conceptualization of distinction as a diffuse market of exchange between forces and actors in the
literary field, the art work itself was not systematically inserted back into models of prestige
until De la Fuente and others proposed the New Sociology of Art (De la Fuente 2007).

In line with this New Sociology, recent academic inquiry into perceptions of literariness has
shifted towards a more integrated approach of both textual analysis and large-scale study of
literary value judgments in the project The Riddle of Literary Quality (Koolen et al. 2020; Van
Dalen-Oskam 2023). Modelling prestige in this way can give way to quantitative discussion of
those textual properties that are associated with prestige within different temporal and spatial
contexts, as exemplified by Van Cranenburgh’s work on literary language in the Dutch market
(van Cranenburgh 2016). As suggested by Ted Underwood, consciously modelling with rather
than against the bias of a corpus can also present new comparative opportunities for Digital
Humanities research (Underwood and So 2021). Acknowledging the historically specific nature
of a language model, for example, allows us to evaluate how a seminal novel from the past
would have performed today. Indexing canonicity over time and place can trace developments
and changes in cultural value placements, an approach taken by Royal Academy of Dutch Lan-
guage and Literature’s Canon Festival and the sister projects The Riddle of Literary Quality by
the Huygens Institute for History and Culture of the Netherlands and the Novel Perceptions:
Towards an Inclusive Canon project from the University of Wolverhampton.

Another approach to canonicity combines an analysis of the language used in the texts’ reception,
such as commercial reviews, academic papers and publications, and public Tweets or Goodreads
reviews, with that of the texts themselves, as investigated by the Impact and Fiction project by
the Huygens Institute for History and Culture of the Netherlands.

25.3 Conclusion

The literary canon is formative in all stages of cultural production and reception: it contributes
substantially to defining what is written, published, read, reviewed, appreciated, and archived.
As such, understanding the canon will lead to increased understanding of those texts that are
available for computational analysis, either in digitized source material or as a node in a network
of sources surrounding a text.
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26 Corpus Building for Canonicity

Lisanne van Rossum (Amsterdam)

26.1 The corpus and the canon

Data sets define the object of inquiry. Corpus building is therefore an important methodological
step for the textual analysis of canonicity and literary prestige. The canon and the academy
are themselves intrinsically connected: a place in the canon facilitates the availability and trans-
missibility of a text and this availability in turn aids its institutionalization in research, an idea
that is much conceptualized in academia (Moretti 2000; Van Rees 1983, 1987; van Rees and Ver-
munt 1996; Bode 2020). As computational rendering of a complex sociological process of value
attribution, the corpus thus is both the result of canonicity and responsible for canonicity.

A methodological overlap between corpus building and canonicity is that they are limited to
what they contain and defined in large part by what they exclude. To paraphrase: selection
is central both to canonicity and to corpus building. In computational literary studies, such
boundaries can be approached as discrete by using pre-selected lists. Marc Verboord writes that
“…a common way of dealing with the problem of selection, besides ignoring it, is to refer to
selections other actors in the literary field have already produced” (Verboord 2003, 260).

However, working with data is frequently based on arbitrary and less evident criteria, especially
in the case of prestige. Verboord poses that a main challenge on the methodological level “is that
the term ‘canon’ suggests that literary quality is dichotomous in nature: an author either belongs
to the ‘canon’ or s/he doesn’t. In reality, more levels can be perceived. As will be shown, these
levels are largely a result of the various dimensions of which literary prestige consists” (Verboord
2003, 261). The formation of a corpus to operationalize canonicity, as such, presents an act of
approximation. In the end, the results produced through corpus building remain relative to the
data set and careful consideration of corpus composition results in a more robust understanding
of its outcomes.

26.2 Current applied practice

Recent studies have frequently taken the route of using one or more actors or indicators in the
literary valuation process to build a corpus for the analysis of prestige. The Stanford Literary
Lab, for example, has focused on expert opinions as the basis for their canonicity analysis by
using the MLA International Bibliography as a corpus to measure how frequently academics
are publishing articles about any given writer (Porter 2018, 4). Similarly, José Calvo Tello has
used the number of pages devoted to an author in a standard literary history as an indicator
of prestige when creating the Corpus of Novels of the Spanish Silver Age (CONSSA, see Calvo
Tello 2021). Ted Underwood and Jordan Sellers have focused instead on reviews in periodicals
by creating a dual reference corpus, existing of two samples of both poetry and fiction from the
time period 1820-1919 from differing sources (Underwood and Sellers 2015). The first of these
was drawn from fourteen trans-Atlantic magazines that selectively reviewed literary works, the
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other was taken from a randomized sample from the HathiTrust Digital Library which features
a substantially wider array of poetry and fiction.

For quantitative studies of prestige, literary prizes also present corpus building potential by
producing discrete shortlists or longlists. James F. English has investigated the relationship
between the literary awards industry and the production of cultural value (English 2008). Several
corpora have been compiled, such as the Dutch 190 literary prizes corpus (Boudewijn 2020, 33)
and the nominees corpus of 50 fiction novels (Koolen 2018, 271), to take stock of the female
literary position in the Netherlands as reflected by prize nominations, jury composition and
reports, and winnings.

Another strategy to operationalize canonicity through tangible indicators is the use of data
from publishing history. In the case of the European Literary Text Collection (ELTeC), for
example, the criterion of reprint count during a specific, recent period of time (1979-2009) was
used to classify novels into two categories: those with two or more reprints, to be understood
as still being in active circulation (and hence, canonised), and those with no or just one reprint,
understood to be largely marginalized in the contemporary period (Schöch et al. 2021).

Next to this, popular valuation has recently become the focus for corpus building. As part of
the aforementioned experiment, the Stanford Literary Lab used rating frequency on GoodReads,
since 2007 the world’s largest website in recording, sharing, and recommending books, as a
selection criterion to cross-reference with expert opinion data (Porter 2018, 3). And the research
project The Riddle of Literary Quality selected its corpus of 401 novels on the basis of sales and
public library loaning figures in the Netherlands between 2009 and 2012, with a focus on selecting
those novels with the widest circulation and readership (Koolen et al. 2020).

Pierre Bourdieu’s work on the sources of literary distinction, moreover, suggests that beyond
the experts and the public, information about co-referencing and peer estimation by artists
can act as a proxy for prestige (Bourdieu 1996, 50–51). To the best knowledge of the authors,
this avenue for operationalizing literary prestige remains understudied, although it would be an
interesting and worth-while challenge to take up.

26.3 Limitations

A first, very fundamental limitation of corpus design practices in the context of canonicity and
prestige is that many corpora do not take this into account as a relevant factor at all, often for
pragmatic reasons of metadata availability. As a consequence, indicators relevant to the status
of the texts with respect to their canonicity or prestige are not included in the metadata, despite
the fact that differences in this respect are to be expected. This is the case, in particular, for
very large, minimally-curated corpora such as the Gutenberg Project. As a consequence, and
in particular when small to medium-sized corpora have been designed using the opportunistic
model, the effects of availability (especially in digital form) on canonicity are strengthened even
further, because there is no conscious intention to counter-balance them, leading to a strong
positive bias for canonised works that is not being acknowledged.1

Several of the aforementioned studies are limited in scope and representativeness, e.g. they
foreground limited data associated with prestige to represent the concept as a whole. From

1In the absence of the relevant metadata to check for these effects, it is difficult to provide a clear-cut example
for this case. One collections where such an effect could be expected is the 450 Multilingual Novels collection
(Piper and Portelance 2016). More generally, pionieering providers of digital literary texts clearly started out
with an unquestioned bias on canonised authors, but in many cases broadened their scope over time, e.g. the
Théâtre classique corpus (Fièvre 2007).
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several viewpoints, this is an understandable strategy to take to corpus building: trading com-
prehensiveness for feasibility, for example, or negating the problem of compromising data by
mapping heterogeneous data sets onto one another. As shown in the previous section, mixed
and integrated approaches to corpus building have been successfully undertaken. Yet in a rela-
tively young field in both digital data and methods, comprehensive, multi-dimensional models
of literary prestige remain lacking and therefore, no long-term accounts of canon formation and
transformation based on substantial sets of data exist. Lastly, it should be noted that current
approaches are culturally specific and often focused on Western systems and markets of cultural
consumption.

Another potential limitation of current corpus building practices with regard to canonicity or
prestige is that they are for the most part focused building a corpus of the canon, or containing
only texts belonging to the canon, based on a particular indicator of canonicity. Most of the
indicators observed so far, however, could equally well be used to precisely build a corpus that
contains texts that are part of the canon (by some measure) as well as texts that are not (by the
same measure). Some examples of this practice include the European Literary Text Collection
mentioned above, which makes it a point to include both canonised and largely forgotten texts, in
a bid precisely to allow for comparison of texts from these two groups to be performed. Similarly,
Jodie Archer and Matthew Jockers, in their study on textual properties that correlate positively
with bestselling novels (Archer and Jockers 2016), included both commercially successful and
commercially unsuccessful novels in their corpus. Taking this even further, following the lead of
Verboord above, and assuming suitable quantitative rather than categorical indicators, corpora
could be built that contain texts of different, defined degrees of canonicity.
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27 Annotation for Canonicity

Lisanne van Rossum (Amsterdam)

27.1 Annotating the canon

Annotation indicating canonicity or prestige is closely intertwined with the development of se-
lection criteria for a corpus as is shown for example by Algee-Hewitt and McGurl (2015). An
annotation scheme for both corpus selection and canonicity requires informed, consistent, and
schematic decision-making to maintain internal logic. With this in mind, annotating increasingly
complex socio-literary concepts such as canonicity seems a daunting task. The following exam-
ples from applied practice present first steps, and are often based on a taxonomy, or classification
scheme, of literary value.

27.2 Current practices

In studying the canon, several approaches have been explored concerning annotation for canon-
icity or prestige. Using categorical principal component analysis (Princals), Marc Verboord
has developed an annotation scheme for the prestige status of authors. Princals is a statistical
method to reduce variables to a smaller number of components by dividing it up in relative cat-
egories, such as “small”, “medium” and “large” publishing houses based on their contribution
of books published onto the literary market over a given time period (2003, 272). With a data
base created from six source types (literary encyclopedias, popular encyclopedias, publishing
house status, academic publications, popular prizes, and literary prizes), Verboord created the
Institutional Literary Prestige (ILP) system. The ILP system is a classification system covering
502 authors with varying degrees of institutional prestige that juxtaposes popular and literary
appeal (2003).

In turn, based on Heydebrand and Winko’s 2008 model of literary valuation (see von Heyde-
brand and Winko 2008; Herrmann, Jacobs, and Piper 2021), Thomas Messerli and Berenike
Herrmann have used lemmatization combined with metaphor detection software and manual
annotation to investigate how everyday German readers conceptualize literary quality and the
reading experience in thematic terms of the thematic categories ‘food’ (Herrmann and Messerli
2020) and ‘motion’ (Herrmann and Messerli 2019) in 1.3 million German language online book
reviews.

Alternatively, the Riddle of Literary Quality project has approached prestige annotation by
circumventing a predefined definition of literariness in its entirety and by foregrounding bottom-
up perceptions of literary quality from the reading public, who in a National Reader Survey
awarded works a Likert scale score between 1 and 7 for literariness (Koolen et al. 2020). A
preliminary outcome of the project was that genre and literariness perceptions appeared to be
closely related (van Dalen-Oskam 2021; Van Dalen-Oskam 2023). A genre annotation scheme
was developed based on the Dutch Uniform Classification Coding system. At the time of the
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project, the system was widely applied by publication houses to aid booksellers with the in-store
arrangement of books for optimal consumer orientation (Koolen 2018).

Another approach to reader annotation is the Ben-Gurion University of the Negev (BGU) Lit-
erary Lab’s distant public reading initiative, a large-scale study of the Hebrew novel since its
emergence in 1853 to the present day. The collective reading project garnered a total of 525
online questionnaires, filled out by 229 readers about 386 novels. The survey was designed to
include narratological properties, such as ‘theme,’ ‘plotting,’ and ‘structure’, and bibliographical
properties, such as ‘author gender’ and ‘reception’. The survey also invited the reader to reflect
on the perceived readability of the book and the reading experience itself (Dekel and Marienberg-
Milikowsky 2021). In practice, no two completed questionnaires of the same novel were identical,
a finding that lays bare the complexities of inter-annotator agreement (2021, 246).

27.3 Limitations

It is expected that many more approaches to annotation for canonicity or prestige will be
explored, each depending on slightly different research questions or diverging social or historical
contexts of the corpus studied. We are still far from a unified and validated annotation standard
for canonicity – if that would be possible at all.
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28 Analysis of Canonicity

Lisanne van Rossum (Amsterdam)

28.1 Introduction: Deconstructing the canon

Computational analysis of canonicity and prestige using a large corpus of texts is still rarely done;
a sociological approach has been explored more often. The following overview of applied practice
will present a sample of analytical techniques currently in use and provide brief explanations of
main analytical principles.

28.2 Current applied practice

Much academic enquiry in the area of analysis for canonicity is focused on identifying the
stylistic and bibliographical differences between prestigious and non-prestigious contemporary
fiction. Piper and Portelance (2016), for example, compared a collection of prizewinning and
best-selling fiction (different ‘social value groups’), using Linguistic Inquiry and Word Count
Software (LIWC), a technique that uses pre-validated word categories to index different textual
properties. The researchers also mapped the differences in their corpus across ‘genre groups’ and
constructed a machine learning model to effectively predict whether a newly introduced text was
a prize nominee or a Romance novel. Earlier, Kao and Jurafsky (2012) had used LIWC, among
others, to develop a computational framework to measure poetic beauty sensations in amateur
versus prizewinning poetry reference corpora. Their work also features a useful overview of
statistical poetic aesthetics until 2012.

Similarly, Jannidis, Konle, and Leinen (2019) performed an extensive comparison of ‘high’ and
‘low’ literary genres published in Germany between 2009 and 2017. A document term matrix
with the 8000 most common nouns in the text was used to investigate the stylistic homogeneity
with genres, as well as a statistical measure termed Cosine Delta of the 2000 most common
words in the text. Jannidis, Konle, and Leinen (2019) also employed type-token-ratio and word
length to measure stylistic complexity, as well as topic modeling and Zeta-based methods to
explore themes and topics in the texts. Topic modeling is a machine learning technique that
automatically detects recurring words or phrases in a text or set of texts. Zeta is a keyness
measure introduced by John Burrows that is particularly useful to identify content words that
are characteristic of one group of texts when compared to another.

van Zundert et al. (2020) investigated the notion of timelessness through stylometric analysis.
The researchers compared ‘evergreens,’ or fiction that remains popular across multiple decades,
with former bestseller fiction using TF-IDF vectorization and UMAP dimension reduction. In
Natural Language Processing, vectorization is a machine learning technique that trains a model
by extracting features from textual data. Dimension reduction then condenses a data set with
many features to those features that best express the distance between the data. A popular
example of a dimension reduction technique is the Principal Component Analysis.
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Also focused on literary value and history, Underwood (2019a) analysed fiction from the mid-
nineteenth century to the mid-twentieth century period. Embedded in an argument for ‘distant
reading’ as a lens of interpretation rather than simply a means to an end, Underwood used
predictive modelling to evaluate whether a novel or poetry collection’s semantic contents were
indicators of a higher probability of inclusion in reviews in literature periodicals of the time, and
as such elevating its prestige status.

In a similar vein, van Cranenburgh (2016) created a predictive model of textual markers of
literary prestige, such as textual complexity, trained on material from novels that were rated
in terms of literary quality by Dutch readers. Interestingly, the model identified several works
with a discrepancy between style and rating, making reader bias visible. Ashok, Feng, and Choi
(2013), too, focused on textual complexity and its correlation with literariness, including factors
such as readability indices and lexical choices. The researchers also used part-of-speech (POS)
distribution across genres to investigate which word categories were predictive of literary success,
and then compared their data set to journalistic writing styles and applied the same analysis to
film scripts.

Finally, for the Stanford Literary Lab, J. D. Porter conducted a large-scale investigation of
canonicity (2018) by plotting GoodReads reviews (indicative of ‘popular appeal’) against MLA
reviews (indicative of ‘elite appeal’) of 1406 publishing authors over roughly the last century.
These plots, in which authors were listed individually, were condensed down and categorized
to map genre spaces, and to further investigate which works clustered together. Porter also
constructed a figure that visualized the ‘consecration trajectory’ in ranking of the 20 most
frequently referenced MLA authors throughout the decades 1940-2010.

28.3 Limitations

The current approaches to degrees of canonicity, prestige, or literariness diverge widely and
many more options need to be explored in more detail. Future work is expected to zoom in
on such questions as which indicators are most important and may be useful for larger scale
comparisons into geographical areas, time periods, and perhaps even different kinds of audiences?
Which approaches can only be used for individual or local case studies, and which may be useful
to analyze longitudinal developments or canonicity issues across language and country borders?
How can the historical and sociological context be usefully included in the analysis? Another
important element relates to the textual level in relation to languages: if linguistic features
are found that may correlate with canonicity or prestige, are these features comparable to
those found in corpora in other languages or other time periods etc.? And how should these
differences be explored in more detail, in search or more knowledge about canon formation, from
both a historical and a (socio-)linguistic perspective? These are only some of the topics that are
expected to be addressed in future work.
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29 Evaluation for Canonicity

Lisanne van Rossum (Amsterdam)

As of yet, no standard method or single tool to study canonicity has been developed, let alone
validated and evaluated. To create a computational model that approximates literary value
attribution, the current array of analytical techniques is far from standardized (see chapter
“Analysis for Canonicity”, Chapter 28).

Some scholars offer methodological considerations in the study of literary style, such as Joris
van Zundert and Karina van Dalen-Oskam’s argument for a holistic, step-by-step approach
that integrates qualitative and quantitative research, and for a more expansive curriculum in
Humanities training (van Zundert and van Dalen-Oskam 2019).

As Simmons, Nelson, and Simonsohn (2011) demonstrate, conclusions drawn from research can
vary greatly depending on those interpreting the results. Much work is still to be done to create
robust standards for the evaluation of computational literary studies research into canonicity,
and to equip researchers with the skills that can lay a solid foundation for future work.
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Post-Scriptum

Christof Schöch (Trier)

Introduction

With the preparation, conceptualization, writing and publication phases behind us now, in April
2023, we as editors and coordinators have felt a need (and seen potential usefulness to others) for
a brief look back on the challenges and benefits of the intense collaborative process of creating
this Survey of Methodological Concerns in Computational Literary Studies.

We would like to structure this reflection into two concerns, despite the fact that they are
of course closely related: the collaborative writing experience as a process of developing and
realizing a shared understanding of the survey’s goals, structure and format, on the one hand;
and the collaborative experiment in writing technology that we conducted at the same time, on
the other hand.

Collaborative Writing, or: Towards a shared vision

Although they were originally conceived as five separate and independent surveys, we quickly
realized that in order to make the most out of the idea of creating a Survey of Methods in
CLS research, a different approach would be more useful. Namely, to think of the survey as a
whole as a grid structured by two axes: the key areas of research we wanted to address (such as
authorship attribution or canonicity) and the key steps in the research process (such as corpus
building or data analysis).

This decision had a number of consequences. For instance, in the grid structure, each area of
research, and each step in the research process, would receive an introduction that would be
valid and useful to the survey as a whole, thus reducing redundancy and increasing readability.
Also, instead of five surveys of medium length, we would end up with a set of 30 short sections
forming one coherent whole.

However, many challenges in the implementation of this idea remained. First of all, even with a
wiki that allows, in principle, writing and revising right in the online editor, this is clearly not
the preferred way of writing for most people, who prefer to use their own writing environments
and only upload finalized texts into the wiki in the end. This, however, created challenges for
the coherence of the approach and style between sections. In addition, in order to minimize
overlap between sections, a clear and shared understanding of the scope of each research area
and step in the research process was essential, and needed to be developed in virtual meetings
by the geographically-distributed team. Also, with the general and conceptual introductory
chapters regarding each research area and step in the research process came a need to agree on
a sensible balance between introductory, easily readable textbook prose providing an overview,
on the one hand, and more specifically survey-like, detailed documentation of recent practice in
CLS research on the other hand.
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Connected to this question is of course the question of coverage: with over 1600 publications in
the domain of CLS documented in our Zotero database for the period 2011-2020 alone, not every
publication could be cited and described in the survey. Still, around 400 publications ended up
being mentioned once or multiple times in the survey.

An Experiment in Collaborative Writing Technology

The conceptual work went hand in hand with an open-minded and experimental approach to
the question of writing and publication tools. Again, this came with advantages and challenges.
Our setup, which may look simple and logical after the fact, but which it took time to settle on,
can be described as follows:

Writing with a wiki: Quite early on, we decided that we wanted to use a writing tool that would
clearly support a collaborative writing experience, with the possibility of continuous mutual
reading and feedback, in order to make sure our shared vision for the survey would become
visible in a unified approach to the texts in each section. Therefore, we opted to use a wiki
for writing, which thankfully was directly available in our existing Gitlab infrastructure. This
is a wiki that is Markdown-based, which turned out to be a good match with our publication
framework (see below). It also has a friendly visual editor for a smooth writing experience.

References in Zotero: It was also quite obvious that we wanted to take advantage of the bibli-
ography and corpus of CLS research that we had already assembled for an earlier deliverable
(D3.1: Baseline Methodological User Needs Analysis, 2022), in order to give a large and well-
document empirical basis to our survey. The corresponding CLS Bibliography was already
publicly available on Zotero and was therefore easy to re-use and expand for the survey.

Document transformation using Quarto: An initially less obvious choice was the publication
environment. With the grid structure came the desire to publish the survey in a format that
would encourage non-linear reading strategies, and we felt that a browser-based reading expe-
rience would have clear advantages here over a PDF, which we see more as a derivative, static
format for offline reading. Therefore, we wanted to be able to easily create both PDF and HTML
versions of our text. The high density and importance of references that a survey inevitably
brings with it also meant we needed a robust integration of bibliographic data into the workflow.
The solution we found for these requirements was Quarto, an elegant and flexible single-source
publication environment. Here, our texts in Markdown from the wiki can be combined with
several other files to generate formatted, interactive texts, using the Quarto ‘book’ format.1

Publication on Zenodo and clsinfra.io: Finally, we decided to do the publication of our outputs
in two places. On Zenodo, for long-term archiving of all materials, from the Markdown source

1A few more details for the technically-minded: Quarto is built on top of the document transformation tool
pandoc and can be used in conjunction with plugins for editors such as Visual Studio Code. It relies on a
YAML file (_quarto.yml) to provide a number of parameters for the book, including metadata, the structure
of the book (parts and chapters), and layout parameters for the various output formats (e.g. template file or
page format for PDF; theme or base font size for HTML). The bibliographic data is exported from Zotero
as a BibTeX file (references-cited.bib) and rendered by Quarto in a citation style defined in a CSL file
(chicago-author-date.csl). Some more display parameters can be defined using a CSS file (custom.scss),
including things like the banner background or the relative font sizes for headings. For the HTML version, we
also embed additional metadata using the meta tags in the header (there is helpful information on this on the
Zotero website (“Exposing your metadata”) and on David I. Verrelli’s site (“Metadata tags for academic pub-
lications”). A Python script (metadata_embed.py) is used to generate and embed the section-level metadata
into the <head> of each rendered HTML file, based on a pre-populated template file (metadata_template.md)
and a TSV file (metadata_source.tsv) that contains section-level metadata. The PDF file, in turn, is prefixed
with a CLS INFRA coversheet for consistency of our deliverables. All of these files are included in the Zenodo
upload for documentation.
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files to the PDF produced by Quarto, but including the metadata, configuration, BibTeX and
HTML files as well. And on the CLS INFRA project website, where the set of static HTML
files can easily be placed and provide an intuitive, interactive reading experience.2

While we can generally report that the combination of Markdown in a wiki, BibTeX from a
Zotero collection, and Quarto for bringing it all together is a great combination, there were of
course also technical challenges.

For example, we needed to develop a tagging system to help us track our own work and allow
us to generate per-section bibliographies for use by our readers. Because of the combinatorial
nature of our grid, this posed challenges for efficiency and precision. Also, at some point our
Zotero library would not sync correctly anymore, presumably because of a mismatch between
Zotero versions installed on the various computers in our group, making the database instances
incompatible with each other. We had to reduce the group of collaborators to the bare minimum
and create a new library in order to resolve this issue; clearly not a good solution.

Another example is the way the Markdown files from the Gitlab wiki come together in Quarto.
Despite the fact that each wiki on Gitlab is also a repository and can be cloned, making the
Markdown files readily available in bulk, it was necessary to move them to a separate repository
for production, if only because the file naming conventions in the wiki (based on the title of
each page) did not correspond to the way we wanted to design the URLs in the final publication.
This is an area where more experiments with a closer integration would probably have been
beneficial, because creating duplicates of final versions of section files inevitably, despite our
best efforts, led to occasional parallel revisions on both versions of some of the files.

Conclusion

In conclusion, it seems to us that, beyond the publicly available result of this collaborative
effort, and despite (or perhaps even because) of the many challenges we encountered, whether
regarding the concept, the technical setup, or the teamwork aspects of the project, the most
important outcome is probably the learning experience of the entire team. Performing such a
collaborative writing process together from the initial idea to the finished product taught as
innumerable things. Next time we write a book with a group of twelve people, we will be able to
anticipate challenges and pitfalls earlier and be able to create an even smoother experience.

Would we undertake such a collaborative writing project again with a shared understanding of
the conceptual structure emerging only in the process? Maybe. Would we do it again using a
Gitlab Wiki, a Zotero library and Quarto? Absolutely!
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