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Abstract

Natural Language Processing (NLP) models have been used for more and more complex tasks such as Legal
Judgment Prediction (LJP). A LJP model predicts the outcome of a legal case by utilizing its facts. This increasing
deployment of Artificial Intelligence (AI) in high-stakes domains such as law and the involvement of sensitive
data has increased the need for understanding such systems. We propose a multilingual occlusion-based ex-
plainability approach for LJP in Switzerland and conduct a study on the bias using Lower Court Insertion (LCI).
We evaluate our results using different explainability metrics introduced in this thesis and by comparing them
to high-quality Legal Expert Annotations using Inter Annotator Agreement. Our findings show that the model
has a varying understanding of the semantic meaning and context of the facts section, and struggles to distin-
guish between legally relevant and irrelevant sentences. We also found that the insertion of a different lower
court can have an effect on the prediction, but observed no distinct effects based on legal areas, cantons, or
regions. However, we did identify a language disparity with Italian performing worse than the other languages
due to representation inequality in the training data, which could lead to potential biases in the prediction in
multilingual regions of Switzerland. Our results highlight the challenges and limitations of using NLP in the
judicial field and the importance of addressing concerns about fairness, transparency, and potential bias in the
development and use of NLP systems. The use of explainable artificial intelligence (XAI) techniques, such as
occlusion and LCI, can help provide insight into the decision-making processes of NLP systems and identify
areas for improvement. Finally, we identify areas for future research and development in this field in order to
address the remaining limitations and challenges.
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1 Introduction

Natural language processing (NLP) is a field at the intersection of Artificial Intelligence (AI) and linguistics,
focused on the interaction between computers and human language (natural language). The ultimate goal of
NLP is to create systems that understand natural language as humans do, taking into account all the contextual
nuances. To achieve this goal, NLP systems can use a variety of techniques, including white box methods
like decision trees and black box approaches like neural models. NLP has a wide range of applications across
various fields, including science, criminal justice, humanities, and economics. It can be used to accurately
extract, categorize, organize, and predict information contained in texts, making it particularly useful for legal
documents such as court rulings and laws. Legal text processing, which includes the application of NLP to legal
texts, is therefore a growing area of study.

One specific application of NLP in legal text processing is Legal Judgment Prediction (LJP), which uses the
fact section of a court case to predict the final judgment. While this has the opens the possibility of speeding up
the judicial process and potentially providing a more impartial judgment by removing the human element, it
is important to note that data on crime, including court decisions, is known to be inherently biased and not re-
flective of reality due to the filtering that occurs in the criminal justice system (Neubacher, 2017). Therefore, it
is crucial that any automated decision system in the criminal justice domain is able to explain its predictions in
terms of how humans understand the legal process. This is where the field of Explainable Artificial Intelligence
(XAI) comes in. XAI refers to the ability to understand and describe the inner workings of an AI system and how
it arrived at a particular decision or prediction. There are various methods for explainability, including occlu-
sion (Zeiler and Fergus 2013 & Li et al. 2017), LIME (Ribeiro et al., 2016) or integrated gradients (Sundararajan
et al., 2017), as well as a focus on providing human-understandable explanations of decision-making processes
by annotations.

In this thesis, we propose a multilingual occlusion-based explainability approach as an extension of the
Swiss-Judgment-Prediction (SJP) (Niklaus et al., 2021) and explore the model’s result using different metrics
including Inter Annotator Agreement (IAA). Our aim is to address the concerns about fairness, transparency,
and potential bias in training data in the high-stakes domain of criminal justice. Our contributions are as
follows:

• We provide a multilingual set of gold-standard legal expert annotations which serve as the foundation for
the occlusion and Lower Court Insertion (LCI) dataset and provide reliable ground truth for evaluating
the gathered explanations.

• We publish comprehensive and well-structured Annotation Guidelines to ensure the quality and repro-
ducibility of the legal expert annotation task.

• We present four different occlusion test sets and one LCI test set in German, French and Italian, which
can be run in combination with the training and validation set provided by Niklaus et al. (2021).

• We perform a thorough analysis of the occlusion results using various explainability metrics including
calculating the IAA between the model and human-produced explanation.

• We conduct a study on bias in SJP using the variation of the occlusion method LCI.

• We make our code publish to motivate further research on the topic of explainable LJP.

The rest of this thesis is organized as follows. Section 2 presents existing related work in the field of LJP
by introducing the most important benchmark dataset for this thesis and giving an overview of XAI methods.
Section 3 provides the theoretical background to the wide range of methods and metrics adopted in this thesis.
In Section 4, we introduce the four different datasets being used for this work. Section 5 presents the steps for
the implementation of the conducted experiments. Section 6 introduces the study results and in Section 7 we
discuss our findings. Finally, in Section 8 we provide the conclusion of this thesis and discuss limitations and
possible future work in the field of explainable LJP.
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2 Related Work

In this section, we will review previous research on explainability in LJP, focusing on the most important bench-
mark dataset and the relevant literature on XAI.

2.1 Benchmark Datasets

Niklaus et al. (2021) released a multilingual corpus containing 85K cases from the Federal Supreme Court of
Switzerland that covers the period from 2000 to 2020. In their work, they introduced the SJP task, which involves
predicting the verdict from the fact section of a court ruling in a binarized LJP task. They released a multilingual
corpus containing 85K cases from the Federal Supreme Court of Switerland covering the period from 2000 to
2020 and evaluated state-of-the-art BERT-based methods, including two variants that can handle longer input
texts. They found that hierarchical BERT, similar to the one presented in Chalkidis et al. (2019) had the best
performance with approximately 68-70% Macro-F1-Score in German and French. They also studied the impact
of factors such as the canton of origin, year of publication, text length, and legal area on model performance.

Chalkidis et al. (2019) published an English LJP dataset, containing cases from the European Court of Hu-
man Rights. They presented three tasks on which they evaluated several neural models, establishing strong
baselines that surpass previous feature-based models. In addition, Chalkidis et al. (2022) also explored fair-
ness in legal text processing. Their multilingual benchmark suite, called FairLex, evaluates the fairness of pre-
trained language models and the methods used to fine-tune them for downstream tasks in four jurisdictions
(European Council, USA, Switzerland, and China), across five languages (English, German, French, Italian and
Chinese), and for five attributes (gender, age, region, language, and legal area). In their experiments, they found
that performance group disparities exist in many cases. None of the evaluated pre-trained language models
with various group robust fine-tuning algorithms consistently mitigate group disparities or guarantee fairness.
They also provided a quantitative and qualitative analysis of their results, highlighting open challenges in the
development of robustness methods in legal NLP.

Malik et al. (2021) introduced the Indian Legal Documents Corpus. This corpus contains 35k Indian Supreme
Court cases in English annotated with the court’s original decision. In addition, they also created a separate test
set annotated with gold-standard explanations by legal experts. The authors propose the Court Judgment Pre-
diction and Explanation (CJPE) task with a hierarchical occlusion-based model for explainability. They chose
occlusion (Zeiler and Fergus 2013 & Li et al. 2017) after experimenting with other explainability methods which
were not suitable for their CJPE task. The proposed algorithm’s analysis of explanations showed a significant
difference between the algorithm’s and legal experts’ perspectives on explaining judgments, indicating the po-
tential for further research in this area.

2.2 Explainable AI

Kakogeorgiou and Karantzalos (2021) evaluated ten XAI methods in multi-label classification tasks to improve
transparency and produce human-interpretable explanations. They used and trained deep learning models
with state-of-the-art performance, applied the XAI methods to understand and explain the models’ predictions,
and assessed and compared the performance of these methods using quantitative metrics. After conducting
numerous experiments to evaluate the overall performance of the XAI methods, they found that occlusion
(Zeiler and Fergus 2013 & Li et al. 2017) and LIME (Ribeiro et al., 2016) were the most interpretable and reliable,
but at the cost of being computationally expensive.

In their survey, Danilevsky et al. (2020) provided a categorization of explainability methods and detailed
the operations and techniques currently available for generating explanations for NLP model predictions. They
discussed the distinction between inherently interpretable models and black box techniques, which require ad-
ditional post-processing (post-hoc approaches) to be understandable. They also argued that a model’s quality
of explanation should be evaluated not only by its accuracy and performance but also by how well it provides
explanations for its predictions. However, the authors emphasize that there is little agreement on how expla-
nations should be evaluated, and while the majority of the reviewed works lacked standardized evaluation and
only provided informal evaluation, a smaller number of papers examined more formal evaluation approaches,
including leveraging ground truth data and human evaluation. The authors also highlighted the importance of
providing high-quality ground truth when evaluating using human annotations.

In their work, Wiegreffe and Pinter (2019) focused on datasets containing human-annotated textual expla-
nations and identified 65 datasets in this category. They classified these explanations into three main cate-
gories: highlights, free-text, and structured. They discussed how these annotations are used in different ways,
including the creation of ground truth to evaluate model-generated explanations. They also summarized the
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literature on collecting textual explanations, highlighted discrepancies in data collection that can have down-
stream effects on modeling, and provided recommendations for future dataset construction.

Bhambhoria et al. (2021) studied explainability in the context of LJP by using the most recent deep learn-
ing model, longformer, and achieving state-of-the-art performance with a limited amount of training data.
However, their analysis also suggested that the improvement may have been due to the model’s fitting to spu-
rious correlations, in which the model made correct decisions based on information unrelated to the task. As
a result, they cautioned that care should be taken when interpreting the obtained results. They also provided
interpretability by applying post-hoc explanations to their task.
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3 Methods

In this thesis, we aim to produce high-quality explanations for the decisions of the SJP task presented by Niklaus
et al. (2021) and to evaluate their plausibility using legal expert annotations as a ground truth. To achieve
this goal, we carefully selected the occlusion method as our explainability approach, as it has been shown to
produce output similar to human annotations, as proposed by Malik et al. (2021) and inspired by the work of
Zeiler and Fergus 2013 and Li et al. (2017). In this chapter, we justify our choice of the occlusion method and
present its application in the context of our experiments. We also introduce the legal expert annotations, which
serve as a basis for evaluating the plausibility of the model-generated explanations, and provide an overview of
the IAA. Finally, we present the metrics we use to evaluate the results of the occlusion experiments, including
the scaled confidence, explainability score, normalized explainability score, and explanation accuracy score.
Note that since three out of four datasets for this thesis are derived from the legal expert annotations and are
tailored specifically to the chosen explainability method we introduce all these datasets together in Section 4.

3.1 Explainability Methods

As discussed in the introduction of this thesis, explainability is becoming increasingly important as AI is being
used in a wider range of applications, including high-stakes decision-making such as criminal justice. NLP
can utilize both a white-box and a black-box approach when solving a problem. White-box techniques are
inherently understandable and transparent to humans, they include “self-explaining" models such as decision
trees and rule-based approaches. On the contrary, black-box techniques are only partially interpretable (if
at all) and require additional steps after the prediction to be explainable (post-hoc explainability methods).
Nevertheless, the popularity of various black-box techniques such as deep learning models has only increased
in recent years (Danilevsky et al., 2020). The reason is that they often provide substantially advanced model
quality. Unfortunately, this increase in performance comes at the expense of a model’s explainability.

To categorize XAI methods Danilevsky et al. (2020) distinguish between local and global explanations. Lo-
cal explanations refer to explanations that are specific to a particular input or subset of inputs, while global
explanations refer to explanations that apply to the entire model or a large portion of the input space. Local
explanations are typically used to provide insight into how a machine learning model is making decisions for a
specific input or group of inputs. These kinds of explanations can be useful for understanding how the model is
making decisions in specific cases, but they may not provide a complete understanding of the model’s behav-
ior. Global explanations, on the other hand, provide a more comprehensive view of how a machine-learning
model is making decisions. These explanations may take into account the entire range of possible inputs and
provide information about the model’s overall behavior and decision-making process. Global explanations can
be useful for understanding the strengths and limitations of a model, and for identifying any issues that may
impact its performance. This thesis focuses on local explainability methods in order to examine the reasons
behind the model’s prediction of a specific judgment based on a specific fact section.

In addition to local and global explainability methods, we can further classify XAI methods as model-
agnostic and model-specific methods (see Table 1) (Malik et al. (2021) & Kakogeorgiou and Karantzalos (2021)).
Model-agnostic methods work independently of the model’s characteristics, these methods include occlusion
(Zeiler and Fergus 2013 & Li et al. 2017), LIME (Ribeiro et al., 2016), SHAP (Lundberg and Lee, 2017) and An-
chors (Ribeiro et al., 2018). Model-specific explainability methods are techniques that are designed to provide
explanations for the decisions made by specific types of machine learning models. These methods include in-
tegrated gradients (Sundararajan et al., 2017), gradient saliency, and attention-based method. There is also the
category of attribution or feature-based methods. These methods involve ranking the input features that have
the most significant impact on the model’s output, included in this group are Layerwise Relevance Propagation
(LRP) (Bach et al., 2015) and DeepLIFT (Shrikumar et al., 2019).

Local Explainable AI Methods
Model-Agnostic Model-Specific Attribute-Based
Occlusion Integrated Gradients LRP
LIME Gradient Saliency DeepLIFT
SHAP Attention-Based Methods
Anchors

Table 1: Overview of the different XAI methods
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As one can see from the section above there is no one-size-fits-all method for explaining AI systems, the
choice of method depends on the specific characteristics of the model and the needs of the user. Malik et al.
(2021) experimented with different explainability methods for their CJPE task before deciding on occlusion.
Starting with gradient saliency and integrated gradients: Gradient saliency is a method that is used to explain
the decisions made by a single input (e.g. an image), while integrated gradients is a method that is used to pro-
vide more robust explanations that take into account the entire range of possible inputs. Both methods can be
used to explain the decisions made by machine learning models by identifying the input features that had the
most significant influence on the model’s prediction. However, most of the time they are applied to computer
vision tasks (e.g. saliency maps for image classification), if applied in NLP they only produce a few tokens as
an explanation. This is a problem these methods have in common with LRP, DeepLIFT, LIME, SHAP, Anchors,
and attention-based methods. All these approaches produce only a few tokens or short phrases as an expla-
nation, even when considering large sample sizes. This makes them only partially usable for an explainability
task with human annotations. For this thesis especially, we needed a method with an adaptable explanation
size, since the sentence length the explanation would be compared to also varies greatly. We hope to achieve a
better quality of explanation by producing longer strings since this provides more context and thus makes the
explanation more human-understandable.

Beyond that Danilevsky et al. (2020) raises fidelity concerns when using surrogate models such as LIME.
LIME works by perturbing the input data and observing the effect on the model’s predictions. Then it uses this
information to create a simplified linear model that approximates the behavior of the original model in the lo-
cal region around the input data. In consequence, it may be the case that the learned surrogate models and the
original models have completely different mechanisms to make predictions, reducing the fidelity of the pro-
duced explanation. The use of attention weights as an explanation in attention-based methods is still debated
as a potential drawback. Jain and Wallace (2019) argue that it is unclear if there exists a relationship between
attention weights and model outputs. In their work, they performed extensive experiments across a variety of
NLP tasks to assess the degree to which attention weights provide meaningful “explanations" for predictions.
They found that they largely do not. On the contrary, Wiegreffe and Pinter (2019) argue in their paper that at-
tention weights can very much be used as an explanation when adapting one’s definition of explanation. They
propose four alternative tests to identify when and whether attention can be used as an explanation, which
each allows for a meaningful interpretation of attention mechanisms. Even still, they confirm Jain and Wal-
lace’s opinion that attention distributions are not ideal when searching for the one true, faithful explanation of
the link a model creates between a certain input and output. This leaves us with occlusion.

Occlusion was first suggested by Zeiler and Fergus (2013) for computer vision tasks. Later Li et al. (2016)
introduced occlusion as a broad methodology to investigate and explain prediction from a neural model by
examining the effect erasing various parts of the representation, such as input words, has on a model’s decision.
According to Kakogeorgiou and Karantzalos (2021) a big upside of this method, besides that it is an agnostic
model and has variable input size, is that it is very easy to implement especially when applying the occlusion
only to the input of the model. This makes occlusion analysis one of the most interpretable and reliable XAI
methods, since it does not change the initial model setup and can therefore give a reality-based explanation.
Still, occlusion is not perfect, as it can be computationally expensive due to the involved perturbation. For this
thesis, the issue of scale is not a concern as we apply occlusion to a small subset of the SCRC, with an average
experiment size of approximately 2’100 predictions.

3.2 Occlusion Method with hierarchical BERT

Concerning our implementation of occlusion, we produce explanations by removing elements from the input
of the SJP task (fact section) and analyze the prediction confidence in comparison to a non-occluded baseline.
In our setup, we do not change the conditions for the model’s prediction, keeping the circumstances identical
to the SJP task. We use the same training and validation set as Niklaus et al. (2021) and only change the test set.

For the occlusion test sets, we choose a subset from the SJP original test set. We then apply a sentence
permutation, occluding each sentence of the fact section once. We also do further experiments with larger
sentence groups of up to 4 sentences (for more details see Section 5.5). After applying the occlusion to the cho-
sen cases we let the model make a prediction for each occlusion experiment, resulting in a confidence score
and a binary prediction of 0 and 1. For the prediction, we use the hierarchical version of BERT since Niklaus
et al. (2021) achieved the best results with it. Hierarchical BERT uses a shared BERT encoder to independently
encode segments of up to 512 tokens, and then combines the encodings of all the segments using a BiLSTM en-
coder. The final output states of the LSTM are concatenated to create a single representation of the document,
which is then used for classification. This method is similar to the one described in Chalkidis et al. (2019). In
addition to keeping the setup identical to the SJP task our explanations have the advantage that they are easily
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comparable to human annotations since we can choose the explanation size in the implementation. In fact,
our implementation actually use the legal expert annotations itself to produce the occlusion experiment (see
Section 5.5). Which makes the creation of the occlusion test set and the plausibility analysis much easier than
using another method.

3.3 Lower Court Insertion – A study on Bias

As an addition to the “normal" occlusion we described above, we also experiment with a setup we call LCI (see
Section 5.6) where we extract the lower court instances and insert each lower court in each case. This task was
proposed by Ilias Chalkidis (Chalkidis et al., 2019) and Thomas Lüthi (legal expert) as a study on the bias from
one lower court to another. These experiments keep the same setup described above, again only adding a new
test set for the model’s prediction. These experiments also result in a confidence score and a binary prediction.

3.4 Legal Expert Annotations

The Legal Expert annotations serve as the ground truth for evaluating the accuracy of the model-generated ex-
planations. These explainability annotations are conducted in collaboration with three legal experts. According
to Wiegreffe and Marasovic (2021) annotations are used downstream in three ways:

[As] data augmentation to improve performance on a predictive task, as supervision to train mod-
els to produce explanations for their predictions, and as a ground truth to evaluate model-generated
explanations.

The legal expert annotations conducted in this thesis focus on the last application: the evaluation of the plau-
sibility of the model-generated explanations. The annotations are conducted over five months starting with
the pilot annotations and ending with the gold-standard annotations. The team of legal experts consists of
two law students, both studying for their master’s degree and one lawyer. Each annotator was given access to
their annotation interface on the annotation tool Prodigy (see Section 5.1), where the fact section of the rul-
ing was displayed for labeling. In the end, the annotation only consists of the highlighted fact section with an
occasional free-text explanation (see Section 3.4.1.2). The annotations are conducted in the three languages
contained in the Swiss judicial system: German, French and Italian. All three legal experts speak German as
their first language but have learned French at school. One legal expert is also fluent in Italian. Each fact sec-
tion was at least annotated by one of the legal experts. The documents in German are labeled by all three
experts.

The finished annotation only consists of the highlighted fact section. The question now pending is: why
not annotate the entire court ruling for explainability? As mentioned in the previous section, the explainabil-
ity annotations have the goal to provide ground truth for the occlusion method. Both the occlusion and the
annotation try to explain the prediction made by the LJP Task presented by (Niklaus et al., 2021), which is a
prediction based solely on the fact section. There is no need to annotate any other parts of the court ruling that
will not be provided to the model during the occlusion process. The only difference between the human anno-
tators and the model is, that even though they only highlighted sentences in the fact section, they had access to
the entire ruling to make their annotation. The reasoning behind this is, that the annotation task focuses only
on explainability and not whether or not humans could beat the model to predict the judgment.

3.4.1 Annotation Guidelines

Annotation guidelines are the instructions given to the annotator and are at the heart of a successful annotation
task. Clear guidelines ensure that the task is understandable and reproducible for the annotators. Thus, the
development of consistent and understandable annotation guidelines is an integral part of this thesis. The
guidelines for these explainability annotations are influenced by the works of Reiter (2020), Leitner (2019) and
Pustejovsky and Stubbs (2013). Note that the latest version of the complete guidelines can be found in the
appendix of this thesis, they will be quoted with Baumgartner (2022).

3.4.1.1 Annotation Goal
Annotation guidelines should describe the annotation task as generically as possible, but simultaneously as
precisely as necessary so that human annotators can annotate reliably. Pustejovsky and Stubbs (2013) describe
that the annotation goal is one of the first pieces of information one should give to an annotator. In the intro-
duction to the guidelines for this thesis the goal for the annotation is described as follows:
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To investigate explainability in the legal area of AI [this] annotation task has the goal to gather the
human part of the explanation. With your annotation, you will give your insight as a legal expert
and tag parts of the facts with specific labels. These guidelines should help you to identify the
important parts of the facts and create consistent annotations.

In other words, the annotation goal is to explain court decisions from the viewpoint of a legal expert, by
annotating the fact section of a ruling with explainability labels.

3.4.1.2 Annotation Entities and Categories
We have now defined the annotation goal and explained how using the fact section helps us reach this goal.
As mentioned in the previous sections, we want to gather human explanations in a workable and interpretable
structure, namely via text highlights in the fact section. Thus, it is of great importance for the guidelines to
explain and narrow down exactly what entity is to be annotated. Reiter (2020) describes that when writing
annotation guidelines we should describe exactly what should be annotated. Be it every paragraph, every sen-
tence, every word, or only units that fulfill a certain condition. It is essential to choose units or entities as
objectively and independently of interpretation as possible so that the real decision lies in the categorization
of the units.

After consulting with legal experts, we decided to focus on sentences and sub-sentences in order to preserve
as much context as possible in the highlighted units. This decision was made in the hope that it would enable us
to better explain the meaning of different parts of sentences in the context of the judgment, and thus improve
our understanding of the model’s decisions. The guidelines describe these entities as follows:

To add highlights you will label sentences or sub-sentences as supporting or opposing the judg-
ment. For this task, we define a sentence as a self-contained linguistic unit consisting of multiple
words, terminated with a period, semicolon, colon, question mark, or exclamation mark. An entire
sentence is the largest entity to be annotated. A sentence can consist of multiple sub-sentences
usually separated with a “and" or a comma. A sentence may contain two sub-sentences opposing
each other, which should be consequently annotated with different labels. These sub-sentences
are the smallest units that should be annotated. So single words or expressions should never be
annotated. (Baumgartner, 2022)

In addition to sentences and sub-sentences, we also ask annotators to label the last lower court, which is
indicated in the Rubrum of the ruling. We encourage annotators to consult the Rubrum to identify the correct
lower court, as they always have access to the full ruling.

The last lower court is composed of the name of the court e.g. “Verwaltungsgericht" and the lo-
cation “Kanton Luzern". Please annotate all instances of the lower court where it appears as a
complete constellation. So for example, if “Verwaltungsgericht des Kanton Luzern" appears multi-
ple times in the facts please label it each time. Please Note that you should only annotate the lower
court itself please do not label prepositions like “beim" or “zum" or verbs like “sprach" which are
often found next to the lower court. (Baumgartner, 2022)

After defining the units to be annotated, we provide a description of the annotation categories to enable
the legal experts to identify the appropriate sentences for each explainability label. To this end, we provide the
annotators with the following annotation categories: Supports Judgment, Opposes Judgment, Neutral, and
Lower Court The labels of Supports Judgment or Opposes Judgment are the most important explainability
labels and require the most expert knowledge and time to identify. The annotators are asked to highlight each
sentence or sub-sentence which supports or opposes the judgment with the matching label. For this purpose,
they first have to read through the facts, the consideration, the ruling, and any other needed legal document
to understand the court case and then annotate the correct sentences. The difficulty is that similar sentences
may have different contexts if the verdict is approved or dismissed. This is one example of conflicts that needed
resolving when creating the gold-standard set. Note that Supports Judgment and Opposes Judgment are not
only opposite but also distinct categories. Therefore, instances of those two categories should not overlap.

These explainability labels were chosen because we consider them best suited for the comparison with the
model’s explanation. Since they are opposing each other they can be assigned a score (as explained in Section
3.7). Our version of occlusion removes them systematically from the text. Through this approach, we can
evaluate whether the model’s performance would improve if, for example, we removed a sentence opposing
the judgment, as this would make the fact section more favorable to the judgment by its absence. With the
LowerCourt label as explained in Section 3.3, we try to investigate a hypothesis of bias from one lower court to
annotator as suggested by Ilias Chalkidis and Thomas Lüthi.

For Neutral parts of the facts, the annotators are instructed in the following way:
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Every not-labeled sub-sentence is considered neutral. This is not a label per se but merely how the
system interprets words or sentences which are not assigned one of the labels above. It is important
for the analysis that even the neutral sentences are annotated which in our case means to omit
them. One example in German of a neutral expression that should not be tagged with a label is
the word “Sachverhalt:". This word only indicates the beginning of the fact section and should
be left out as a neutral part of the facts because it does not give us any further information on
the explainability of the judgment. Another example of a neutral part of the facts are the section
indicators labeled with capital letters (e.g. A., B., A.a., A.b and so on). Note that witnesses, accused
persons, and other involved parties are also labeled with uppercase letters and should be annotated
if part of a sentence [...]. (Baumgartner, 2022)

For the creation of the gold-standard annotation, the instruction for Neutral sentences is changed. The
annotators are given a label on the interface to indicate them. This change is necessary for the implementation
of the occlusion method because it split the fact section into more or less coherent sentences with minimal
effort.

During the entire annotation process, the annotators are also given several options for dealing with prob-
lematic cases. We expect that this will further improve the dataset, as it did, for example, in the German subset,
where additional cases were added dynamically during the annotation process. The annotators are also en-
couraged to provide free text explanations for cases that they found particularly challenging, which will provide
valuable legal insight for the interpretation of the results.

3.5 Creation of the gold-standard Annotation Dataset

According to both Pustejovsky and Stubbs (2013) and Reiter (2020), the creation of annotation guidelines and
the annotation process itself are iterative processes. Working in these cycles should ensure the quality of the
guidelines, the annotation itself, and a consistent gold-standard annotation set.

Using the annotation guidelines to identify the right parts of the text, multiple annotations by mul-
tiple individual annotators are done on the same input. Then these annotations are analyzed and
the guidelines are adapted accordingly to provide consistency in the annotations. Therefore, it
is important that for the first few cycles the annotations are done individually. Later the gold-
standard annotations for this corpus emerge from this process. (Baumgartner, 2022)

In consequence, the guidelines stayed a work-in-progress during the entire time period the annotations were
conducted and were only finalized after finishing the gold-standard annotation. Changes to the guidelines are
continuously documented in a change log at the end of the document.

After finalizing the pilot annotations we started with a second cycle. Unfortunately, by then one of the
annotators had to leave the team which left only one student annotator and the lawyer. Pustejovsky and Stubbs
(2013) suggest calculating the IAA after each cycle. For this thesis, we chose a different approach. Because time
was of the essence at this stage only a qualitative analysis was conducted. This first analysis revealed some
flaws in the annotations and enabled us to improve the guidelines with more precise instructions. After the
second cycle, we instructed the annotators on the gold-standard annotation process. Pustejovsky and Stubbs
(2013) define this gold-standard as the final version of the annotations that uses the most up-to-date guidelines
and contains only correctly annotated sentences. Since there is a lot of subjectivity involved in this annotation
task, explanations may just differ from person to person regardless of how precisely one writes the guidelines.
In consequence, conducting more cycles may not even have resulted in a greater agreement. This justifies our
choice of stopping the annotations after 2 cycles and transferring over to the gold-standard annotations. To
ensure the high quality of these last annotations we had an open discussion with the legal experts. We decided
how to exactly resolve conflicts and how to merge the annotations in the best possible way. After this discussion
one legal expert used the gold-standard annotation interface to compare all the annotations done for each case
until this point and then chose the most fitting annotation, resolving all the pending conflicts. In addition, this
legal expert also annotated all the neutral sentences.

3.6 Inter Annotator Agreement

Pustejovsky and Stubbs (2013), Malik et al. (2021) and Wiegreffe and Marasovic (2021) all suggest the IAA as
a baseline for agreements among the annotators. In general, the IAA refers to the degree to which multiple
annotators agree on the labels or categories assigned to a set of data. Measuring IAA is important because
it can provide insight into the reliability and consistency of the labeling process, and can help identify areas
where additional training or clarification may be needed. This score is always between 0 and 1, with 0 being no
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agreement and 1 being perfect agreement. As mentioned before the IAA should be fairly high (> 0.4) to ensure
that the annotation guidelines are comprehensive, making the annotation task reproducible.

Pustejovsky and Stubbs (2013) describes Cohen’s Kappa (and its variation, Fleiss’s Kappa) and Krippen-
dorff’s Alpha as the most commonly used metrics in computational and corpus linguistics. Unfortunately,
these scores are not well suited to calculate IAA for the conducted annotations. Firstly, Cohen’s Kappa only
looks at two annotators annotating each instance with a category, the annotations for this thesis is in part con-
ducted by three different annotators. Cohen’s Kappa’s extension Fleiss’s Kappa and Krippendorff’s Alpha would
solve this problem, but both of these scores focus on the agreement between the number classifications and
not on sentence vise agreement. In other words, when applying these scores one would see a fact section as
a group of classified sentences with the classes: LowerCourt, Supports Judgment, Opposes Judgment and
Neutral. Then, for each annotator, we would count the number of sentences in a class (e.g. Annotator 1 has
five sentences with the label Opposes Judgment while annotator 2 has only three) and calculate the agreement
from there. In consequence, when annotators would label different sentences in a fact section with the same
label, but annotate the same amount of sentences, we would have an agreement of 1.

For this reason, we use the scores Malik et al. (2021) suggested in their work. They took inspiration from the
machine translation community and used ROUGE−L, ROUGE−1, ROUGE−2 (Lin, 2004), BLEU (Papineni et al.,
2001), METEOR (Lavie and Agarwal, 2007), Jaccard Similarity, OVERLAP Maximum, and OVERLAP Minimum to
measure IAA. In addition to these scores, we also calculate IAA with the BERTScore (Zhang et al., 2020). In the
following, each of these scores is briefly introduced.

3.6.1 ROUGE

ROUGE was first introduced by Lin (2004) and stands for Recall-Oriented Understudy for Gisting Evaluation.
Originally ROUGE was developed to automatically evaluate the quality of a model-produced summary by com-
paring it to other (ideal) summaries made by humans, however, it can also be used to calculate IAA between
humans and humans and machines and humans. The ROUGE scores are calculated by counting the number
of overlapping entities such as n-grams, word sequences, and word pairs between the two samples. There are
four different ROUGE measures: ROUGE−N, ROUGE−L, ROUGE−W, and ROUGE−S. For this thesis, we will use
ROUGE−N ( ROUGE−1, ROUGE−2) and ROUGE−L.

ROUGE−N is an n-gram (n stands for the length of the n-gram) recall between a sample text and a set of
reference texts. An n-gram is a contiguous sequence of n words in a given text. For example, in the annota-
tion "Verwaltungsgericht des Kantons Zürich" the unigrams (n=1) are "Verwaltungsgericht", "des", "Kantons"
and "Zürich". The bigrams (n=2) are "Verwaltungsgericht des", "des Kantons", and "Kantons Zürich". The
BLEU score presented in Section 3.6.2 below is a closely related measure. ROUGE−L is a longest common sub-
sequence (LCS) based F-measure. It measures agreement by looking at the LCS of two sample texts. Intuitively,
the longer the LCS of two samples the more similar they are. With this property ROUGE−L is closely related
to the OVERLAP Maximum and OVERLAP Minimum scores, though more sophisticated. ROUGE−L measures in-
sequence co-occurrences. This score is hence able to capture sentence-level structure in a natural way. Lin
(2004) thoroughly evaluated the different ROUGE measures concluding that ROUGE−2, ROUGE−L worked well
in single document summarization tasks, while ROUGE−1, ROUGE−L performed great in evaluating very short
summaries (or headline-like summaries).

3.6.2 BLEU

The BLEU (Bilingual Evaluation Understudy) score (Papineni et al., 2001) is a metric used to evaluate the quality
of text generated by machine translation systems. It compares the generated text to a reference translation and
calculates a score based on the number of matching n-grams (sequences of n words) between the two. If we
look at a generated text as annotation A and the reference translation as annotation B we can adapt the BLEU

score to an IAA metric. The score is calculated using the brevity penalty (BP), which penalizes the generated
text if it is shorter than the reference, and the sum of the precision values of the generated text for each n-gram.
The precision is defined as the number of matching n-grams in the generated text divided by the total number
of n-grams in the generated text. Papineni et al. (2001) concluded in their evaluation of BLEU, that it provides a
simple and effective way to compare the quality of different translation systems. The authors emphasize that
resulting BLEU scores highly correlate with human judgment on the same translation.

3.6.3 METEOR

METEOR (Metric for Evaluation of Translation with Explicit Ordering (Lavie and Agarwal, 2007)) is a metric used
to evaluate the quality of machine translation systems. It was developed to address some of the limitations
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of traditional translation evaluation metrics, such as BLEU, which are based on n-gram overlap between the
machine-translated text and a reference translation. METEOR demonstrates a high level of correlation with hu-
man judgment and significantly outperforms BLEU. By adapting the scheme to two annotations we can use
METEOR as an IAA metric.

The METEOR score is calculated by considering both explicit word-to-word matches in two texts as well as
the word order between these words. It also takes into account the stem of the words, allowing it to handle
inflections and other variations and synonyms. To achieve this METEOR maps one word in string 1 to at least
one word in string 2, creating an alignment. It then identifies and chooses the largest subset of these word
mappings and calculates the score using a combination of precision and recall, with a higher weight given to
recall to reflect the importance of translating all of the content in the source text. The final score is normalized
to a value between 0 and 1.

3.6.4 Jaccard Similarity

Jaccard Similarity, is a measure of the similarity between two sets. It is defined as the size of the inter-
section of the sets divided by the size of the union of the sets. The Jaccard Similarity is calculated using
the following Formula 1. A and B signify the two compared sets. The nominator |A ⋂

B | is the set intersection
between A and B and the denominator |A∪B | is the set union of A and B.

J = |A ⋂
B |

|A∪B | =
|A ⋂

B |
|A|+ |B |− |A∪B | (1)

The Jaccard Similarity is a simple and efficient way to compare the similarity of two sets or documents,
but it only considers the presence or absence of elements in the sets. It can range from 0 to 1, with values closer
to 1 indicating greater similarity and values closer to 0 indicating lower similarity.

3.6.5 OVERLAP Maximum and OVERLAP Minimum

Malik et al. (2021) use OVERLAP Maximum and Min as other IAA metrics. The OVERLAP Maximum is calculated with
the following Formula 2, where A and B signify the two sets to be compared. max(|A ⋂

B |) is the maximal over-
lapping sequence which is divided by the maximum size of the two sample max(A,B). The OVERLAP Minimum
(Formula 3) is calculated equivalently with the difference that the denominator is the minimum sample size
out of A and B.

omax = max(|A ⋂
B |)

max(A,B)
(2)

omi n = max(|A ⋂
B |)

mi n(A,B)
(3)

OVERLAP Maximum and Min are very similar to the Jaccard Similarity, but in contrast, these scores take
the order of the entries of a set into account. This property makes them well-suited to calculate IAA, especially
when considering entire sentences. By looking at the LCS, these scores are also similar to ROUGE−L even if
somewhat more rudimentary in their execution.

3.6.6 BERTScore

The pre-trained language model BERT can be fine-tuned for various NLP tasks. Zhang et al. (2020) propose
BERTScore an automatic sentence-pair classification, in which the model receives a pair of sentences as input
and is required to predict whether the sentences are semantically equivalent or not. With those functionalities,
BERTScore is related to BLEU and METEOR and like all the other IAA metrics ranges from 0 to 1, with values
closer to 1 indicating high semantic equivalence between the input sentences and values closer to 0 indicating
lower similarity. The BERTScore is calculated by encoding the input sentences using the BERT model and
comparing the resulting representations using the cosine similarity measure. This allows a soft measure of
agreement instead of exact-string matching. The result is a recall and a precision value for each corresponding
token between two texts, which are then combined to compute an F1 measure. This F1 measure is the value
used for the IAA. Zhang et al. (2020) show in their evaluation of the BERTScore, that it surpasses other existing
metrics in correlation with human judgments. Since the SJP task uses BERT, this IAA metric is well-suited for
evaluating the agreement between the annotations and the occlusion process.

3.7 Explainability Metrics

In this section, we will introduce the metrics we used in addition to the IAA to evaluate the results from the
occlusion and LCI experiments.
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3.7.1 Scaled Confidence

The temperature-scaled confidence or scaled confidence c as we call it in this thesis was suggested by Joel
Niklaus (Niklaus et al., 2021). He has drawn attention to the fact that for the reliable usage of the prediction
confidence a temperature scaling should be applied to it. The reason is that modern neural networks are likely
overconfident in their predictions compared to the observed accuracy (Küppers et al., 2020). This makes cal-
ibration essential for this thesis since much of the used metrics are derived from the confidence estimates of
the classification. The framework used for the temperature scaling is Küppers et al. (2020)’s framework net:cal
(see Section 5.4 for implementation details).

3.7.2 Explainability Score

To analyze the change of a prediction from the baseline to an occluded fact section we introduce a metric we
call explainability score. The explainability score Sexp (Equation 4) is the difference between the temperature-
scaled confidence of the baseline from a case and the temperature-scaled confidence of the specific occlusion
experiment of a case. It ranges between -1 and 1, with scores close to 0 indicating small to no change in confi-
dence.

Sexp =Cbasel i ne −Coccl usi on (4)

As negative and positive scores have different implications for different predictions (e.g., a negative score
for prediction p = 0 indicates less confidence in the model’s decision), we also introduced the normalized ex-
plainability score nor mSexp . This normalization (see Equation 5) simplifies interpretation because it ensures
that every negative explainability score indicates a decrease in confidence and every positive explainability
score indicates an increase in confidence. Note that the normalized explainability score still ranges between -1
an 1.

nor mSexp =
{

p = 0 : Cbasel i ne −Coccl usi on

p = 1 : −1∗ (Cbasel i ne −Cocclusi on)
(5)

3.7.3 T-Test

The t-test is a statistical test that is used to determine if there is a significant difference between the means of
two groups. The t-test can be used to compare the means of two groups that are independent of each other.
The formula for the t-test depends on whether you are performing a one-sample t-test, a two-sample t-test
for independent samples, or a two-sample t-test for dependent samples. To determine if there is a significant
difference between the baseline and experimental measures of scaled confidence (denoted as Cbasel i ne and
Coccl usi on , respectively) and explainability score (with the baseline score being Sexp = 0), we perform a one-
sample t-test in our occlusion and LCI analysis. The one-sample t-test is calculated with the following Equation
6. Where x̄ is the sample mean, µ is the hypothesized mean or population mean, s is the standard deviation
and n is the sample size.

t = x̄ −µ
sp
n

(6)

3.7.4 Confidence direction

Using the normalized explainability score we can assign a confidence direction con fdi r to each occlusion ex-
periment (Equation 7).

con fdi r =


nor mSexp > 0 : 1
nor mSexp = 0 : 0
nor mSexp < 0 : −1

(7)

The confidence direction allows us to assign an explainability label to each experiment, giving an indication
of how the model interprets this sentence. Table 2 shows the explainability label with their numerical values
xl abel . It is worth noting that the numeric values of the explainability labels are not assigned in the potentially
intuitive way (1 to Supports Judgment -1 to Opposes Judgment) because removing a sentence supporting the
judgment should theoretically lead to a decrease in confidence according to the legal perspective. The same
metrics are also applied to the lower court experiments, but there the confidence direction is used to indicate
if a lower court influences the model positively or negatively toward the decision.
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Explainability Label xl abel Explanation
Opposes Judgment 1 Removal should make decision more confidence
Neutral 0 Removal should not change anything
Supports Judgment -1 Removal should make decision less confident

Table 2: Explainability labels explanations and their numerical values.

3.7.5 Explanation Accuracy Score

This section discusses the process of how the actual textual explanations from the occlusion were gathered and
evaluated. Note that this section concerns only the occlusion experiments and not the LCI. We introduce the
explanation accuracy score aSexp (Equation 8). This score ranges between 1 and 0, with numbers close to 1
indicating a high level of legal accuracy of an explanation and values close to 0 indicating a low level. This score
uses the confidence direction con fdi r to split the results from the occlusion experiments into a set of correct
classifications (con fdi r = xexp ) and a set of incorrect classifications (con fdi r ̸= xexp ). For correct classifica-
tions, the explanation accuracy score takes the number 1. For incorrect classifications, it takes the mean IAA
value calculated from the BERTScore (see Section 3.6.6) between this sentence and all the sentences labeled
with the same numerical value as the model. For example, if the model classifies a Neutral sentence with a
con fdi r of -1 (Supports Judgment), the mean IAA between this Neutral sentence and all actual Supports
Judgment sentences from the same case gets calculated giving us a score between 0 and 1.

aSexp =
{

con fdi r = xexp : 1
con fdi r ̸= xexp : mean(BERT Scor e)

(8)
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4 Dataset Description

In this chapter, we describe the construction and composition of the four datasets which form the basis of
this thesis: The legal expert annotation dataset, with the resulting gold-standard annotation dataset, and the
occlusion and LCI dataset for the experimental part of this thesis.

4.1 Legal Expert Annotation Dataset

The Federal Supreme Court of Switzerland is the final level of appeal and only hears cases that the lower courts
before were unable to resolve satisfactorily. In their decisions, the supreme court analyzes probable incorrect
reasoning by the lower court and therefore only focuses on a highly condensed version of the case. As a result,
these decisions are often particularly challenging and sensitive due to their finality (Niklaus et al., 2021).

The dataset for the legal expert annotations consists of a subset from the SJP dataset presented by Niklaus
et al. (2021) containing 108 cases. The SJP dataset is a multilingual, diachronic LJP dataset of 85K (50K German,
31K French, and 4K Italian) Swiss Federal Supreme Court cases that span over 21 years (from 2000 to 2020). In
addition to the court documents the publication years, legal areas, and cantons of origin were annotated and
added to the dataset. The SJP dataset is split into a training, validation, and testing set. For this annotation task,
only cases from the test and validation were selected1. This approach was taken because the goal of this thesis
was not to train a new model, but rather to explain the prediction published in the work of Niklaus et al. (2021).

The 108 cases are equally distributed among the three languages. Each language set contains six cases over
six years (2015 until 2020), with each year having two cases per legal area. One with the judgment "approved"
and one with the judgment "dismissed". It is important to note that even though our annotation dataset is
balanced concerning the judgments, the SJP dataset is not (contains 3

4 dismissed cases). In consequence, the
training and validation set we use are not as perfectly balanced concerning the judgment as the Annotation and
gold-standard Annotation sets. The chosen legal areas are categorized as penal, social, and civil law, which are
the legal areas with the best performances in the SJP task Niklaus et al. (2021). For each legal area, one case has
the verdict approved and the other has the verdict dismissed. In addition, preference is given to cases where the
model decided the correct judgment from the facts given to it, with some outliers in the French and Italian sub-
sets. Further selection criteria implemented in the dataset creation script (prodigy_dataset_creator.py)
were the selection of short fact sections2. The reasoning behind this was that the performance of the SJP model
deteriorated with the cases getting more complex (longer facts) Niklaus et al. (2021), consequently, the explana-
tion quality produced by the occlusion method might also be worse. In addition, a shorter fact section would
also speed up the annotation task. After a discussion with the annotator on some example court cases and
their corresponding fact sections, we made the decision to enforce a minimum character length of over 2’000
characters. Table 3 shows the mean distribution of the number of tokens in the fact section per legal area and
year. Observe that except for some outliers in the Italian dataset, the token amount per fact section is rather
equally distributed among the years and legal areas. The German dataset also has the shortest facts, with the
total mean being around 324 tokens, while in French and Italian we had around 421 respectively 415 tokens.
One reason for the shorter German cases could be that there were generally more cases to choose from in the
German subset being that it is the largest of the SJP dataset, so there were more short facts available.

Note that the annotation process did start as stated above with a dataset of 108 with almost perfect bal-
ance. But since the annotation process involves humans and is a cyclic process it is very dynamic. To ensure
the quality of this dataset and the fact section it contained, the legal experts were able to ignore cases and in
consequence filter them out. The reason for ignoring a case mostly was that the underlying facts did not have
anything to do with the court’s decision. As annotator 1 wrote (translated from German to English):

The Swiss Federal Supreme Court dismissed the case because the complainants were not legitimate
in the first place (no sufficient argumentation in their notice of appeal). The decision did not deal
with substantive complaints. [In consequence the] dismissal in this case ultimately does not refer
to the case itself, but "only" to formal defects.

Since three cases were ignored, we added three new cases to the German dataset, tallying the German set
to 39 cases and the total annotation set to 111 cases. As shown in the next section describing the gold-standard
dataset, the balance of the annotations even further diminished after the gold session.

1These sets consist of cases from 2015 to 2020.
2Implemented by ordering shortest first
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Years Penal Law Social Law Civil Law
German Dataset
2015 342.5 335.0 300.0
2016 310.0 303.0 321.5
2017 341.0 318.5 346.5
2018 331.5 316.5 330.0
2019 341.5 309.0 322.0
2020 327.0 316.34 315.5
French Dataset
2015 414.0 406.5 410.5
2016 421.0 401.5 414.0
2017 409.0 416.0 442.0
2018 422.5 406.0 433.5
2019 437.0 432.0 430.5
2020 405.0 407.0 474.5
Italian Dataset
2015 423.0 389.0 541.0
2016 355.5 529.0 391.0
2017 466.5 387.0 489.0
2018 374.0 392.0 391.5
2019 443.5 389.5 401.5
2020 385.5 403.5 373.0

Table 3: Distribution of the mean number of tokens in a facts section over years and legal area.

4.2 Gold-Standard Annotation Set

An important part of this was the creation of a gold-standard annotation set, which was then used to create
the occlusion dataset. The gold-standard annotations are the last step of the annotation process and contain
the consensus of the conducted annotation. In addition, neutral sentences are annotated to provide sentence
splitting for the occlusion method.

The gold-standard annotation set consists of 108 cases. As previously explained, they are not evenly dis-
tributed. The German subset contains 38 cases and is the largest. The French set has 36 and the Italian subset
contains 34 cases3. In each language, the cases are evenly distributed among the two judgments "dismissed"
and "approved". With all language dataset having 50% approved decisions and 50% of dismissed decisions. It
is very interesting to see that this equal distribution in original judgment does not lead to an equal distribution
in prediction (see Sections 4.3 and 4.4). This gold-standard set also contains a total number of 19 comments in
all three languages.

Considering the distribution of the explainability labels (Figure 1) we can observe that overall in Italian
more tokens were annotated. German has the least amount of tokens annotated in the gold-standard set.
This may be due to differences in the fact length, mean sentence length, and the number of sentences in each
language. The German fact sections are the shortest roughly containing about 14 sentences each with a mean
sentence length of around 22 tokens. Italian and French facts are in general longer even when containing
a lower amount of sentences both about 12 each, but with their sentences both having a mean number of
approximately 33 tokens.

3The Italian dataset is smaller because during the gold session two unforeseen cases were removed after the annotator reexamined the
latest Guidelines.
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Figure 1: Distribution of the number of tokens per explainability label in the gold-standard dataset for each
language.

Note that the sentence splitting is done manually by the annotators and according to the guidelines4, so
these numbers are only a rough estimation. We can also see that neutral sentences are the main component of
facts according to the legal expert. This should be the case since the annotators should only annotate certain
sentences with effective explainability labels. Another reason for this larger portion of Neutral sentences could
be the case at hand itself, as one annotator put it (translated from German to English):

The ruling regarding costs ensures that the request for free administration of justice is irrelevant. In
addition, the Federal Supreme Court cannot decide on welfare. For this reason, ’many’ sentences
are neutrally annotated. [Since the judgment] refers to the local jurisdiction.

Further, it is interesting that the distribution of the explainability labels is quite similar in all languages.
Consequently, we can assume that all three languages contain a similar amount of relevant sentences. Another
reason for this equal distribution could also be that only one annotator labeled the Italian and French cases.
This is a limitation of this thesis and further work could investigate if the distribution stays the same with more
annotations from more legal experts.

4.3 Occlusion Dataset

The occlusion dataset is based on the gold-standard annotation set, with the difference that it only contains
cases from the test set of the SJP dataset 5. This decreases the number of distinct cases in each language set
with German now having 27, French 24, and Italian 23 distinct cases. As mentioned in Section 3.2 we created
four different datasets per language to conduct the occlusion analysis on the SJP task (occluding 1,2,3 and 4
sentences per experiment). From the previous section, we know that the number of tokens annotated in each
explainability label is different. As a result, not all cases and languages contain the same amount of sentences
per explainability label, making it so that the number of experiments is also quite different (see Table 4). The
same reasoning applies to the occluded chunk length seen in Figure 2. In total, we have 28375 different oc-
clusion experiments. German makes up the biggest part of the experiments since it also has the most distinct
cases in the dataset. The French dataset is the smallest, which is to be expected since French facts have fewer
sentences than German and a lower amount of tokens was annotated in French than in Italian. Looking at the
mean chunk length6 per experiment and language we see quite diverse distribution among the explainabil-

4In the guideline we defined a sentence as a self-contained linguistic unit consisting of multiple words, terminated with a period, semi-
colon, colon, question mark, or exclamation mark. We specifically allowed the splitting into sub-sentences.

5The annotation dataset and in consequence the gold-standard annotation set both contain cases from the validation and test set.
6For experiment 1 this is equal to the mean length of a sentence. For experiment 2 it is equal to the mean length of two sentences and

so forth.
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ity labels, particularly as more sentences are occluded. The difference is especially noticeable in the French
experiments.

Language Subset Nr. of Experiments
German de_1 427
German de_2 1’366
German de_3 3’567
German de_4 7’235
French fr_1 307
French fr_2 854
French fr_3 1’926
French fr_4 3’279
Italian it_1 299
Italian it_2 919
Italian it_3 2’493
Italian it_4 5’733

Total 28375

Table 4: Number of Occlusion Experiments per language and version

Figure 2: This plot shows the mean chunk length for each occlusion experiment. The numbers in the right
corner indicate the experiment number (amount of sentences occluded).

4.4 Lower Court Insertion Dataset

The LCI test sets are based on the test set part of the gold-standard annotation set, similar to the occlusion test
sets. Thus, we have again 27, 24, and 23 distinct cases for German, French, and Italian respectively. This results
in a total of 378 experiments in German, 414 in French, and 335 in Italian (Table 5).

Looking at the distribution of the lower courts in the dataset (Figure 3) we can see that except for some out-
liers they are all rather equally distributed in the dataset. Looking at the German distribution only the GL_VGer
(Administrative Court of Glarus) appears more than others. In the Italian dataset, we have a higher occurrence
of TI_TRAP (Appeal Court of the Canton of Ticino) and TI_CCivAP (Civil Chamber of the Appeal Court of the
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Language Subset Nr. of Experiments
German de 378
French fr 414
Italian it 335

Total 1’127

Table 5: Number of Lower Court Insertion experiments per language

Canton of Ticino). In the French distribution of the courts, we have a higher occurrence of the VD_CASoTC
(Social Insurance Court of the Cantonal Court of Vaud) and VD_ChRPeTC(Criminal Appeals Chamber of the
Vaud Cantonal Court). We can also observe that social law is more prominent than other legal areas among the
lower courts in all three language datasets.

(a) German (b) French

(c) Italian

Figure 3: Distribution of the lower courts per legal area. Note that this plot shows the ratio of lower courts in
the dataset split among the different legal areas.

Examining the represented cantons: In German nine cantons out of the 21 German-speaking cantons are
represented (Berne is a multilingual Canton speaking both German and French). With Italian, two cantons
are represented (Ticino and Grisons) these are also the only regions in Switzerland where Italian is one of the
official languages. In the French dataset six cantons are represented with the canton Fribourg and Valais having
both French and German as their official language. With these compositions, the Italian and French datasets
have a complete amount of cantons in other words all French-speaking and Italian-speaking cantons are at
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German Lower Courts Italian Lower Courts French Lower Courts
1: AG_OGer 9: LU_KGer 1: CH_BVGer 9: TI_TRAP 1: CH_BGer 9: NE_CPe
2: AG_VGer 10: SZ_KGer 2: GR_VG 2: CH_BVGer 10: NE_CPuTC
3: AR_KGer 11: SZ_VGer 3: TI_CARP 3: FR_CAPCiv 11: VD_CAPPe
4: BE_Oger 12: ZU_KGer 4: TI_CCivAP 4: GE_CJ 12: VD_CASoTC
5: BE_VGer 13: ZU_OGer 5: TI_CEFTRAP 5: GE_CJRC 13: VD_ChCTA
6: BL_KGer 6: TI_CPTRAP 6: GE_ChRPeCJ 14: VD_ChRPeTC
7: BS_AppGer 7: TI_CRPTA 7: JU_CCiTC 15: VD_TC
8: GL_VGer 8: TI_TCAS 8: NE_CEA 16: VS_ChCivTC

Table 6: Legend of Figure 3

least represented once. The total amount of cantons represented in this dataset is 17 out of 26 which is about
2/3 of the cantons. Looking representation of each region in Table 7 we can see that each region is represented
across the different language datasets. The R. lémanique and Ticino have the highest occurrence across the
dataset, even when not appearing in the German dataset. This is due to the fact that these language regions are
not as geographically dispersed across Switzerland and therefore make up the bulk of their respective language
set. The German cantons are more spread across Switzerland hence we see a more diverse region distribution
in this language set. The only two less-represented German regions are E. Switzerland and Zürich.

Regions according to \citet{swiss_regions} German LCI French LCI Italian LCI Total
Région lémanique (VD, VS, GE) 0,00% 66,30% 0,00% 23,67%
Espace Mittelland (BE, FR, SO, NE, JU) 21,37% 22,28% 0,00% 15,23%
Nordwest Switzerland (BS, BL, AG - 980) 28,49% 0,00% 0,00% 9,70%
Zürich (ZH) 13,68% 0,00% 0,00% 4,66%
East Switzerland (GL, SH, AR, AI, SG, GR, TG) 7,41% 0,00% 0,00% 4,75%
Central Switzerland (LU, UR, SZ, OW, NW, ZG) 29,06% 0,00% 7,37% 9,89%
Ticino (TI) 0,00% 0,00% 85,26% 25,80%
Federation (CH) 0,00% 11,41% 7,37% 6,30%

Table 7: Distribution of the regions in the different LCI datasets and in total
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5 Experiments

In this section, we detail the process of implementing the legal expert annotation task using Prodigy, a propri-
etary Python library and describe the necessary post-processing steps required to prepare the annotated data
the occlusion and LCI experiments with hierarchical BERT. In addition, we present the implementation of the
IAA score and the temperature scaling and further discuss how we derived the occlusion and LCI test sets form
the gold-standard Annotations and the steps we took to run the experiments so that they resemble the SJP task
as closely as possible.

5.1 Explainability Annotations with Prodigy

In this section, we describe the implementation of the legal-expert annotation task. To implement the inter-
face for the legal expert annotation we decided to use Prodigy. Prodigy is a proprietary python library with
a range of pre-built workflows, command-line commands, and other components well suited for conducting
annotations. Prodigy works of so-called recipes (python scripts), which customize the annotation recipe. For
this thesis’ annotation task two such custom recipes were created. To deploy the Prodigy application we used
Docker and the server infrastructure provided by the Research Center for Digital Sustainability. The first version
of the Prodigy Docker setup was provided by Nyffenegger 7.

Creating the custom Prodigy recipe was a straightforward process since they only require a few lines of code.
A Prodigy recipe is a Python function returning a dictionary of its components. The arguments of the recipe
function will become available from the command line so that the passing of parameters is possible. Using
the following Plac syntax the recipe can be given a custom name and a variable number of arguments for the
annotations. For this annotation task, we customized the built-in spans.manual recipe. Source Code 1 shows
an excerpt of the recipe for the facts-annotation task. This recipe lets an annotator mark entity spans in a text
by highlighting them and selecting the respective labels (e.g. "Lower court"). It first loads the correct language
model for the tokenization of the input text (a fact section), then loads the input file (JSONL), and assigns the
accurate output dataset and port. Next, it uses the built-in block Annotation Interface8 to display the judgment,
the link to the judgment, the fact section, and the free text explanation field. Note that each annotator had a
custom link o conduct the annotations individually by adding the suffix ?session=annotator_name.

After an annotation is completed Prodigy dumps the annotations as a nested string in a database file, which
was previously defined in the configuration file (prodigy.json). The annotations from the database can be ex-
tracted as a JSONL file using Prodigy’s built-in db-out. Thesis JSONL files are the basis for the conducted
annotation analysis and the construction of the occlusion experiment test set.

@prodigy.recipe(
"facts-annotation",
language=("The language to use for the recipe.", 'positional', None, str),

)
# function called by the @prodigy-recipe definition
def facts_annotation(language: str):

nlp = spacy.load(f"{language}_core_news_sm") # Load the spaCy model for tokenization.
stream = JSONL(f"annotation_input_set_{language}.jsonl")# Input dataset
dataset = f"annotations_{language}" # Output dataset
port = PORTS[language]

# Tokenize the incoming examples and add a "tokens" property to each example.
stream = add_tokens(nlp, stream, use_chars=None)

return {
"dataset": dataset,
"view_id": "blocks",
"stream": stream,
"config": {

"port": port,

7The original work of Nyffenegger (2022) can be found in this https:github.comSkatingerSwissCourtRulingCorpustreeprodigyprodigy.
He created the Dockerfile and bash scripts which were later adapted to fit the purpose of this annotation task. Note that in the pro-
cess of this thesis his work was merged with the main branch of SCRC, the full code of the Prodigy implementation can be found in the
https:github.comninabaumgartnerSwissCourtRulingCorpustreeprodigyscrcannotationjudgment_explainability.

8Please reference the annotation guidelines in the appendix 8 for screenshots of the interface.
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"blocks": [
# define blocks here
]

},

}

Source Code 1: Excerpt facts_annotation.py

5.2 Post-processing of Annotations

To conduct the occlusion and apply the IAA scores to the legal expert annotation and subsequently to the
occluded sentences, we first must do some extensive post-processing. The difficulty with the prodigy output
format is that the resulting JSONL file is very nested. For example, the token with their entries text, start, end,
id, and ws9 are stored in a separate dictionary from the spans (the actual annotation). The separate span
dictionary contains the start and end of the span, the label assigned by the annotator, and the ids of the tokens
in the span, but not the text of the span. An additional problem that we encounter is that some fact sections (of
the same case) are not tokenized the same as their counterpart in another annotation. The reason for this is that
in the process of the annotation we add line breaks for better readability to the facts section. In consequence,
annotations conducted after this change have a different tokenization (meaning different ids for the same word
at the same position) than before. For IAA scores that require only a textual input, this is not a problem since
the sentences stayed the same, but some scores are implemented with a numerical comparison (comparing the
token id of a word), which means that a normalization of the token id is necessary. For those reasons, we had
to do extensive merging, rearranging, and normalization of the data, which took a lot of time and postponed
the analysis process drastically. After post-processing, the annotations for each document were stored with
each row representing a document and its corresponding annotations (see Table 8). Once the annotations are
transformed into this usable form, we are able to take the steps for the occlusion and LCI and apply the IAA
scores.

id tokens_text_1 normalized_tokens_dict normalized_tokens_1

474906
Verwaltungsgericht
des Kantons Zürich

{’Verwaltungsgericht’: 9, ’des’: 10, ’Kantons’: 11,
’Zürich’: 12, ’das’: 8, ’Nan’: 10000}

[9, 10, 11, 12]

Table 8: Excerpt of the preprocessed annotation table

5.3 Implementation of Inter Annotator Agreement Scores

The implementation of ROUGE, BLEU, METEOR, and BERTscore was straightforward since we could use python
libraries. For ROUGE we could use the native python implementation (Google LLC, 2022), designed to replicate
the results from the original perl package. For the BERTscore, there was also a python package (Zhang et al.,
2022) published with the paper. BLEU and METEOR are both provided by the nltk.translate python pack-
age (Loper and Bird, 2002). Note that for the Jaccard Similarity as well as for the OVERLAP Maximum and
OVERLAP Minimum the token id is used to calculate IAA. This is the reason the normalization is necessary so
that the same word equals the same token id and the longest common sequence and set intersection can be
correctly calculated. For the more sophisticated scores (ROUGE, BLEU, METEOR, and BERTScore) the annotated
respectively occluded text could be used.

The Jaccard Similarity is implemented using Formula 1 and using Sidyakov (2021) article as a guide.
The OVERLAP Maximum and Min following Formulas 2 and 3 are implemented by first getting the maximal and
Minimal sample size (the nominator) and then calculating the LCS between each annotation by comparing
their normalized token id lists.

5.4 Temperature Scaling

As mentioned in our methods section, we use Küppers et al. (2020)’s framework net:cal to temperature scale
our confidence estimates. Net:cal is a Python 3 calibration framework library for measuring and mitigating
the miscalibration of uncertainty estimations by a neural network.

9The value w s is a boolean indicating the presence of a whitespace character after the token.
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For a binary classification task like the SJP one method of post-processing calibration, is temperature scal-
ing. This method was proposed by Guo et al. (2017). It applies a confidence mapping g on top of a miscalibrated
scoring classifier p̂ = h(x) to provide a calibrated confidence score q̂ = g (h(x)). In other words, the confidence
estimates are scaled to the calibrated confidence estimates. We implemented the net cal temperature scaling
in the following way (see Source Code 2 for the function temp_scaling()).

def temp_scaling(df: pd.DataFrame) -> pd.DataFrame:
"""
Replaces the judgment labels with int 0,1.
Creates two NumPy 1-D and 2-D arrays.
Applies temperature scaling to the values and returns calibrated DataFrame

Uses TemperatureScaling() from Kueppers et al.
via https://github.com/EFS-OpenSource/calibration-framework#calibration-framework
"""
df["prediction"] = np.where(df["prediction"] == "dismissal", 0, 1)
# ground truth digits between 0-1 - shape: (n_samples,)
ground_truth = np.array(df["prediction"].values)
# confidence estimates between 0-1 - shape: (n_samples, n_classes)

confidences = np.array(
df[["prediction", "confidence"]].values)

temperature = TemperatureScaling()
temperature.fit(confidences, ground_truth)
df["confidence_scaled"] = temperature.transform(confidences)
return df

Source Code 2: Implementation of temperature scaling using net:cal.
As one can see from the code above we called the Class TemperatureScaling() after transforming the

prediction values from dismissal/approval to 0/1 and creating two numpy.arrays one for the ground truth
(only binary prediction) and one with the prediction and confidence variables. Then as suggested by the
net:cal documentation for the temperature scaling we used methods fit() to build a logistic calibration
model and transform() to get calibrated outputs of uncalibrated confidence estimates. These scaled values
are then scored under the column "scaled_confidence" and were used for the explainability score Sexp and the
confidence direction con fdi r presented in the next sections.

5.5 Occlusion with hierarchical BERT

Remember that the occlusion test set only contains cases from the original SJP test set. Since the gold-standard
dataset contains both cases from the validation and test set, the first step after the post-possessing described
in Section 5.2 is the filtering out of the validation cases. This leaves us with cases from the years 2017 to 2020,
which decreases the total number of different cases in each language set with German now having 27, French
24, and Italian 23 distinct cases. We then split the annotations into sentences again since the applied post-
post-processing joins all annotations for each label. This is done using the original prodigy output file (JSNOL),
which gives us a span dictionary where each span or annotated sentence is a separate entry.

With the split sentences or sub-sentences for each case, we can do the permutations. For experiment 1
we occlude each sentence in a case once adding no marker or trace of the occlusion in the fact section to
leave it as similar and natural as possible. This produces one row per experiment containing the fact section
without the occluded part, a field for occluded text, and the corresponding explainability label the occluded
text was assigned by the annotators. For experiment 2 we compute all combinations of two sentences for each
explainability label and case. For example, if sentences A, B, and C are annotated with the label Supports
Judgment, we once occlude combination AB, AC, and BC. We then apply the same steps for experiments 3 and
4 using sentence combinations of 3 and 4 sentences respectively. This workflow leaves us with four different
test sets per language, each having different parts of the text occluded and annotated with the appropriate
explainability label. Concerning the baseline of these experiments: As described in Section 3 we do not change
the conditions for the model’s prediction and use the same training and validation set as Niklaus et al. (2021).
In consequence, our baseline for the occlusion and the LCI consists of a total of 74 distinct cases contained in
the three-language dataset. We do not change anything in their fact section, meaning there is no occluded text.
They are labeled with the explainability label “Baseline" to distinguish them from the experiments.
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For the experimental setup, we again tried to keep it as similar to Niklaus et al. (2021) previous experiments
as possible. During the training process, they focused on cases that represent the minority class (approval) by
oversampling them. To train and evaluate the BERT-based methods, they used Early Stopping on the develop-
ment data, a learning rate of 3e-5, and a batch size of 64. For hierarchical BERT, the maximum sequence length
was set to 2048. We evaluate the models using the macro-F1 score on the test set, which takes into account
both classes and gives more weight to examples from the minority class. Each experiment is run with a single
random seed10 on a single GeForce RTX 3090 GPU with mixed precision and gradient accumulation. In addi-
tion, we use the Hugging Face Transformers library (Wolf et al., 2020) and the BERT models available from the
Hugging Face.

5.6 Implementation of Lower Court Insertion with hierarchical BERT

The LCI has a different kind of test set than the occlusion, but the rest of the above-described setup and frame-
work also applies to the LCI. In this experiment, we try to investigate bias from one lower court to another. To
create the lower court test set we apply the same post-processing to the gold-standard annotation as described
in Section 5.3. Therefore, we also obtain the same number of distinct cases as in the occlusion dataset. We then
extract all distinct entities of the lower court. This results in 13 lower courts for the German, 16 for the French,
and 9 for the Italian dataset. For a better overview and normalization, we abbreviate each lower court (see
Appendix, Table 22). After extracting each lower court and inserting a provisional marking at the location of
extraction, we add a column containing the original lower court. This is important to distinguish the baseline
from the experiments. Finally, we insert each lower court once except for the original lower court. Note that
we do not apply any normalization to the lower courts before inserting them, the abbreviation seen in the LCI
dataset description is only added in the analysis step of this thesis. In consequence, some lower courts appear
twice in the test set11, but are later summarized into one court.

10seed 2, which provided the best results according to Niklaus et al. (2021)
11One example would be the BE_OGer, which appears twice once as "Obergericht Bern" and once as "beim Obergericht Bern".
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6 Analysis

In this section, we will present the key findings from our quantitative analysis of the annotations, the occlusion,
and the LCI experiments. We will also discuss the methods we used to evaluate and visualize the results, includ-
ing the metrics we employed and how we aggregated the data. We aim to provide a comprehensive and detailed
overview of the outcomes of our experiments, so you can fully understand the significance of our findings.

6.1 Main Results – Legal Expert Annotations

In this section, we will discuss the main results of the legal expert annotations. First, we will have a look at the
overall explainability label distribution, then briefly explain how we implemented IAA, and then presented the
results from the IAA agreement scores.

6.1.1 Explainability Label Distribution

As mentioned in Section 3.5, a total of three cycles were conducted in this annotation task. Figure 4 below il-
lustrates the distribution of the explainability labels in the German dataset12. In the German subset, all three
annotators used all three labels. Annotator 1 annotated the least amount of tokens13, while annotator 3 anno-
tated the most, especially when using the Supports Judgment label. One annotator only annotated the French
dataset. While the Italian set was annotated by two of the experts, expert 1 was only able to work on a handful
of cases before resigning. This is the reason why in the following IAA analysis only the German dataset was
considered. The equivalent figures of these languages can be found in the Appendix (Figures 21 and 22).

Note, that the used IAA scores and the analysis tools can be adapted to all the remaining languages. The
extension of the annotations and, in consequence, the analysis could be a focus for future work.

Figure 4: Distribution of the number of tokens per explainability label for the different annotators in German
cases.

6.1.2 Inter Annotation Agreement Results

Table 9 shows the mean IAA for each score for the German dataset in the first cycle of the annotations. Note that
in this table the agreement for the individual labels is combined. The full results for each label can be found
in the appendix (Table 20). The shown IAA scores are calculated as explained in Sections 3.6 and 5.3. We show
only the results for the first round since in the second cycle only two annotators were involved and only some
new annotations were added. The agreement is roughly the same (see Table 21 in the appendix).

12Latest version of the annotation before the gold-standard
13In the context of this thesis the term "tokens" references the words in a string. However, since it cannot be guaranteed that the auto-

matic tokenization has worked perfectly, we use this term.
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IAA Score A1 and A2 A1 and A3 A2 and A3 Mean Score
bert_score 0.91 0.868 0.938 0.905
bleu_score 0.757 0.695 0.855 0.769
jaccard_similarity 0.731 0.64 0.822 0.731
meteor_score 0.776 0.71 0.884 0.79
overlap_maximum 0.689 0.612 0.745 0.682
overlap_minimum 0.836 0.735 0.816 0.796
rouge1 0.788 0.696 0.877 0.787
rouge2 0.749 0.649 0.852 0.75
rougeL 0.779 0.687 0.873 0.779

Table 9: Mean Inter Annotator Agreement between the annotators in the first cycle

As one can see in Table 9 we achieved very high agreement for each of the scores, with values ranging be-
tween 0.7 and 0.9. Using BERTScore we achieve the highest agreement. The reason for this could be that this
metric has the best ability to find similarities in non-exact matches. OVERLAP Minimum also achieves good re-
sults, which could indicate that the annotations were often a subsequence of each other e.g. different starting
points of the same sentences. The OVERLAP Minimum illustrates this fact since the longest common subse-
quence is divided by the smaller sample size. Looking at the agreement between the different annotators:
Legal experts 2 and 3 have the highest agreement. This could be because these two legal experts were involved
until the end of the annotation process and received the best training and the most up-to-date guidelines.

We now want to look at some more detailed visualization of these results. The violin plot in Figure 5 shows
the IAA calculated with BERTscore, METEOR, OVERLAP Minimum, and ROUGE−L for all three explainability labels
per annotator. The agreement in the categories LowerCourt and Supports Judgment is very high. With the
minimum for both scores being at around 0.4 and most of the values accumulating in the upper interquartile
range. We can also observe that the results for these labels are very similar for all four scores, with the difference
that the range of values with BERTScore and ROUGE−L is smaller and even more pronounced in the upper field
than with the other two scores.
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Figure 5: Results of BERTScore, METEOR, OVERLAP Minimum and ROUGE−L in the first cycle. The darker parts
are the results from BERTScore and ROUGE−L, the lighter parts show the results from METEOR and OVERLAP

Minimum. The red dash indicates the mean and the orange dash indicates the median. The numbers at the
bottom indicate annotator combinations.

Looking at the Opposes Judgment label we notice a bigger span of values, especially with METEOR, ROUGE−L

and OVERLAP Minimum. Here the values accumulate in the upper and lower quantile with the plot being skin-
nier in the middle. Except for the agreement between annotators 1 and 2, where the violin is more pronounced
in the lower third. A reason for those worse results in theOpposes Judgment category could be that these sen-
tences were harder to identify, thus leading to more conflicting annotations. The experts also confirmed this
during the discussion regarding the gold-standard annotations. They explained that depending on the judg-
ment, a very similar sentence, most of the time at the end of the facts, could be either opposing or supporting
the judgment depending on the verdict of the case. If an expert did not remember the verdict or did not read
the sentence word for word, it was possible that these sentences were annotated in opposite ways. This is also
an example of a conflict that was resolved during the gold-standard annotations. The Prodigy interface clearly
indicates opposing annotations, which makes it very easy to resolve conflicting annotations. Another possibil-
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ity to increase the agreement in the Opposes Judgment category would be the implementation of more cycles
in the annotation. Looking at the results of this second round (Table 21 in appendix), we see that this is no
guarantee for higher agreement since the results in this category were very similar to the first round.

In conclusion, the results from the legal expert annotations are very promising. Even with a few rounds,
we achieve an overall agreement of approximately 0.78. These results speak for the quality of the guidelines
and the training the legal expert received. It also gives us a good indication of the quality of the gold-standard
annotation and the resulting explainability dataset. The results of the IAA calculations showed that the anno-
tations were generally consistent, with most scores falling above the 0.4 threshold for acceptable agreement.
However, there were some areas where additional training or clarification was needed. These issues were ad-
dressed before conducting the gold-standard annotations to ensure the quality of the annotations. Overall,
these IAA played a crucial role in ensuring the reliability and trustworthiness of the Legal Expert Annotations,
which serve as the ground truth for evaluating the model-generated explanations in this thesis.

6.2 Main Results – Occlusion

In this section, we present the results from the occlusion method. Specifically, we aim to identify any patterns
or trends that may shed light on the reason why the model chose a certain prediction. For this purpose, we
look at the overall performance and examine correctly and incorrectly classified sentences. We also look at the
general trends for the explainability label and present our results from the IAA study and the obtained textual
explanations.

To examine the overall performance of the occlusion with hierarchical BERT (seen in Table 10) Niklaus et al.
(2021) suggests that the macro-average measures Macro-F1 is a more appropriate measure. The reason is that
the classification task is quite challenging when label skewness is present. In other words, it can be challenging
to outperform dummy baselines (such as always predicting the majority class). Hence the Macro-F1 measures
take into account the performance of both classes and are able to distinguish between more effective methods.
These measures favor models that are able to learn the task and are able to accurately classify the two classes,
rather than simply predicting the majority class every time. The performance of the model is similar between
the German and French subsets, which have 35K and 21K training samples, respectively. However, their per-
formance is much worse in the Italian subset, which has only 3K training samples. In German and French,
occlusion performs better than the original SJP. In Italian, the SJP outperforms occlusion in every experiment.
The good results in German and French may be due to the selection of mostly priorly correctly predicted cases
in the original SJP task, leading to a higher probability that the model will predict the correct judgment again.

Model de fr it

Macro-F1 Macro-F1 Macro-F1 Macro-F1 Macro-F1 Macro-F1

(SJP) (OCC) (SJP) (OCC) (SJP) (OCC)

hierarchical (two-tier 4× 512 tokens)

1 Native BERT 68.5 ± 1.6 86.0 70.2 ± 1.1 88.9 57.1 ± 6.1 53.4

2 Native BERT 68.5 ± 1.6 83.2 70.2 ± 1.1 85.9 57.1 ± 6.1 54.0

3 Native BERT 68.5 ± 1.6 82.8 70.2 ± 1.1 82.7 57.1 ± 6.1 50.3

4 Native BERT 68.5 ± 1.6 81.8 70.2 ± 1.1 881.1 57.1 ± 6.1 44.7

Table 10: Comparison between the results from the SJP and the Occlusion experiments using the Macro-F1.
The numbers at the beginning of the row indicate the Occlusion experiment. The models were all trained and
tested in the same language. "Native BERT" refers to the BERT model that was pre-trained in that language.
The best scores for each language are highlighted in bold. In the SJP results, the standard deviation between
different seeds is shown, but in the Occlusion results, the model was only run using one random seed, so this
information is not necessary.

Next, we examine the prediction distribution of each experiment using Table 11. Notice that the baseline
predictions except for Italian are relatively equally distributed. For all the experiments the predictions for Ger-
man and Italian lean more towards dismissal while for French they stay rather equally distributed. The ratio of
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dismissal in German becomes more extreme as more sentences are occluded, while in French, the ratio moves
slightly towards approval, but to a much lesser degree. In Italian, the initial strong unequal distribution toward
dismissal gets less pronounced with a higher experiment count.

Language Approved Baseline Dismissed Baseline Approved Occlusion Dismissed Occlusion
1 Sentence Occlusion
German 44,44% 55,56% 38,11% 61,89%
French 50,00% 50,00% 51,96% 48,04%
Italian 21,74% 78,26% 21,72% 78,28%
2 Sentence Occlusion
German 44,44% 55,56% 28,97% 71,03%
French 50,00% 50,00% 51,72% 48,28%
Italian 21,74% 78,26% 25,59% 74,41%
3 Sentence Occlusion
German 44,44% 55,56% 20,03% 79,97%
French 50,00% 50,00% 54,36% 45,64%
Italian 21,74% 78,26% 34,65% 65,35%
4 Sentence Occlusion
German 44,44% 55,56% 13,11% 86,89%
French 50,00% 50,00% 58,86% 41,14%
Italian 21,74% 78,26% 42,91% 57,09%

Table 11: Prediction Distribution in Occlusion Experiments

For the more detailed analysis of the occlusion, we used the explainability score Sexp , the scaled confidence
Cocclusi on , and the confidence direction con fdi r . Using these metrics we are able to analyze the changes in the
predictions from the occlusion. In the next section, we explain how we aggregated these scores and visualized
the results.

6.2.1 Impact of correctly Classified Sentences

To examine the impact an occluded sentence has on the model we first separate the occlusion results into a
set of correct and incorrect classifications using the confidence direction. For example, if a sentence chunk
was originally annotated with the explainability label Supports Judgment (con fdi r =−1, see Table 2) and oc-
cluding it also resulted in a negative con fdi r , the model classifies this sentence chunk correctly. We then apply
the t-test to the explainability score and to the scaled confidence direction and visualize the results using the
scatter plots below. Note that points plotted as significant must have significant differences14 to the baseline in
both their means. It is also important to note here that we remove all sentences the model classified as neutral
(models con fdi r = 0) since they do not matter to us as they did not impact the prediction.

We observe the impact of correctly classified sentences in Figures 6,7, 23 and Table 12. The maximum
amount of correctly classified sentences can be found in the French experiments with a ratio of around 10% for
the Supports Judgment category. We can also observe that same as with the overall performance the model’s
sentence classification was the worst in Italian. In general, we see much more correctly classified sentences
with Supports Judgment than withOpposes Judgment. This is probably due to the fact that the Opposes

Judgment category is least represented in the occlusion dataset (the least amount of tokens annotated), but it
could also show a weakness of the model with classifying sentences of this label.

14Calculated using the one-sample t-test with significance levels α= 0.05 value
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Language Supports Judgement Opposes Judgement
1 Sentence Occlusion
German 9,43% 6,74%
French 9,25% 7,12%
Italian 7,49% 4,12%
2 Sentence Occlusion
German 9,16% 3,51%
French 10,34% 3,09%
Italian 4,15% 1,53%
3 Sentence Occlusion
German 8,41% 1,38%
French 13,61% 1,23%
Italian 1,45% 0,51%
4 Sentence Occlusion
German 7,64% 0,46%
French 15,71% 0,59%
Italian 0,43% 0,18%

Table 12: Distribution of the correctly classified sentence chunks per explainability label, language and experi-
ment

Investigating the correct classification further, first of all, we want to draw attention to the x-axis of all up-
coming plots, which depicts the “scaled confidence direction". The “scaled confidence direction" is the scaled
confidence of a particular occlusion experiment multiplied by the confidence direction. This results in nega-
tive values for Supports Judgment since this label has confidence direction -1, which makes understanding
the plots much easier. In addition to this simplification we also only look at the German and French plots in
detail, since in Italian there were only a few correct classifications (see Figure 23 in the Appendix). When exam-
ining Figures 6 and 7 we are looking for clustering at the limits of the x-axis and y-axis. In other words, we want
a lot of orange points on the left bottom quadrant and a lot of dark green points on the right upper quadrant.
The reasoning behind this is that with opposing confidence directions (-1 for Supports Judgment and 1 for
OPPOSE JUDGMENT) the desired output of the model should not only be a correct classification (assigning
the right sign) but a strong correct classification (high negative/positive values).

Looking at the German plots (Figure 6) we observe that they all look rather similar except that the amount
of correctly classified sentences and therefore points increases. Overall, as with the distribution, there is a more
significant impact with the Supports Judgment category (orange), especially when looking at experiments 2
and 3. With this explainability label, we see the desired effect quite nicely illustrated, with a mixed orange
cluster of both predictions gathering at the lower left side of the plot. We also see some significant impacts
for Opposes Judgment in experiment 2, with some clustering at the middle right of this plot. We can further
observe that the predictions seem rather equally distributed for the German correct classification, showing
both some approved and dismissed predictions in all the plots.

38



Figure 6: This plot shows the impact each correctly classified sentence has in German on the prediction. The
further away a point is from the null axis the more impact it has on the model’s prediction. The different
markers indicate the prediction and the number on the bottom left is the experiment number.

Looking at the French results in Figure 7 we see much more pronounced plots, especially for Supports
Judgment, where plus symbols for the approved predictions almost draw a line on the y-axis. When the model
makes many similar predictions (same Coccl usi on for different cases), such a line is formed in the plot. The
length of this line reflects the difference in the explainability score (Cbasel i ne −Coccl usi on) for these predictions.
Here the impact ofOpposes Judgment is much less significant than in the German dataset with only a few
clusters in dark green mostly consisting of approved predictions. In addition, we see more approved decisions
in this plot overall than in the German dataset, with the prediction equal 1 (plus symbols) being much more
frequent. Interestingly enough, we also again have the case that the language plots are very similar to each
other.
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Figure 7: This plot shows the impact each correctly classified sentence has in French on the prediction.

Table 13 shows the distribution of the incorrectly classified sentences. Note that we have neutral sentences
in this setup because these neutral sentences were incorrectly classified by the model as either supporting or
opposing the judgment. We observe that there is an overwhelming amount of incorrectly classified neutral
sentences. This high ratio in this category is probably due to two reasons: First, there were overall much more
neutral sentences, to begin with, so these sentences made up the bulk of the occlusion experiments. Secondly,
neutral sentences could be wrongly categorized as either Supports Judgment or OpposeJudgment while the
other two categories could only be wrongly categorized as their opposite because we removed the model’s clas-
sification of neutral sentences. Interestingly, the OpposeJudgment category stays the almost same as with the
correct classification seen in Table 12. This confirms that the distribution of the classified sentences probably
represents the different amount of occurrences these categories have in the dataset rather than a weakness of
the model’s classification ability in a specific category.

6.2.2 Impact of incorrectly Classified Sentences

To begin understanding the false classifications, we want to start by explaining what we are looking for in Fig-
ures 8, 9 and 10, because it is different than with the correctly categorized sentences above. With these visu-
alizations, the desired result would be clustering around both the y and x axes. In German and Italian we see
a resemblance of this desired clustering. However, we can also observe that especially Neutral sentences are
distributed all over the plot in all three datasets. This suggests that these sentences, even though from a legal
perspective unimportant, still have quite a significant positive and negative impact on the model’s predictions.
This effect is especially pronounced in the French dataset, where the clustering occurs at the axes limit like in
the correctly classified sentences. As for the predictions we see a lot more dismissed predictions in all three of
these plots suggesting that in those cases the model may have more difficulties identifying legally important
sentences from unimportant ones.
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Language Supports Judgement Opposes Judgement Neutral
1 Sentence Occlusion
German 14,02% 7,55% 62,26%
French 20,64% 4,98% 58,01%
Italian 10,11% 7,49% 70,79%
2 Sentence Occlusion
German 7,38% 3,45% 76,50%
French 18,83% 1,86% 65,87%
Italian 5,59% 3,05% 85,68%
3 Sentence Occlusion
German 2,97% 1,33% 85,91%
French 20,05% 0,64% 64,47%
Italian 2,29% 0,91% 94,85%
4 Sentence Occlusion
German 1,24% 0,60% 90,06%
French 28,02% 0,39% 55,28%
Italian 0,82% 0,35% 98,21%

Table 13: Distribution of the incorrectly Classified Sentence chunks for each language and experiment

Figure 8: This plot shows the impact each incorrectly classified sentence in German has on the prediction.
The further away a point is from the null axis the more impact it has on the model’s prediction. The different
markers indicate the prediction and the number on the bottom left is the experiment number. Note that with
this false classification the clustering should occur on around both axes.
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Figure 9: This plot shows the impact each correctly classified sentence in French has on the prediction.
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Figure 10: This plot shows the impact each correctly classified sentence in Italian has on the prediction.

This initial analysis reveals mixed results regarding the model’s understanding of the semantics and context
of the facts section. The correct classifications suggest that when the model correctly classifies a sentence, it is
also quite influential in its decision-making process. This may indicate that BERT has a semantic understand-
ing of the importance of these sentences and is able to make predictions based on legal reasoning in some
cases. However, the wide range of classifications for neutral sentences indicates that these pose a significant
challenge for the model. To further investigate the potential trends and impact of the explainability labels, we
will present a further aggregation of these results in the next section

6.2.3 Trends Explainability Labels

We can examine the overall trends for each explainability label using Figures 11, 12,13. Note that with this visu-
alization we again ignored sentences classified by the model as Neutral, only showing the trends for sentences
the model labeled with the other two labels. For these plots, we have chosen a different scale and enlarged the
relevant quadrant. For Supports Judgment this means an enlargement of the lower left part of the plot and of
the upper right part of the plot for Opposes Judgment. First, we observe that for the three languages we have
quite different plots. The German plots Figure 11 show the most clustering on the entire grid surface, French
(Figure 12) again shows line patterns on the axes and in Italian we a mix of clusters and diagonal line patterns.
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Figure 11: This plot shows the trend of theSupports Judgment andOpposes Judgment classification by the
model for German cases. Note that this plot contains both correct and incorrect classifications. The actual
human classification is indicated by the marker color.

These plots illustrate that the model appears to have a high level of confidence in correctly classifying
Opposes Judgment in all three languages, as indicated by the dense clusters of dark green markers in the right
subplots of Figures 11, 12, and 13. In contrast, the impact of false Opposes Judgment classifications is mini-
mal, as shown by the smaller number of dark green markers in the left subplots. In terms of the green clusters,
we see that in German, the majority of predictions are dismissals, in French the majority are approvals, and in
Italian, both types of predictions are equally represented. Examining the occurrence of Supports Judgment

we can see that in German both correctly and incorrectly classified sentences have only a small amount of im-
pact (see orange clusters around the zero mark and at the edges of the of the Figure 11), with the exception
being some approvals the fourth left subplot. French on the other hand shows a much greater effect concern-
ing Supports Judgment with orange lines at the edges of almost all the subplots. In Italian, the models seem to
be the strongest in clearly identifying the correct sentences as supporting judgment (especially for approvals)
while having almost no incorrectly classified sentences in this category.

One weakness that is apparent in all languages is the difficulty in correctly classifying Neutral sentences.
This is particularly evident in the Supports Judgment plots (left subplots), where the effects are particularly
pronounced. This supports the finding from the previous section that the model tends to falsely view legally
unimportant sentences as important, particularly as supporting the judgment.
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Figure 12: This plot shows the trend of theSupports Judgment andOpposes Judgment classification by the
model for French cases.

Figure 13: This plot shows the trend of theSupports Judgment andOpposes Judgment classification by the
model for Italian cases.

6.2.4 Inter Annotator Agreement between Model and Legal Expert

The results above analyze the model’s classification ability and show the impact the occluded sentences had on
the prediction estimates. In this section, we further investigate the contents of the falsely classified sentences
to determine if the model understands or has learned the legal finesses contained in a fact section. We present
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the calculated the IAA of the incorrectly classified sentences with the gold-standard annotations. This enables
us to investigate if incorrectly classified sentences may still be similar enough to the human annotations to
suggest that the model understands the semantics of these sentences. To ensure comparability we apply the
same IAA scores as with the annotations and calculate the IAA of each incorrectly classified sentence, with
all the human-annotated sentences with this respective label in the same case. Table 14 shows the mean IAA
for each language and score. Note that this mean consists of the average of both explainability labels and all
occlusion experiments.

We see a rather similar agreement over all the languages with most of the scores ranging between 0.04
and 0.15. This indicates a very low agreement between the incorrectly classified sentences and the annotated
sentences. Interestingly enough with BERTScore, we achieve an overall agreement of over 0.6, which indicates
medium agreement. This is probably due to the fact BERTScore is one of the more sophisticated and newer
IAA metrics and is able to determine if sentences are semantically equivalent to each other. The Violin Plot in
Figure 14 visualizes the IAA using BERTScore as seen in the annotation analysis.

IAA Score Mean German Mean French Mean Italian
bert_score 0.653 0.682 0.661
bleu_score 0.16 0.192 0.181
jaccard_similarity 0.084 0.128 0.086
meteor_score 0.094 0.135 0.087
overlap_maximum 0.041 0.041 0.037
overlap_minimum 0.127 0.111 0.118
rouge1 0.127 0.234 0.155
rouge2 0.033 0.061 0.024
rougeL 0.094 0.156 0.106

Table 14: Mean Inter Annotator Agreement between human and model for each language

Figure 14 shows that the agreement is similar across languages, experiments, and labels, with mean and
median values around 0.65. In German and French, we see that Opposes Judgment sentences have a higher
agreement than Supports Judgment, with values ranging from around 0.5 to 0.9. These values are mostly
concentrated in the middle and upper parts of the violin plots. Italian exhibits slightly lower agreement in this
category, with rounder plots due to a smaller range of values and a concentration in the middle (as shown
by the blue violins in the Italian subplots in Figure 14). For Supports Judgment, we see a similar range of
values in German and Italian across all languages and experiments, but with some more pronounced lower
parts in the plots. Except for Italian which still has very round plots that are similar to their Opposes Judgment
counterparts.
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Figure 14: These violin plots show the results of the BERTScore. The red dash indicated the mean and the
orange dash indicates the median. The number in the bottom corner indicates the occlusion experiment

The analysis of the IAA results shows mixed results. While most of the scores have a low agreement, the
BERTScore metric exhibits higher agreement with values around 0.65, suggesting that the model may under-
stand the semantics of the incorrectly classified sentences. This suggests that the model may not simply be
making random classifications as legally important, but rather has some understanding of the content of these
sentences. Overall, our results indicate that the model still has room for improvement in accurately identifying
the importance of sentences and making accurate predictions. They also suggest that further investigation into
different IAA metrics may be necessary, as they may not all be suitable for comparing human and model anno-
tations. It is worth noting that the low agreement across most of the IAA scores may be due to the difficulty of
the classification task, as well as the potential for label skewness in the dataset.

6.2.5 Explanation Accuracy

In Section 3.7.5 we introduced the explainability accuracy score aSexp . This scoring system gives us the pos-
sibility of producing explanations with two flavors: a model-near explanation and a human-near explanation.
For each case in the occlusion test sets, we chose 4 sentences as an explanation. Two model-near and two
human-near explanations. Each of these two explanations consists of one sentence supporting the judgment
and one opposing the judgment. The two flavors differentiate the filtering method applied to choosing these
sentences. For the closest model explanation, we chose the sentences with the highest explainability score (for
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Supports Judgment the highest negative score, and for Opposes Judgment the highest positive score). For
the closest human explanation, we chose sentences with the highest IAA calculated using the BERTScore. To
clarify using the explanation accuracy score aSexp and the confidence direction con fdi r we were able to filter
explanations in two flavors and apply a score to them which classifies the legal accuracy of these explanations.

Note that the explanation length increases in the experiments with larger chunks (occlusion of 2,3,4 sen-
tences), but the scoring system stayed the same. Each of these two sentences or two chunk explanations was
assigned an explanation accuracy score giving them a value between 2 and 0.

Figure 15: Distribution of the explanation accuracy score aSexp for model-near and human-near explanations
in German. The black plot indicates the normal distribution.

Figures 15,16, and 17 show the distribution of the explanation accuracy scores for the three languages. The
human-near distributions (bottom histograms) are similar across all three languages, with peaks at 115, 1.75,
and 2.0. One difference is that the German and French human-near explanations have a higher accumulation
at the maximum value (2) than Italian. This is also true for the German and French model-near explanations,
even when less pronounced. Looking at the model-near explanations the French subset has the worst expla-
nation quality, with some values accumulating below the 1 threshold. Overall, these distributions suggest that
both the model-near and human-near explanations are of mostly high quality (> 1). When analyzing the data
more closely we also found that they often consist of the exact same sentences. Indicating that these two flavors
are not as different as one would imagine. We also did not see any higher distribution when aggregating these
results across prediction, legal areas, years or explainability labels, with the mean values always in a similar
distribution than seen in Figures 15,16, and 17, with no distinct patterns apparent.

15Note that values accumulating at 1 often indicate that there was only one explainability label present in the case, allowing for an
explanation containing only a sentence with that label (e.g. a sentence supporting the judgment).
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Figure 16: Distribution of the explanation accuracy score aSexp for model-near and human-near explanations
in German. The black plot indicates the normal distribution.

Figure 17: Distribution of the explanation accuracy score aSexp for model-near and human-near explanations
in German. The black plot indicates the normal distribution.
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6.3 Main Results – Lower Court Insertion

In this section, we present the results of our investigation into potential bias within different lower courts using
the LCI method. As previously discussed, we used the Macro-F1 measure to evaluate the performance of the
LCI. In addition, we conducted a detailed study in each language to examine the impact of inserting a particular
lower court on the model’s prediction.

The results, as shown in Table 15, indicate that the performance of the model is similar between the Ger-
man and French subsets, which have 35K and 21K training samples, respectively. However, the performance is
weaker in the Italian subset, which has only 3K training samples. In German and French, the LCI performs bet-
ter than the original SJP. In Italian, the SJP outperforms the LCI. These results suggest that the model is robust
to small changes in the fact section and still is mostly able to make a correct prediction.

Model de fr it

Macro-F1 Macro-F1 Macro-F1 Macro-F1 Macro-F1 Macro-F1

(SJP) (LCI) (SJP) (LCI) (SJP) (LCI)

hierarchical (two-tier 4× 512 tokens)

Native BERT 68.5 ± 1.6 85.9 70.2 ± 1.1 88.9 57.1 ± 6.1 53.7

Table 15: Comparison between the results from the SJP and the LCI experiments using the Macro-F1. The
models were all trained and tested in the same language. "Native BERT" refers to the BERT model that was
pre-trained in that language. The best scores for each language are highlighted in bold. In the SJP results, the
standard deviation between different seeds is shown, but in the LCI results, the model was only run using one
random seed, so this information is not necessary.

Regarding the prediction distribution for these experiments, we can see in Table 16 that especially the Ger-
man and French datasets have quite an equal distribution. Concerning the effect a lower court has on the
distribution, as explained in Section 3.6, we use the explainability score Sexp to analyze the changes in the pre-
dictions from the LCI. Figures 18, 19, and 20 show the influence each lower court has on the prediction. To
better visualize this influence we separate negative Sexp from positive Sexp and calculate the mean for each
direction. In other words, each result for one specific lower court is split into a set of positive influences and
negative influences on the prediction. We also highlight the respective prediction with 0 (dismissal) having no
hatch pattern and 1 (approval) having one. We also apply the t-test to each negative and positive mean com-
paring it to a hypothesized mean of 0, since theoretically if there is no bias from one lower court to another
the explainability score should be 0 (no changes in prediction confidence). The results from the t-test are then
aggregated with the mean explainability score giving us an indication if the mean is significantly different from
the population mean (see darker parts in Figures 18, 19, 20). We also examine which court actually managed
to flip a model’s prediction from the baseline (Tables 17,18 and 19 and Figures 24, 25 and 26 in the appendix)
and try to find a correlation between these two results. It is important to mention that we talk about very small
changes in confidence below 0.1, but the LCI was also a very small disruption of the facts section, with a mean
of around 7 tokens. We will now describe these results for each individual language starting with German.

Language Approved Baseline Dismissed Baseline Approved LCI Dismissed LCI
German 44.45% 55.55% 43.59% 56.41%
French 47.83% 52.17% 52.94% 47.08%
Italian 21.74% 78.26% 16.67% 83.34%

Table 16: Prediction distribution in LCI

6.3.1 German results

For the German lower courts we can observe that the administrative court Berne (Be_VGer), the high court of
Aargau (AG_OGer), the appeals court of Basel-Stadt (BS_AppGer), and the administrative court from canton
Schwyz (SZ_VGer) do not significantly influence the model’s confidence. When we look at the plot (see Figure
18) in general we can see an all-around against approval and toward dismissal trend echoing the slightly skewed
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prediction distribution seen in Table 16. The same is true for the flipped decision since there are more decision
flips from approval to dismissal, indicating a pro-dismissal16 trend.

Looking at courts with significant influence (darker parts in the plot): Inserting BE_Oger has almost the
same influence in both directions, with a bit more positive influence for approved decisions. The high court of
Zurich has the smallest influence in both directions. With both these courts this trend is also true regarding the
flipped decisions with Berne having more than double predictions flipped from 0 to 1 (positive influence for
approval) and Zurich having no flipped decisions at all (not influential).

The courts with the most consistent trend are courts from the inner part of Switzerland from the cantons
Lucerne, Schwyz and Glarus (GL_VGer, Lu_KGer and SZ_KGer), from the northern part of Switzerland like the
Administrative Court of Aargau and the cantonal courts of Basel-Landschaft (BL_KGer) and Zurich (ZU_KGer)
and the Cantonal Court of Appenzell Ausserrhoden (AR_KGer). By a consistent trend, we mean that this court
shows opposite directions for each prediction, resulting in a “Z" shape in the plot rather than a stacked pyramid.
This is true for all these courts even if in different intensities. For the courts from Aargau, Appenzell Ausser-
rhoden, Basel-Landschaft, Glarus, and Zurich this trend is against approval or pro-dismissal. Consequently,
we see as mentioned before an overall trend toward pro-dismissal (except for Lucerne). This trend is mostly
reproducible in the flipped decisions where most of these courts have more flipped predictions from 1 to 0. An
exception would be for example BL_KGer’s only managed to flip predictions from 1 to 0 and AR_KGer’s flipped
more decisions from 1 to 0.

Figure 18: Effect on the confidence of each German lower court via two-sided explainability score. The darker
parts indicate a significant difference from the baseline mean explainability score. The hatched bars show the
approved predictions.

16The term ’pro-dismissal’ refers to a situation where the outcome of a lower court case favors dismissal or is unfavorable for approval.
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Looking now at the positive influence on the prediction we can see that the already mentioned courts
SZ_KGer and LU_KGer have a significant positive influence on the model’s decision while having little negative
influence. This effect is especially pronounced for the prediction approved. When looking again at the flipped
predictions this pro-approval17 trend is not perfectly reflected. For example, the cantonal court of Lucerne only
flipped decisions opposite to its trend (from 1 to 0). This suggests that these two metrics may not always be
perfectly correlated. The most influential courts in the negative direction, are the AG_VGer, the BL_KGer, the
GL_VGer (both administrative courts), and ZU_KGer. These courts show especially less confidence when look-
ing at approvals while having no significant influence in the positive direction. This negative trend can again
also be found in the flipped decision, where the trend for these courts except for AG_VGer (flips both decisions
equally) is flipping predictions from approval to dismissal.

In conclusion, when looking at the German lower courts, there appear to be some trends for the differ-
ent courts which correlate with the prediction distribution and the flipped predictions. Courts from cantons
Schwyz, Lucerne, and Appenzell Ausserrhoden mostly have a significant positive influence on the model’s de-
cision, while the most influential courts in the negative direction are the AG_VGer, the BL_KGer, the GL_VGer,
and ZU_KGer. In general, there is a strong trend against approval with a mixed positive trend (pro-approval as
well as pro-dismissal).

Lower Courts Total Nr. of Cases Flipped Cases 1 → 0 Flipped Cases 0→ 1 Total Nr. Flipped Cases
AG_OGer 22 4,55% 0,00% 4,55%
AG_VGer 22 4,55% 4,55% 9,09%
AR_KGer 23 8,70% 4,35% 13,04%
BE_Oger 36 2,78% 5,56% 8,33%
BE_VGer 22 0,00% 0,00% 0,00%
BL_KGer 24 4,17% 0,00% 4,17%
BS_AppGer 21 0,00% 4,76% 4,76%
GL_VGer 22 4,55% 4,55% 9,09%
LU_KGer 23 4,35% 0,00% 4,35%
SZ_KGer 22 4,55% 4,55% 9,09%
SZ_VGer 22 4,55% 4,55% 9,09%
ZU_KGer 23 8,70% 4,35% 13,04%
ZU_OGer 20 0,00% 0,00% 0,00%

Table 17: Distribution of Flipped Cases in the German LCI. Note that most of the courts showing no flipped
prediction also show a low influence on the model’s prediction.

6.3.2 French results

In this section, we will focus on the results of the French lower courts illustrated in Figure 19. These courts are
less geographically dispersed in Switzerland and are mostly located in the western or middle part of Switzer-
land. There are also fewer cantons as in the German dataset. First, we can ignore the social insurance court
Vaud (VD_CHCTA), since it has no significant influence. Secondly, we can observe that there is an overwhelm-
ing amount of significant positive influence. In other words, the national administrative court (CH_BVGer),
the civil appeal chamber of Fribourg, all the courts from Geneva, the civil court of Jura, and all but one court
from the canton of Neuchatel and Vaud have a positive influence, with simultaneously little negative influence.
This effect is especially pronounced for approved cases. This same pro-approved trend is also reflected in the
prediction distribution, even when only very slightly leading more towards approval. Inspecting the flipped dis-
tribution using Table 18 we can first observe that the French cases flipped at a higher rate than cases from the
other two datasets. With only one court having zero prediction flips. For example, for the three courts of Geneva
(Ge_CJ, GE_CJR and GE_ChRPeCJ), the Court for the protection of children and adults and the Court of Public
Law of Neuchatel (NE_CEA and NE_CPuTC), and for the Appeal and Insurance Court of Vaud (VD_CAPPe and
VD_CASoTC), the positive influence on the approved decisions leads to a high amount of dismissed decisions
being flipped (over 10%).

Looking at courts with consistent trends, most of the french lower courts show a more or less pronounced
“Z" shape. With all but three of these “Z" shapes leaning pro-approval and against dismissal. The flipped
prediction also mostly represents this trend even if not perfectly, particularly for less pronounced “Z" shape like
in the VD_CASoTC (flips equal amount of decisions for both predictions). Examining the negative influence, we
can observe that the Swiss National Supreme Court (CH_BGer), the Criminal Court of the Canton of Neuchâtel

17The term ’pro-approval’ refers to a situation where the outcome of a lower court favors approval or is unfavorable for dismissal.

52



(NE_CPe), and the Civil Chamber of Valais (VS_ChCivTC) decrease the model’s confidence, particularly for
dismissed cases. This trend is also again somewhat similar for the flipped predictions, but the correlation is not
perfect for example for the CH_BGer flips again an equal amount of both prediction 0 and 1.

Based on this first analysis it appears that the French lower courts have a mostly positive influence on
the outcomes of cases, except for a few specific courts that have a negative influence. The positive influence
of these courts is particularly pronounced in approved cases while the negative influence is pronounced in
dismissed cases. Overall in French cases, the trends are very consistent with most courts showing a “Z" shape.
The correlation with the flipped decisions is also quite high, but there are some courts where we rather see a
kind of prediction swapping than flipping.

Figure 19: Effect on the confidence of each French lower court via two-sided explainability score. The darker
parts indicate a significant difference from the baseline mean explainability score. The hatched bars show the
approved predictions.
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Lower Courts Total Nr. of Cases Flipped Cases 1 → 0 Flipped Cases 0→ 1 Total Nr. Flipped Cases
CH_BGer 19 5,26% 5,26% 10,53%
CH_BVGE 18 5,56% 11,11% 16,67%
FR_CAPCiv 18 0,00% 5,56% 5,56%
GE_CJ 29 0,00% 10,34% 10,34%
GE_CJRC 26 0,00% 15,38% 15,38%
GE_ChRPeCJ 19 0,00% 5,26% 5,26%
JU_CCiTC 20 0,00% 0,00% 0,00%
NE_CEA 17 0,00% 11,76% 11,76%
NE_CPe 18 5,56% 11,11% 16,67%
NE_CPuTC 18 5,56% 11,11% 16,67%
VD_CAPPe 17 0,00% 11,76% 11,76%
VD_CASoTC 19 10,53% 10,53% 21,05%
VD_ChCTA 19 0,00% 5,26% 5,26%
VD_ChRPeTC 19 0,00% 5,26% 5,26%
VD_TC 19 0,00% 0,00% 0,00%
VS_ChCivTC 17 0,00% 11,76% 11,76%

Table 18: Distribution of Flipped Cases in the French LCI

6.3.3 Italian results

Looking at the Italian Results (see Figure 20) firstly the Debt Enforcement and Bankruptcy Chamber of the
Court of Appeal of the Canton of Ticino (TI_CEFTRAP) has no significant influence and hence can be ignored.
Next, we can observe that almost all courts have a consistent trend. With the effect being more or less pro-
nounced. For example, National Administrative Court (CH_VGer), the Civil Appeals Chamber (TI_CCivAP), the
Protective Appeal Chamber (TI_CPTRAP), the Assurance Court (TI_TCAS) and the Appeals Court (TI_TRAP)
exhibit a quite nice “Z" shape. The TI_CPTRAP and TI_CCivAP are more pro-approval and against dismissal
respectively and the CH_BVGer, TI_TCAS, and TI_TRAP are more pro-dismissal. For the pro-dismissal courts,
this trend is also echoed in the flipped decisions, with these courts having zero flips from dismissal to approval.
For the pro-admissal courts, this is not the case since all the courts only managed to flip decisions from 1 to 0,
meaning in the opposite direction of the trend.

Overall the Italian lower courts lean a bit more toward a negative trend against approval, which is repre-
sented gravely in the prediction distribution having only around 17% of approved predictions. It is also in-
teresting to see that the effects are generally less pronounced for this dataset. The same is true for the flipped
predictions, where most courts only managed to flip one decision and no decisions were flipped from dismissal
to approval. The only two courts showing a largely positive influence are the aforementioned TI_TCAS (assur-
ance court), the TI_TRAP (both strongly pro-dismissal), and again the TI_CPTRAP being the only court strongly
pro-approval.
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Figure 20: Effect on the confidence of each Italian lower court via two-sided explainability score. The darker
parts indicate a significant difference from the baseline mean explainability score. The hatched bars show the
approved predictions.

Lower Courts Total Nr. of Cases Flipped Cases 1 → 0 Flipped Cases 0→ 1 Total Nr. Flipped Cases
CH_BVGE 28 3,57% 0,00% 3,57%
GR_VG 27 3,70% 0,00% 3,70%
TI_CARP 63 4,76% 0,00% 4,76%
TI_CCivAP 83 4,82% 0,00% 4,82%
TI_CEFTRAP 27 3,70% 0,00% 3,70%
TI_CPTRAP 27 3,70% 0,00% 3,70%
TI_CRPTA 27 3,70% 0,00% 3,70%
TI_TCAS 23 0,00% 0,00% 0,00%
TI_TRAP 27 3,70% 0,00% 3,70%

Table 19: Distribution of Flipped Cases in the Italian LCI
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7 Discussion

In this section, we present the findings of our occlusion analysis and provide examples of explanations gener-
ated by the model. We also examine a range of potential explanation approaches for interpreting the results of
our LCI insertion study.

7.1 Explanaition from Occlusion

The IAA of the legal expert annotations is very high, especially when using BERTScore as a measure (see Section
6.1). This gives us confidence in using these annotations as our ground truth when discussing the results of
the occlusion. Based on our impact analysis (see Section 6.2.3), it seems that the model has a somewhat mixed
understanding of the semantics and context of the facts section. When the model correctly classifies a sentence,
it tends to have a significant impact on its decision-making process, suggesting that BERT has some level of
understanding of the relevance of these sentences and may be able to utilize legal reasoning in its predictions.
Our trend analysis also showed that the model appears to be quite competent in correctly identifying sentences
that oppose a judgment in all three languages. However, the model appears to struggle with classifying neutral
sentences, which may be a challenge for it. This is particularly evident in the plots (Figures 11, 12, 13) for
sentences that support a judgment, where the model tends to wrongly view legally unimportant sentences as
important. This may be because neutral sentences in a legal context often mirror legally significant sections,
using similar words, terms, and verbs but differing in their actual meaning. This notion of sentence similarity is
also confirmed by the IAA results between model and human. Where we achieved medium to good agreement
using BERTScore. We also illustrate this aspect in our explanation study below. In addition, we were able to
quantify the quality of the gathered explanations using the explanation accuracy score aSexp . The distribution
of these scores across the experiments indicates that, in most cases, there is a good-quality explanation.

To deepen our understanding of the model even further we examine some example explanations. As a re-
minder the model-near explanations are chosen according to the explainability score, meaning that forOpposes
Judgment the sentence with the maximum explainability score per case respectively the minimum forSupports
Judgment. For a human-near explanation, we either chose sentences that were correctly classified by the
model or showed a high agreement calculated using the best-performing BERTScore. The first few explana-
tions concern the judgment of the Federal Supreme Court 6B 932/2019 of May 2020. This is a penal law case.
For more context, we have translated the fact section and summarized it into the following key points.

• A._ (complainant) was convicted of defamation after failing to appear at the distinct court of Meilen in
May 2013.

• In July 2013 A._ requested a new evaluation from the district court of Meilen, claiming that she had not
been properly summoned for the main hearing.

• The district court rejected this request in September and the cantonal court of Zürich rejected the appeal
in October 2013.

• A._ filed a revision request against the district court of Meilen sentence in November 2018, which was
rejected by the cantonal court of Zürich in 2019.

A._ appealed the cantonal court of Zürich decision and requested that it be overturned and the Federal
Supreme Court grant the revision request. The Federal Supreme Court approved the appeal and annulled the
decision of the cantonal court of Zürich, referring the case back to the lower court for a new assessment. For
the OpposesJudgement explanation we received the same sentence for the model-near and human-near ex-
planation with a BERTScore of 0.77 (see excerpt below).

A._ beantragt mit Beschwerde in Strafsachen sinngemäss, der Beschluss des Obergerichts des Kan-
tons Zürich vom 2. Juli 2019 sei aufzuheben und zur Gutheissung des Revisionsgesuchs an die
Vorinstanz zurückzuweisen. (Judgment of the Federal Supreme Court 6B 932/2019 of May 2020)

This sentence refers to the complainant’s second appeal to the cantonal court of Zurich. According to the
annotations, it is actually aSupports Judgment sentence. Looking at the only realOpposes Judgment sentence
annotated in this case we can see that it is actually quite similar (see excerpt below).

Das Obergericht des Kantons Zürich wies das Revisionsgesuch mit Beschluss vom 2. Juli 2019 ab.
(Judgment of the Federal Supreme Court 6B 932/2019 of May 2020)
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Both sentences talk about the cantonal court of Zurich, including the term “Beschluss" (decision), and
the verb “zurückweisen" respectively “abweisen" (which both mean reject). The crucial difference between
these is that the falsely classified sentence contains an imperative construction saying that the decision should
be repealed (“sei aufzuheben"). Looking at the sentences chosen for SupportsJudgement, the human-near
explanation presents the following correctly classified sentence:

A._ stellte am 16. November 2018 ein Revisionsgesuch gegen das Urteil des Bezirksgerichts Meilen
vom 29. Mai 2013. (Judgment of the Federal Supreme Court 6B 932/2019 of May 2020)

The model chose a neutral sentence that has a BERTScore of around 0.77. Which says that the involved
court did not make statements concerning the appeal.

D. Das Obergericht des Kantons Zürich verzichtet auf eine Stellungnahme. Das Bezirksgericht
Meilen, B._ und C._ liessen sich innert Frist nicht vernehmen. (Judgment of the Federal Supreme
Court 6B 932/2019 of May 2020)

Although the sentences for the model-near and human-near explanations for the Opposes Judgement la-
bel appear similar at first glance, they actually differ in their content and intended meaning. Both sentences
discuss the cantonal court of Zurich and contain the term “Beschluss" (decision), but the falsely classified
model-near sentence includes an imperative construction (“sei aufzuheben") that calls for the decision to be
repealed, while the correctly classified human-near sentence does not. This suggests that BERT is able to clas-
sify sentences accurately as legally important or as having similar information to correctly classified sentences,
as evidenced by the high BERTScore of 0.77.

Our analysis of other cases confirms this notion showing mixed results in the model-near explanation and
mostly good examples of human-near explanations. These findings suggest that it may be useful to examine
both types of explanations in order to identify areas for improvement, such as investigating possible explain-
ability issues, analyzing bias, or improving performance. Especially the model-near explanations can reveal
possible weaknesses of the model by disclosing which parts of the facts have the biggest impact on the model’s
prediction. Additionally, we recommend using a higher threshold for BERTScore to ensure that explanations
with only medium agreement (e.g. 0.6 or higher) are reliable and meaningful. In cases where the explainability
score is very small across all occlusion experiments, it may be necessary to consider using a different metric or
introducing a threshold for the deviation between the baseline and occluded sentences. While we try using a
t-test as a potential solution, our qualitative analysis shows that it is not strict enough.

The classification of Neutral sentences, especially suffered in this scenario, since one could argue that with
only a small deviation from the baseline a sentence could be still considered technically neutral. A different
evaluation method could potentially result in more Neutral sentences being classified correctly, but it may
also risk affecting the classification of other explainability labels. It may be necessary to carefully consider and
evaluate the trade-offs between improving the classification of Neutral sentences and potentially impacting
the classification of other labels.

7.2 Lower Court Insertion – A study on Bias

The results of our lower court study show that the LCI has the greatest effect on cases in the German dataset
and the least impact on cases in the Italian dataset. Interestingly, the French lower courts tend to have a pro-
approval tendency, while the German and Italian courts tend to be more pro-dismissal. However, it’s important
to note that the changes in confidence resulting from the LCI are relatively small. Despite this, our findings sug-
gest that inserting a lower court may have a significant impact on case outcomes and that trends and potential
biases can be identified. In this section, we will try to give some explanation for the observed trends and talk
about the implication of these possible biases.

7.2.1 Legal Areas

In our experiments, we have excluded the worse-performing legal area of public law Niklaus et al. (2021) and
only focused on the well-performing legal areas18. As shown in the distribution of the lower courts (Figure 3)
we do not have big disparities in the distribution among the legal areas suggesting that the observed effects on
the prediction were not caused by them.

18These legal areas include penal law, social law, and civil law
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7.2.2 Regional Bias

For the investigation of a geographical bias, we analyze the behavior of cantons and regions in the LCI ex-
periments. We do not find a distinct bias between cantons. Most lower courts follow the overall trend of the
language in which the LCI is performed, regardless of their canton. For example, even if a specific canton
appeares strongly pro-approval, it simply reflects the trend of the entire language dataset. The same is true
for regions. For instance, when we see a strong pro-approval trend for the R. Lémanique region, we also see
the same trend for the entire language dataset. Concerning national courts, we can examine three examples
from our experiments. The CH_VGer appears in French and Italian cases, while the CH_BGer appears only in
French cases. The model reacts differently to these courts depending on the language. The CH_BGer is more
pro-approval, while the CH_BVger strongly leans pro-dismissal (opposite each other). In Italian cases, inserting
the CH_BVger has the opposite effect and results in a strong negative trend of dismissal. These results suggest
that the canton or region where a court is located may not significantly impact the model’s performance. These
findings are supported by the results of Niklaus et al. (2021), which found that performance differences across
cantons could not be correlated with any known factors, leading to the hypothesis that these differences may
be due to the difficulty of particular cases or social and economic reasons.

7.2.3 Language Bias

It is important to consider the potential implications of language disparities in lower court performance, as
they may lead to biases in the judicial system. The differences in performance on the SJP task and LCI between
Italian and the other two languages are probably due to representation inequality in the training data19. In mul-
tilingual regions of Switzerland, such as the national courts and the German-French bilingual court of Berne,
Fribourg, and Valais and Grison (Italian and German), these language disparities could lead to potential biases
in the prediction. For example, if the same national court case is once predicted in Italian and once in German,
the outputs could vary, since the German model has access to far more training samples than the Italian and is,
therefore, able to accurately predict the outcome of the case or to extract more relevant information from the
text. This could result in unfair treatment for parties involved in these cases, particularly if they speak Italian as
their primary language.

Our study can show a specific example of these disparities. The national administrative court in French
(CH_BVger) strongly leans towards dismissal. In Italian, the CH_BVger has the opposite effect and results in
a strong negative trend of dismissal. This could indicate that in French the same case from the national court
is more likely to be predicted as dismissed while in Italian the chance of an approved decision is greater. It is
important to address these language disparities and strive for greater representation and fairness in the training
data for LJP task. This could involve gathering more training data in languages that are underrepresented, or
using techniques such as data augmentation or transfer learning to improve performance on these tasks in
underrepresented languages. We can also suggest further investigating the trends of multilingual courts by
extending the LCI.

19German and French have 35K and 21K training samples respectively, while Italian has only 3K training samples
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8 Conclusion and Future Work

In this thesis, we presented a multilingual occlusion based explainability approach for LJP in Switzerland of
74 cases from the Federal Supreme Court of Switzerland, including cases in German, French, and Italian. In
addition, we conducted a study on bias employing the variation of occlusion called LCI. We performed a de-
tailed analysis utilizing different explainability metrics and provided ground truth for the occlusion using high-
quality Legal Expert Annotations and calculating the Inter IAA.

Our results of the occlusion experiments show that the model has a varying understanding of the seman-
tic meaning and context of the facts section. In some cases, the model is able to correctly identify a sentence
with its respective explainability label. In these cases, these sentences also show a significant impact on the
model’s decision. This suggests that BERT has some level of understanding of the relevance of these sentences
and may be able to utilize legal reasoning in its predictions. However, the model appears to struggle greatly
with classifying Neutral sentences as such. This is particularly evident for sentences labeled with Supports

Judgment. In this category, the model has difficulties distinguishing between legally relevant and irrelevant
sentences. This may be due to the fact that legal sentences make up the majority of the facts section often mir-
roring legally significant sections, by using similar words, terms, and verbs but differing in their actual meaning.
This notion of sentence similarity is also confirmed by the IAA results conducted between the model and the
gold-standard Annotations. Using the BERTScorewe achieved medium to high agreement. To illustrate this as-
pect we also conducted a qualitative analysis of the classified sentences where we compared correctly classified
sentences with incorrect ones, showing that they are often quite similar. In addition, we quantify the quality of
the gathered explanations using the introduced metric of the explanation accuracy score aSexp and introduce
two different flavors of explanations: model-near and human-near. The distribution of these scores across the
experiments and flavors shows that in most cases there is at least one high-quality human-near explanation.
The model-based explanations, in particular, can highlight weaknesses in the model by showing which aspects
of the facts have the greatest impact on the model’s prediction.

Our study on the bias with lower courts shows that the insertion of a different lower court has an effect on
the prediction that may be caused by this insertion. However, our analysis shows no distinct effects concerning
legal areas, cantons, and regions, suggesting that the observed effects on the prediction were not caused by
group membership. We did recognize a language disparity with Italian performing much worse than the other
language due to the representation inequality in the training data. In our results, we could observe possible
implications of a language with this imbalance with the same courts showing the opposite effect in different
languages. In multilingual regions of Switzerland, these language disparities could lead to potential biases in
the prediction. With varying output for similar cases just based on the language.

Future work could address some of the limitations we faced in the process of this thesis. One approach
would be to increase the sample size of the experiments, as this would allow for a more robust and reliable
explanation of the model’s behavior. Additionally, collecting more multilingual legal expert annotations, either
by native speakers or through automation, could help to address language bias and improve the reliability of
the ground truth data. Another potential avenue for improvement would be to transform the occlusion pro-
cess into a classification task, using the gathered results as a training set. This could potentially provide more
interpretability and insight into the model’s behavior. To ensure that explanations are reliable and meaningful,
it may also be useful to use a higher threshold for the BERTScore metric. In cases where the explainability
score is very low across all occlusion experiments, it may be necessary to consider using a different metric or
introducing a threshold for the deviation between the baseline and occluded sentences. This could help to im-
prove the classification of Neutral sentences, but it is important to carefully evaluate the trade-offs between
improving the classification of neutral sentences and potentially affecting the classification of other labels. Fi-
nally, we have provided detailed information about the steps taken to implement the annotation process, the
occlusion process, and the LCI. We also make the annotation guidelines available to the public to ensure the
reproducibility of the annotation task, and have made the datasets and code available to facilitate further de-
velopment.
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Appendix

Additional Figures

Figure 21: Distribution of the number of tokens per explainability label for the different annotators in French
cases.

Figure 22: Distribution of the number of tokens per explainability label for the different annotators in Italian
cases.
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Figure 23: This plot shows the impact each correctly classified sentence in Italian has on the prediction. The
further away a point is from the null axis the more impact it has on the model’s prediction. The different
markers indicate the prediction and the number on the bottom left the experiment number.
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Figure 24: Distribution of flipped cases in German Lower Courts

Figure 25: Distribution of Flipped Cases in French Lower Courts
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Figure 26: Distribution of Flipped Cases in Italian Lower Courts
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Additional Tables

IAA Score A1 and A2 A1 and A3 A2 and A3
Lower Court
overlap_maximum 0.8909356725146198 0.8871794871794871 0.9678571428571429
overlap_minimum 0.9868421052631579 1.0 0.9821428571428571
jaccard_similarity 0.8830409356725146 0.8871794871794871 0.9571428571428572
meteor_score 0.9432028737333278 0.9516231778045803 0.9663561507936508
bleu_score 0.9219030288305766 0.9423475489598979 0.989927160494273
rouge1 0.9341266920214287 0.9451437451437451 1.0
rouge2 0.9105339105339105 0.9181929181929183 1.0
rougeL 0.9341266920214287 0.9451437451437451 1.0
bert_score 0.973115789473684 0.9689923076923077 0.9923071428571427
Supports Judgment
overlap_maximum 0.8909356725146198 0.8871794871794871 0.9678571428571429
overlap_minimum 0.9868421052631579 1.0 0.9821428571428571
jaccard_similarity 0.8830409356725146 0.8871794871794871 0.9571428571428572
meteor_score 0.9432028737333278 0.9516231778045803 0.9663561507936508
bleu_score 0.9219030288305766 0.9423475489598979 0.989927160494273
rouge1 0.9341266920214287 0.9451437451437451 1.0
rouge2 0.9105339105339105 0.9181929181929183 1.0
rougeL 0.9341266920214287 0.9451437451437451 1.0
bert_score 0.973115789473684 0.9689923076923077 0.9923071428571427
Opposes Judgment
overlap_maximum 0.28429452041093245 0.06135520350394367 0.29788434493905097
overlap_minimum 0.5354330285720722 0.20567215287769647 0.4831272197624061
jaccard_similarity 0.4259967593561048 0.14478335498324899 0.5522353348188802
meteor_score 0.4409498729410782 0.2276844547372545 0.7178908929650117
bleu_score 0.42789059173552735 0.1993542450223601 0.5866014013251174
rouge1 0.4971162801509688 0.19694415018237837 0.6302081240666247
rouge2 0.4263405748354715 0.11161035983847935 0.5565279809035123
rougeL 0.46765617121666775 0.1697221074294875 0.618128273875508
bert_score 0.7826684210526316 0.666876923076923 0.8280142857142857

Table 20: Mean IAA for the Labels (cycle 1)
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IAA Score A2 and A3
Lower Court
overlap_maximum 0.9166666666666666
overlap_minimum 1.0
jaccard_similarity 1.0
meteor_score 0.9680397727272728
bleu_score 0.9152658292591042
rouge1 0.9444444444444443
rouge2 0.9358974358974358
rougeL 0.9444444444444443
bert_score 0.98405
Supports Judgment
overlap_maximum 0.9166666666666666
overlap_minimum 1.0
jaccard_similarity 1.0
meteor_score 0.9680397727272728
bleu_score 0.9152658292591042
rouge1 0.9444444444444443
rouge2 0.9358974358974358
rougeL 0.9444444444444443
bert_score 0.98405
Opposes Judgment
overlap_maximum 0.21711245389611764
overlap_minimum 0.42364373452946813
jaccard_similarity 0.3469953115119789
meteor_score 0.4898819506760849
bleu_score 0.38868404733188205
rouge1 0.46432964484183503
rouge2 0.3632447684247048
rougeL 0.3961754916553158
bert_score 0.7589999999999999

Table 21: Mean IAA for the Labels (cycle 2)
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Lower Court Abbrevation
German
Obergericht des Kantons Aargau AG_OGer
Versicherungsgericht des Kantons Aargau AG_VGer
Obergericht des Kantons Appenzell Ausserrhoden AR_KGer
Obergericht des Kantons Bern BE_Oger
Verwaltungsgericht des Kantons Bern BE_VGer
Kantonsgericht Basel-Landschaft BL_KGer
Appellationsgericht Basel-Stadt BS_AppGer
Verwaltungsgericht des Kantons Glarus GL_VGer
Kantonsgericht Luzern LU_KGer
Kantonsgericht Schwyz SZ_KGer
Verwaltungsgericht des Kantons Schwyz SZ_VGer
Sozialversicherungsgericht des Kantons Zürich ZU_KGer
Obergericht des Kantons Zürich ZU_OGer
French
Tribunal fédéral CH_BGer
Tribunal administratif fédéral CH_BVGer
Cour d’appel civil du Tribunal cantonal fribourgeois FR_CAPCiv
Chambre des recours pénale de la Cour de justice genevoise GE_ChRPeCJ
Cour de justice GE_CJ
Cour de justice de la République et canton de Genève GE_CJRC
Cour civile du Tribunal cantonal du canton du Jura JU_CCiTC
Cour des mesures de protection de l’enfant et de l’adulte du canton de Neuchâtel NE_CEA
Cour pénale du Tribunal cantonal du canton de Neuchâtel NE_CPe
Cour de droit public du Tribunal cantonal du canton de Neuchâtel NE_CPuTC
Cour d’appel pénale du Tribunal cantonal du canton de Vaud VD_CAPPe
Cour des assurances sociales du Tribunal cantonal du canton de Vaud VD_CASoTC
Chambre des curatelles du Tribunal cantonal du canton de Vaud VD_ChCTA
Chambre des recours pénale du Tribunal cantonal vaudois VD_ChRPeTC
Tribunal cantonal du canton de Vaud VD_TC
Chambre civile du Tribunal cantonal du canton du Valais VS_ChCivTC
Italian
Tribunale amministrativo federale CH_BVGer
Tribunale amministrativo del Cantone dei Grigioni GR_VG
Corte di appello e di revisione penale del Cantone Ticino TI_CARP
Camera civile del Tribunale di appello del Canto ne Ticino TI_CCivAP
Camera di esecuzione e fallimenti del Tribunale di appello del Cantone Ticino TI_CEFTRAP
Camera di protezione del Tribunale d’appello del Cantone Ticino TI_CPTRAP
Corte dei reclami penali del Tribunale d’appello TI_CRPTA
Tribunale delle assicurazioni del Cantone Ticino TI_TCAS
Tribunale di appello del Cantone Ticino TI_TRAP

Table 22: Lower Court Abbreviation Table
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Annotation Guidelines for Explainability Annotations for Legal

Judgment Prediction in Switzerland

Nina Baumgartner

1 Introduction

1.1 Annotation Goal

Recently Niklaus, Chalkidis, and Stürmer (2021) presented a diachronic multilingual (German, French,
Italian) dataset for Legal Judgment Prediction LJP including 85k Swiss Federal Supreme Court
decisions. Using Hierarchical BERT, they achieved a Macro-F1 Score of up to 70%, considering penal
law exclusively, they even achieved a score of up to 80%. To use Artificial Intelligence (AI) safely
in high-stakes domains such as law we need explanations on how these decisions are made. To investigate
explainabilty in the legal area of AI we want to gather some human and model-generated explanations
of decisions from the SwissJudgmentPrediction (SJP) corpus.

This annotation task has the goal to gather the human part of the explanation. With your annotation,
you will give your insight as a legal expert and tag parts of the facts with specific labels. These guidelines
should help you to identify the important parts of the facts and create consistent annotations. They
are based on the work of Reiter (2020), Leitner, Rehm, and Moreno-Schneider (2019) and Pustejovsky
and Stubbs (2012). They are a work-in-progress in collaboration with Lynn Grau, Angela Stefanelli, and
Thomas Lüthi.

1.2 Dataset

The SJP dataset is split into training, validation, and testing set. For this annotation task, a balanced
subset of the SJP containing 108 cases taken from the test and validation set was created. The dataset
is deemed balanced because the 108 cases are equally distributed among the three languages contained
in the Swiss judicial system German, French and Italian. Each language set contains six cases over six
years (2015 until 2020). With each year having two cases per legal area1: One with the verdict approved
and one with the verdict dismissed. In addition, preference was given to cases where the model decided
the correct judgment from the facts given to it, with some outliers in the French and Italian subsets.

1.3 Disclaimer

This document is a work-in-progress. If you have questions or find any errors in these instructions while
doing the annotations please feel free to contact the maintainer. Please help with collecting examples to
complete these guidelines.

2 The Annotation Cycle

To produce quality annotations and guidelines, which make the annotation task scalable and reproducible
the annotations have to be done in cycles. Pustejovsky and Stubbs (2012) call this process the MAMA
(Model-Annotate-Model-Annotate) cycle (see Figure 1 for details).

Using the annotation guidelines to identify the right parts of the text, multiple annotations by multiple
individual annotators are done on the same input. Then these annotations are analyzed and the guidelines
are adapted accordingly to provide consistency in the annotations. Therefore, it is important that for
the first few cycles the annotations are done individually. Later the gold standard annotations for this
corpus emerge from this process. Pustejovsky and Stubbs (2012) describe gold standard annotations as
the final version of the annotations, which uses the most up-to-date guidelines and has everything labeled

1The chosen legal areas are categorized as penal law, social law and civil law
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correctly. For this work, these gold standard annotations will be done as a team. For the practical aspect
of this process please reference section 5.1.1, 5.1.2, 5.1.3.

Figure 1: The inner workings of the MAMA cycle (Pustejovsky & Stubbs, 2012).

3 Annotation Entities

Although you will only be annotating the fact section of a ruling, you will have access to the full document
(via a link on Prodigy) and the judgment will be indicated on the prodigy interface. You can and should
use these other resources as an indicator to decide which parts of the facts are of greatest importance.

3.1 Sentences and Sub-Sentences

Wiegreffe and Marasovic (2021) identify three types of explanations in the Explainable Natural
Language Processing (ExNLP) literature: highlights, free-text, and structured explanations. The
explainability annotations for this task focus mainly on highlights with some addition of free-text expla-
nations.

To add highlights you will label sentences or sub-sentences as supporting or opposing the judgment.
For this task, we define a sentence as a self-contained linguistic unit consisting of multiple words, ter-
minated with a period, semicolon, colon, question mark, or exclamation mark. An entire sentence is
the largest entity to be annotated. A sentence can consist of multiple sub-sentences usually separated
with a ”and” or a comma. A sentence may contain two sub-sentences opposing each other, which should
be consequently annotated with different labels. These sub-sentences are the smallest units that should
be annotated. So single words or expressions should never be annotated. We hope that by choosing
those units it is possible to indicate what the different parts of the sentences denote in the context of the
judgment and to subsequently better explain the decisions of the model.

3.2 Lower Court

In addition to sentences, you will also have to annotate the last lower court of each case. As seen in Figure
2 the Rubrum of the ruling indicates the last lower court. The last lower court is composed of the name
of the court e.g. ”Verwaltungsgericht” and the location ”Kanton Luzern”. Please annotate all instances
of the lower court where it appears as a complete constellation. So for example, if ”Verwaltungsgericht
des Kanton Luzern” appears multiple times in the facts please label it each time. Please Note that you
should only annotate the lower court itself please do not label prepositions like ”beim” or ”zum” or verbs
like ”sprach” which are often found next to the lower court.
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Figure 2: Screenshot of a Rubrum with the lower court highlighted Judgment (of the Federal Court)
from September 8th 2017.

4 Annotation Categories

To annotate the sentences of each fact section you will be using two labels, Supports judgment and
Opposes verdict. You should also highlight the lower court for each judgement. In addition, you will be
given several options for dealing with problematic cases, which should help to improve the dataset, these
guidelines, and the annotations themselves.

4.1 Supports Judgment

This label is used when a sentence or sub-sentence supports the judgment. Every sub-sentence that
supports the judgment should be annotated.

4.2 Opposes Judgment

This label is used when a sentence or sub-sentence opposes the judgment. Every sub-sentence that
opposes the judgment should be annotated.
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4.3 Lower Court

This label is used to highlight the last lower court of the case. To label the last lower court highlight the
name and the location of the court as one instance (see Figure 3).

Figure 3: Example of a highlighted lower court in Prodigy.

4.4 Neutral

Every not-labeled sub-sentence is considered neutral. This is not a label per se but merely how the
system interprets words or sentences which are not assigned one of the labels above. It is important for
the analysis that even the neutral sentences are annotated which in our case means to omit them.

One example in German of a neutral expression that should not be tagged with a label is the word
”Sachverhalt:”. This word only indicates the beginning of the fact section and should be left out as a
neutral part of the facts because it does not give us any further information on the explainability of the
judgment.

Another example of a neutral part of the facts are the section indicators labeled with capital letters
(e.g. A., B., A.a., A.b and so on). Note that witnesses, accused persons, and other involved parties
are also labeled with uppercase letters and should be annotated if part of a sentence (see 4 below as
illustration).

Figure 4: Example an annotation where the uppercase letters are first wrongly (marked red) and then
correctly annotated (marked green).

Note that when annotating neutral sentences in the gold standard iteration the defined rules concern-
ing sentences and sub-sentences should be followed. Please annotate each neutral sentence individually,
with entire sentences being the biggest neutral instance.

4.5 Problematic Cases

Problematic cases can occur. For now, we differentiate between three possible types of such cases.

4.5.1 Rejected Cases

If a case is badly tokenized2 or there is another formal error it should be rejected. Please state your
reasoning in the comment window using the comment pattern below and reference the Reject or Ignore
a Case section of this document for the details on how to properly reject a case. Figure 5 is an example
of a case with formal errors.

2Tokenized means that the system did not properly separate the words.
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Figure 5: Example of a case containing a formal error that should be rejected. Here the title was parsed
incorrectly, the judgment is missing and the facts are tokenized wrongly and incomplete.

4.5.2 Ignored Cases

If a case is too short or otherwise unfit for the annotation it should be ignored. To ignore it please state
your reasoning in the comment section and follow the steps explained in the Reject or Ignore a Case
section of this document below.

An example of a case that was ignored by an annotator is the Judgment (of the Federal Court) from
April 8th 2020 (please reference the whole case online via link). The annotator who ignored this case
explained his reasoning as follows in the free text explanation:

”Before the Federal Court, only the question of party compensation was in dispute. The
underlying facts, however, actually have nothing to do with the court’s decision.”

This argumentation can be supported by the following parts of the facts section from from April 8th
2020:

”B. [...] Allerdings verpflichtete [das Verwaltungsgericht des Kantons Bern] die Suva-MV,

A. eine Parteientschädigung in der Höhe von Fr. 3610.15 [...] zu bezahlen .

C. Die Suva-MV erhebt Beschwerde in öffentlich-rechtlichen Angelegenheiten und beantragt
sinngemäss, der angefochtene Entscheid sei bezüglich der Zusprache der Parteientschädigung

aufzuheben . A. beantragt, auf die Beschwerde sei nicht einzutreten, eventuell sei sie
abzuweisen.”

4.5.3 Other Problematic Cases

There might be cases without formal errors where you have difficulties annotating (neither reject nor
ignore). In such cases, please annotate to the best of your ability and explain your reasoning in the
comment section.
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4.5.4 Comment Structure

Comment for rejecting and ignoring case

Number of the case – Annotators name

• Why did you ignore/reject this case?

Comment for generally problematic case

Number of the case – Annotators name

• Why is this case problematic and difficult to annotate?

• How did you decide on your annotation?

5 Implementation: How to Annotate the Dataset using Prodigy

This section explains how to use the annotation tool Prodigy3. We built a custom recipe for this task
which lets you annotate the facts section of a given court decision.

5.1 Access

The Prodigy instance can only be accessed via the University of Bern network. If you want to annotate
from home you must use the VPN of the University of Bern4.

If you are connected to the university network you can access Prodigy via one of the URLs in the
following three sections. Before you can start you will be asked to provide a username and a password,
which will be given to you by the maintainer of the annotation process. After the login procedure, you
should now see an overview of the case and you can start with your annotation.

5.1.1 First cycle

The following links will be used for your pilot annotations (first iteration). If you completed the annotation
on this dataset ignored and rejected cases will be replaced with other cases having the same legal area,
year, and judgment. This process is ongoing until we reach 36 accepted cases.

• German case annotations:

– Angela: http://fdn-sandbox3.inf.unibe.ch:11000/?session=angela

– Lynn: http://fdn-sandbox3.inf.unibe.ch:11000/?session=lynn

– Thomas: http://fdn-sandbox3.inf.unibe.ch:11000/?session=thomas

• French case annotations: http://fdn-sandbox3.inf.unibe.ch:12000/

• Italian case annotations: http://fdn-sandbox3.inf.unibe.ch:13000/

Note that sessions can be added dynamically by adding the suffix /?session=SessionName to the url.

5.1.2 Further Cycles and Corrections

If you have completed all the pending annotations on the above URLs Prodigy will display a message
saying no task is available. This is your indicator to continue to this part of the annotations. Reference
the Guideline for recent changes and adapt your annotations accordingly. You can repeat this process
with a new session as often as you want (see session management example below).

• German case annotations:

– Angela: http://fdn-sandbox3.inf.unibe.ch:11001/?session=angela

– Lynn: http://fdn-sandbox3.inf.unibe.ch:11002/?session=lynn

3https://prodi.gy/
4https://serviceportal.unibe.ch/sp?id=kbarticleviewsysparmarticle = KB0010032
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– Thomas: http://fdn-sandbox3.inf.unibe.ch:11003/?session=thomas

• French case annotations: http://fdn-sandbox3.inf.unibe.ch:12000/?session=lynn

• Italian case annotations: http://fdn-sandbox3.inf.unibe.ch:13000/?session=angela

If you need to do multiple corrections on the same case please add a number behind your link as seen
below to distinguish between the sessions:

• Session 1: http://fdn-sandbox3.inf.unibe.ch:11001/?session=angela1

• Session 2: http://fdn-sandbox3.inf.unibe.ch:11001/?session=angela2

5.1.3 Final Gold Standard Annotations

After some iterations, you and the other annotator will get together and decide on the final annotation
using the below link.

• German gold standard annotations:

– http://fdn-sandbox3.inf.unibe.ch:8080/?session=gold

The gold standard annotation uses a different prodigy layout where the best annotation can be chosen and
adapted according to the latest version of these guidelines. Figure 6 and figure 7 display the appearance
of this prodigy setup.

Figure 6: Screenshot of review setup on prodigy (1).
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Figure 7: Screenshot of review setup on prodigy (2). The different annotations can be selected by clicking
on the name of the annotation (highlighted in yellow). If an annotation is highlighted blue it means that
it was ignored by by this annotator.

Note that this review setup contains a new label called Neutral. Even though neutral sentences should
not be annotated in the previous iteration of the annotation it is important to label them when doing
the gold standard annotation. Please reference section 4.4 to learn what should be highlighted with the
neutral label. The example in figure 8 below shows how to correctly annotate the facts when doing the
gold standard annotation.
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Figure 8: Screenshot of an annotated fact section with the neutral label.

5.2 Annotate a Sub-Sentence

To label a phrase with a tag, highlight it with your cursor and choose the corresponding label. To delete
a tag simply click on the tagged words again. As seen in Figure 9 the two labels appear in two different
colors. By hovering over an annotated section the delete toggle appears.

Figure 9: Screenshot of sentence labeling in prodigy.

If you are happy with your annotation you can accept it by clicking on the green check labeled with
[1] in Figure 10 and save it by pressing the save button in the left corner referenced by the number [2].
To see your progress you can look at the information displayed on the left (see the number [3] on Figure
10). If you want to access the original document you can click on the link in the right corner (see the
number [4]). Please do not forget to save your progress using the save button [2].

If you want to skip a case because you already annotated it. Please use the accept button [1] to get
to the next case.
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Figure 10: Screenshot of the case overview on prodigy

5.3 Reject or Ignore a Case

To reject a case state your reasoning in the comment section and press the red cross to reject it. To ignore
it, press the blue button with the stop signal after commenting. Do not forget to save your progress.
Figure 11 shows the interface of the comment section and the ignore and reject buttons.

Figure 11: Reject and Ignore buttons
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6 Change Log

This change log documents the progress of these guidelines. When adapting these guidelines please also
add a new entry to the changelog using the following structure

Template

Date – Title of changes

• Which parts were changed in this iteration?

• Why was this part changed?

10.04.2022 – Formal changes after first feedback

• Which parts were changed in this iteration?

– Changed E. Leitner reference to the published article.

– Corrected some spelling errors.

– Integrated the figures into the text of the guidelines.

– Changed label ”opposes verdict” to ”opposes judgment”

• Why was this part changed?

With this first adaption of the guidelines we mainly worked on some formal errors to standardize
the format and clarify the instruction (especially with integrating the figures into the text).
The label was changed to make the annotation and their interpretation more consistent.

23.04.2022 – Changes to Prodigy setup and new label

• Which parts were changed in this iteration?

– Named multi-user sessions were added to the Prodigy setup, which changed the annota-
tors’ URLs in this document.

– The label lower court was added as a new annotation category and subsequently to the
prodigy setup. Explanation of how and when to use it was added to sections 2 and 3.

– Directions on how to skip already annotated cases were added. To section 4.2

• Why was this part changed?

The named multi-user session was a pending part of the prodigy setup, which is now resolved.
The URLs of the annotators had to be adapted accordingly. After a meeting with the lawyer
and annotator Thomas Lüthi, we decided on adding the new label ”lower court”, to highlight
it as a separate entity additionally to the existing two labels. Correct sessions were not yet
implemented in the first setup of Prodigy used for some annotations, for this reason, directions
on how to skip a case of an already annotated case were added.

11



12.05.2022 – Changes to Prodigy setup, introduction revision, explanation of the annotation cycle

• Which parts were changed in this iteration?

– The Prodigy setup was extended to enable the iterative work on the annotations. There-
fore, an explanation on when to use which link was added. In addition explanations on
the annotation cycle itself were added.

– Updated images because Prodigy Interface changed

– After writing the proposal of the thesis corresponding to these guidelines the introduction
was adapted accordingly.

– Ignored Case example was added

• Why was this part changed

Enabling the iterative process is an important step to provide quality annotations and guide-
lines. Therefore after the setup was implemented the guidelines had to be adapted. The images
had to be updated because they where no longer up to date and to provide consistency in these
guidelines. To give the annotator a better understanding of the task the introduction was up-
dated with some input from the proposal. After analyzing the currently done annotation an
example of an ignored case could be added to these guidelines.

09.08.2022 – Neutral label addition, instruction gold standard, grammarly

• Which parts were changed in this iteration?

– Neutral label was added in the gold standard iteration

– Added explanation, instruction, and screenshots about the gold standard annotation
prodigy setup

– Language correction using Grammarly

• Why was this part changed

After an intense meeting with Joel Niklaus, we decided on adding the neutral label in the
gold standard iteration. this will help with the section splitting for the occlusion later. For
this reason, some instructions and an example on how to use this label had to be added. In
addition, an overview and some explanation on how to handle the gold standard setup were
also added to the implementation section. Lastly, the language was revised using Grammarly.

21.07.2022 – Language extensions, clarification of the instructions

• Which parts were changed in this iteration?

– Extensions to French and Italian in the iterative annotation cycle in the implementation
part of these guidelines.

– Added some clarification to the lower court label which also specifies how often it should
be annotated.

– Added the section dividing capital letters as a new neutral element.

• Why was this part changed

Enabling the iterative process is an important step to provide quality annotations and guide-
lines. Therefore after the setup was implemented in Italian and French the guidelines had to be
adapted. After reviewing the first results of the annotation done using these guidelines some
clarification for a more consistent annotation where added. The new neutral element and clar-
ification in the lower court section will help to prevent distortion in the annotator agreement
caused by minor shifts at the start of the label. The clarification that all lower court instances
appearing in complete form should be annotated, was added so that the annotation was most
similar to the models’ output (the model will extract all instances of the lower court).
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