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Train Longformer base on legal 
data using ~ 24 V100 GPU days

Performs well on summarization 
datasets BillSum and PubMed

Key Contributions MethodWhy Should One Care?
Pretraining is very expensive

No Legal Longformer available 
yet

Apply Replaced Token Detection 
(RTD) Task to Longformer

Couple with randomly initialized
decoder for summarization

Conclusions
Pretraining Longformer with RTD works

It works well on in-domain and out-of-domain 
summarization (BillSum and PubMed)

Pretraining approach well suited if no large teacher 
model available

Pretraining Data

Future Work
More downstream evaluations (e.g. CUAD, 
MultiLexSum, BigPatent)

More pretraining (larger batch size and more steps)

Warmstart from available checkpoints

Results

Evaluation Data


