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 The advancement of autonomous mobile robots (AMR) is vastly being 

discovered and applied to several industries. AMR contributes to the 

development of artificial intelligence (AI), which focuses on the growth of 

human-interaction systems. However, it is safe to understand that mobile 

robots work closely in real-time and under changing surroundings. Similarly, 

some limitations may affect the efficiency of mobile robots. Thus, to 

improve the system's efficiency and accuracy, mobile robots should adopt 

the ability to detect incoming obstacles accurately. This paper presents the 

findings of a brief technology review aimed at identifying the current state of 

the art and future needs for AMR in object detection. This review paper is 

presented in the form of a narrative-literature review. Review articles were 

collected from 2015 until 2022 from journals or conference papers from 

well-known sources like IEEE Xplore, Science Direct, Scopus, and Web of 

Science (WOS). The analysis of the articles was discussed in four main 

topics, AI, object detection, AMR, and deep learning. 
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1. INTRODUCTION  

An autonomous mobile robot (AMR) is a system that operates in an unpredictable and partially 

unknown environment. AMR should have unrestricted movements and avoid any incoming obstacles within 

a surrounding [1]. Recently, AMR has been the core of technological advancement in daily services such as 

humanitarian assistance. It has been used as an autonomous agent in automotive, agriculture, education, and 

healthcare [2]. Hence, to accomplish intelligent systems, mobile robots are acquired to work remotely with 

computer systems, such as moving machine parts within a factory for storage or driving automated  

vehicles [3]. 

One of the challenges for the mobile robot is visual perception alongside interaction in the real  

world [4]. Object detection is a crucial robot vision system that trains them to perform complex tasks and 

overcome prevailing complications. For instance, one of robotics' primary duties is grasp detection, which 

helps robots collect objects in front of them [5]. Besides that, the AMR should provide the capability to 

detect any dynamic obstacles in real-time [6]. To make the robot function properly, the observation and 

integration using the navigation system, localization systems, and detection systems (sensors), along with 

motion and kinematics and dynamics systems are essential [7]. This paper will focus on reviewing the states-
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of-the-arts that improve the accuracy of the detection system for AMR technology. Current studies of the 

sensor technology for AMR tackle the effectiveness of sensor fusion or multiple sensors for perception [1], 

[8]. Additionally, more accurate sensors may affect the quality of information perceived by AMR [9]. 

Computer vision is fundamental in various applications relative to automation and robotics. In 

robotics applications, it is a prerequisite to acquire explainability for any algorithms that help to narrow down 

the issues [10]. Technologies associated with object detection have scaled up to various types, such as face 

detection, pedestrian detection and obstacle detection [11]. These technologies call for unsupervised learning 

in artificial intelligence (AI) that works well with limited data and raw data typically using methods such as 

deep learning. There are two types of deep learning frameworks: i) single-stage and ii) two-stages detectors. 

Examples of techniques for single-stage detectors are you only look once (YOLO), single shot detector 

(SSD), and RetinaNet, and for two-stages are convolutional neural networks (CNN) and faster region-

convolutional neural networks (Faster R-CNN).  

The crucial questions remain whether both criteria, employing sensors in AMR systems and deep 

learning algorithms, help a working AMR in a real-time environment achieve greater accuracy or vice versa. 

Therefore, this paper will discuss the previous literature works to analyze the performances of sensors 

employed in AMR and deep learning techniques with detection accuracy for the AMR. The structure of this 

paper is as: section 1 introduces the concept of object detection for AMR. Section 2 describes the literature 

search strategy, while section 3 analyzes the results. Lastly, section 4 summarizes and concludes the paper. 

 

 

2. LITERATURE SEARCH STRATEGY 

From the points learned from the past literature, this review outlines the indicated topic related to 

object detection for AMR and deep learning. The method used in writing this review paper is a narrative-

style literature review, as studied in [12]. The main aim of this paper is to analyze and conclude past research 

to avoid replications of ideas. Besides, it helps to discover and outline the unseen areas related to the research 

topic. 

The papers are collected through an open-access site, MyKnowledge Management by Universiti 

Teknologi MARA, published from 2015 until 2022, to ensure up-to-date resources. The references mainly 

consist of research papers, journals, and conference papers from well-known repositories like IEEE Xplore, 

Science Direct, Scopus, and Web of Science (WOS). For practical storing, Mendeley is used as a reference 

management tool to help filter the collected papers according to selected criteria. In total, there were 

approximately 154 articles searched, and 52 were included as references. Specific inclusion criteria are full 

paper, open access, and English articles. The keywords light detection and ranging (LiDAR) (OR) and AMR 

(OR) object detection are used due to the preliminary study of the area discussed in the next section. 

 

 

3. RESULTS AND DISCUSSION 

This review paper explains the research domain covering AI, object detection, AMR, and deep 

learning. Furthermore, it will emphasize the predominant topic of the connection between multiple sensors, 

deep learning, and accuracy detection. All four components are correlated together and comprehensively 

describe the results obtained from the methodology. 

 

3.1.  Artificial intelligence 

Studies about object detection for the AMR have escalated following the emergence of AI in the 

said field. Some papers focus on one aspect simultaneously, while others combined the techniques. Based on 

the reading, several writings explained generally the effectiveness of multiple sensors and deep learning in 

object detection for the AMR. 

Different algorithms and techniques for image-based recognition in mobile robotic systems were 

studied in [13]. They studied the recent technology with three-dimensional (3D) scenes captured by 

Microsoft Kinect and time-of-flight (ToF) sensors, which have become the future technology of scientific 

research, engineering, and virtual reality. The main point of the paper is to explain different algorithms that 

contribute to autonomous vehicle (AV) navigation. The paper includes a brief introduction to each algorithm 

from several perspectives of signal processing, machine learning (ML), statistical learning, and neural 

networks. The study by [14] evaluates the capabilities and technical performance of sensors commonly used 

in autonomous vehicles like vision cameras, LiDAR, and radar sensors. Alzaabi et al. presented the least 

discussed primary categories of sensor calibration, a technique to notify the system of the sensors' position in 

an autonomous system. The paper included fusion algorithms accumulated from various established literature 

papers and challenges in the sensor fusion field. Their study further categorized the techniques and 

algorithms into classical and deep learning sensor fusion algorithms. 
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Another study by [15] conducted a systematic literature review on ML in object detection for 

security. The paper explained the impact of safety in daily life and how human beings can monitor it through 

the deployment of AI. The review also includes the common differences between three types of ML: i) 

supervised learning (SL), ii) unsupervised learning (UL), and iii) reinforcement learning (RL). Additionally, 

it gives the reader a run-through of what has been happening in the security field of object detection. They 

first identified the research questions and then searched for relevant documents related to the chosen topic. 

After that, the list will be sorted following the requirements to answer the questions. According to [7], robots 

can accomplish their tasks and goals in the real-world by focusing on the control unit or mechanical structure 

utilized in mobile robots [7] discusses a brief overview of the autonomous mobile robot system’s 

localization, perception, cognition, and navigation. Each paper adequately performed extensive analysis from 

the preface of object detection to techniques applied using deep learning for the AMR. However, existing 

work did not focus on a specific review regarding the applications of many sensors to evaluate deep neural 

networks in attaining accuracies during obstacle detection. 

3.2.  Object detection 

Image classification has been one of the critical tasks in achieving a better detection of objects in 

images. However, more is needed to perform object detection as it should combine with evaluating the 

concept and position of objects in an image [16]. According to [17], proper motion estimation and 

compensation techniques are required to track the object in large data surveillance accurately. The study 

proposed the hardware-level architecture involving motion detection, estimation and compensation in real-

time implementation. Kogge-stone adder is utilized to improve the speed of operation of the architecture. 

Theoretically, the proposed method achieves a 4.21% of false detection rate, but the experiment managed to 

achieve 11.91% false detection rate. However, to achieve cost-effective, simple and effective solutions, an 

integrated robot system has been proposed [18] which uses cartesian and articulated configuration to detect 

objects in agricultural applications. Nevertheless, the proposed design must work collaboratively with 

humans as the accuracy level is low. 

The study by [19] interprets the meaning of object detection as an activity that could reinstate the 

demographic location only if there are objects instances from the presumed categories. This task emphasizes 

marking over vast choices of natural objects rather than limiting them to specific categories like faces, trees, 

or cars. However, among the countless predefined objects, it is undeniable that most research was done on 

positioning exceptionally structured objects (e.g. faces, aeroplanes) and articulated objects like animals. 

Moreover, object detection performs different tasks for various applications like face recognition, 

autonomous driving, and analysis of human behaviours [20]. 

 

3.2.1. Static and dynamic objects 

There are two different representations of objects or obstacles: i) static objects (SO) and ii) dynamic 

objects (DO). SO refer to entirely stationary that are fixed at a specific position [21]. Sometimes these objects 

can be seen as buildings, the surface of the roads, infrastructures, or indoor components like tables and 

chairs. Meanwhile, DO appear at different locations due to their moving natures. Another study defined it as 

a motion with differences in displacement value and time changes within the previous and current frames 

[17]. Detecting the DO is difficult compared to SO as it requires the camera's motion estimation [22]. 

There are different ways of performing object detection. Both background subtraction-mixture of 

Gaussian (BS-MOG) and two-frame and three-frame differencing are the enhancement of previous 

algorithms. A study [23] mentioned that the capabilities to execute detection contradict based on identified 

obstacles and the background's condition, either fixed or vice-versa. The applied technique from the same 

study could not detect the moving objects due to confusion about the setting's notion perceived as static or 

quasi-static. Like moving objects, the environment plays a significant role in determining the capacity for 

fixed object detection. Table 1 compiled the techniques and results for detection based on the object type to 

measure the issues of uncertain surrounding. 

In addition, a study has been done on the non-uniform and dynamic environments, delivering an 

optimal path. The paper [24] proposed an algorithm that leverages the high capability of an embedded 

computer with a graphics processing unit (GPU) NVIDIA Jetson TX2 for computing optimal paths to objects 

of interest to assist blind people. The system's execution times depend highly on the environment's 

complexity, such as the grid size and the unknown obstacle.  

 

3.2.2. Object detection for autonomous mobile robot 

Object detection for the AMR should distinguish the surroundings precisely as a human does. 

Therefore, re-enact of human abilities by the AMR should cover how we process the information given and 

act with the solutions accordingly [25]. The standard object detection process consists of several primary 

stages, like identifying targeted features from the images before making predictions about the result [26]. If 
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the prediction's result satisfies the searched objects, the output in different aspects will be produced. Figure 1 

describes a series of events that occurred in object detection starting with receiving input data in images or 

vídeos and then pre-processing the input to remove any noises that could affect the detection's efficiency. 

Next, the crucial part of object detection will begin with predicting the location and scale of the selected 

objects from the data. Finally, the whole process will form the desired output. 

 

 

Table 1. Comparison of static and dynamic object detection techniques 
Type of objects Detection techniques Findings First used in 

Static Background subtraction (BS) Applying the static-background method gives less 
accurate results due to the illuminating changes. 

Beynon et al. [27] 

BS–mixture of Gaussian 

(MOG) 

Using the BS method entirely and reducing the 

noise effects from the static objects with MOG. 

Butt and Servin [23] 

Dynamic Pixel wise system approach Particular segmentation of moving objects by 

subtracting two different background models. 

Porikli et al. [28] 

Two-frame and three-frame 

differencing 

Using the simple OR operation to achieve the 

foreground objects. 

Bayona et al. [29] 

Source: adapted from [30] 

 

 

 
 

Figure 1. The standard process of object detection [25] 

 

 

Nowadays, the AMR diverse application of object detection is seemingly increasing. Moreover, as 

agriculture, healthcare, and factories start investing in labour automation, it is vital to secure a safe projection 

for the AMR to improve their working efficiency. In research by [31], they produced a robotic vacuum called 

floor washing robot for professional users (FLOBOT) to identify obstacles like humans, house equipment, 

and dirt. In addition, there is a comparative analysis of tesseract optical character recognition (OCR) and 

Google Cloud Vision to improve object detection accuracy [32]. The proposed application is for the Thai 

vehicle registration certificate. The study found that Google Cloud Vision API works well for the Thai 

vehicle registration certificate with an accuracy of 84.43%, whereas the tesseract OCR showed an accuracy 

of 47.02% [32]. 

 

3.3.  Autonomous mobile robot 

Mobile robotics is scaling up rapidly in the fulfilment of scientific research. The intelligence of 

mobile robots can substitute the physical workforces in various fields because they can shift autonomously 

from one place to another [7]. Some mobile robot applications include rescue and research operations, 

surveillance, and research with education [33]. The performance of the AMR can be measured by its capacity 

to work within complex environments like indoors and outdoors. One of the basic principles of the AMR is 

understanding current environments and knowing future works that need to be accomplished [34]. 

 

3.3.1. Perception 

 The study by [35] described the current representation of perception as one of the AMR applications 

drawbacks. Perception is essential when studying mobile robots [7]. Perception is collecting information and 

extracting relevant knowledge from the environment. The use of sensors allows tasks to position and localize 

the autonomous robot. The mobile autonomous robot cannot accurately locate an object when it cannot 

efficiently observe the environment [7]. Previous research mentioned by [36] that a robotic system failed to 

recognize the visited pathway and sometimes moved differently from the planned trajectory. Another 

experiment by [37] saw the mobile robot becoming static as they were slow in collecting the requested object 
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while trying to process the whole scenario. Both mishaps lead to a longer execution time and overall defeated 

the purpose of the AMR to work robustly in a safer environment. Regardless, ongoing studies have been 

conducted to counter mobile robot perception problems. The collective learning will ensure that every 

development of mobile robots is practical for deployment in the final phase. 

 

3.3.2. Sensor’s deployment in AMR 

One of the significant tasks for mobile robots is sustaining precise knowledge of their current 

positioning and orientation. As a means to carry out that particular task, they are equipped with different 

sensor systems. The term sensor fusion methods refer to using multiple sensors that can perform various 

functions simultaneously. Utilizing several sensors with higher accuracy may affect the quality of 

information perceived by AMRs [9], [25] applied two kinect sensors to assist mobile robots with their 

coexistence task. This implementation helps them measure the actual bottleneck of computing distance from 

different directions. 

Another perspective of multiple sensors was remarked by [6], which focuses on obstacle avoidance 

by the AMR. The study implies dynamic targets as a recurring issue that brings difficulties to object detection 

but managed to overcome it using multiple sensors. They applied the kinect sensor to recognize any suitable 

dynamic object and LiDAR to further notify incoming movements from the target. Following the techniques 

implemented to address the issue of perception for the AMR, it can be seen that multiple sensors work 

attentively to encounter them. Furthermore, the combination of gathered information enabled them to look 

attentively at the unnoticed space. Therefore, besides feasibly helping mobile robots to perform localization, 

they are deemed to execute precise navigation and recognition.  

Instead of using multiple sensors, the study by [38] proposed an omnidirectional vision camera as a 

visual sensor for a robot to recognize the object's information. Furthermore, the proposed system utilizes 

PeleeNet as a deep learning model for object detection. The experiment has been compared between 

PeleeNet, MobileNetSSD, and SSD. The study found that the proposed system using PeleeNet has a balance 

between speed recognition, memory and accuracy. In addition, [39] also proposed a robot environment using 

an omnidirectional visual sensor equipped with a LiDAR sensor for 2D mapping in a room. The hector 

simultaneous localization and mapping (SLAM) algorithm is used to discover the robots position based on 

scan matching of the LiDAR data. Finally, the results show that the robot accurately and automatically 

constructs maps of the actual room with an accuracy of 95.41%. Thus it can be concluded that both types of 

multiple and omnidirectional sensors give the best performance for the AMR system.  

 

3.4.  Deep learning 

Deep Learning is categorized as a type of ML method that processes the most prominent features 

from any data. Both deep learning and ML form the basis for intelligence studies, however, there is a 

limitation to where ML can perform in computer vision. Nevertheless, the performance of deep learning will 

help achieve the in-depth ML model with different algorithm advancements [40]. In robotics, implementing a 

deep learning algorithm helps with aspects of object detection. As it has become the most relevant domain 

within computer vision, real cases like autonomous vehicles, pedestrian detection, face recognition, or video 

surveillance depend on comprehensive algorithms research [41].  

Object detection favours deep learning as it practices low-level feature development before critical 

enhancement. As computer vision involves extracting features from an image, known as image classification, 

the variety of prints allows it to adapt conveniently as inputs to deep learning [38], [42]. Nevertheless, the 

deep neural network architectures have varied based on performance detection due to the presence of 

different detectors, single-stage and two-stage detectors. 

 

3.4.1. Single stage and two-stage detectors 

Both detectors fall under the same task category, each having compatibility to solve any surfaced 

problems. As the detection tasks become more challenging, modifying the traditional method into more 

robust and modern algorithms is crucial [43]. The main points that separate the practicality of both detectors 

are the processes to generate the detection. The difference relies on the architecture of the single-stage 

comprising one network, while the two-stage acquires integration with the single-stage and another  

network [44].  

Figure 2(a) is an example of a single-stage detector called the YOLO model. The structure of YOLO 

begins during the image classification performance, where it takes inputs from the image and uses the 

regression method to understand its class values and bounding-boxes coordinates. The final detection will be 

made once the evaluation of the information is completed. Thus, the structure of single detectors can be seen 

as superficial, and their fast recognition of the objects confirms this [45]. Meanwhile, Figure 2(b) depicts the 

architecture of a two-stage detector called R-CNN. After the network has extracted the input images, it will 

generate a sparse region of interest (RoI) or region proposal network (RPN) to perform a specific detection. 
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Then, the next stage will see the selected region sent for classification and regression of the bounding boxes. 

As a result, the two-stage method generates better accuracy than the single-stage due to region extractions at 

the beginning of this network. Hence, applying a two-stage algorithm when performing object detection of 

dynamic objects is preferable. 

 

 

 
(a) 

 

 
(b) 

 

Figure 2.  The difference relies on the architecture of the single-stage and two-stage (a) single-stage 

architecture using YOLO model and (b) two-stage architecture using R-CNN model [38] 

 

 

Table 2 summarises the advantages, disadvantages, and examples of single-stage and two-stage 

detectors. The table shows that both detectors have their respective disadvantages; however, the two-stage 

sensor still dominates in terms of accuracy. A single-stage sensor is usually faster for detection as it does not 

comprise multiple stages, unlike a two-stage detector. Furthermore, the two-stage detector, gives better 

accuracy due to the RPN or RoI. 

The study in [46] discussed work-oriented assistive robotics, where a scenario is established for a 

robot to successfully reach a tool in the hand of a user when they have verbally requested it by the object's 

name. In addition, Useche et al. discussed the development of an algorithm in charge of detecting, classifying 

and grabbing occluded objects using AI techniques. The tools used in the study are fast region-based 

convolutional neural network (Fast R-CNN) and Haar classifier. It has been found that Fast R-CNN exceeded 

the Haar classifiers by 20% accuracy experimentally. In addition, according to [47], CNN has shown high 

performance in recognition of objects. 

Meanwhile, Table 3 distinguishes the functionalities and deliverability of each algorithm. According 

to the table, it can be seen that the Faster R-CNN is the best choice to perform detection for real-time data as 

it can achieve higher accuracy. Furthermore, the Faster R-CNN is reported as the algorithm to achieve the 

highest processing speed compared to other two-stage networks [48]. 
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Table 2. Comparison between the single-stage and two-stage detectors 
Type Functions Examples 

Single-stage detector How it works: 
The single-layer feed-forward network will 

perform image or object classification and 

regression to the bounding boxes. 

a. YOLO 
b. YOLOv3 

c. SSD 

d. RetinaNet 

Advantages 

It is a simpler and 

faster algorithm for 
detection. 

Disadvantages 

It may have less 

computational 
performance in terms of 

accuracy. 

Two-stage detector How it works: 
This detector has two different networks. The first 

one will generate a sparse RoI. After that, it will 

further classify the images and do regression. 

a. CNN 
b. R-CNN 

c. Faster R-CNN 

d. Cascade R-
CNN Advantages 

This algorithm 

provides better 
accuracy in detection 

due to the RoI 

pooling. 

Disadvantages 

Computational time will 

increase as it has 
different stages to go 

through. 

Source: adapted from [46] 

 

 

Table 3. Deliverability of algorithms in both detectors 
Type Examples Deliverability 

Single-stage 
detector 

YOLO YOLO is anchors dependent alternative that segments the 
image into several regions. After that, it will give 

predictions and probabilities of bounding boxes. 

Single Shot MultiBox 
Detector (SSD) 

It uses a feed-forward CNN and forms predefined numbers 
for bounding boxes. For each detected object, there will be 

confidence scores in the image. 

YOLO Version 3 
(YOLOv3) 

It is an enhanced algorithm of YOLO by multi-scale 
predictions. Moreover, it comprises a more incredible 

backbone network, DarkNet-53, compared to the previous 

one, DarkNet-19. 

Two-stage 

detector 

(R-CNN R-CNN will perform an extra selective search that will be 

used to construct proposals before further detection. After 

that, it will imply the same method as CNN for 
classification and regression. 

Fast R-CNN Fast R-CNN will send the inputs alongside multiple RoIs 

to a fully convolutional network. Then, each RoI will be 
pooled into a feature vector. The final step will perform 

regression of bounding boxes. 

Faster R-CNN Faster R-CNN is the improvised version of Fast R-CNN, 

with shorter time processing and higher accuracy. The first 
stage of Faster R-CNN will undergo region proposal 

network before detecting with Fast R-CNN. 

Source: adapted from [38], [46], [48] 

 

 

3.4.2. Faster R-CNN 

Faster R-CNN is a deep learning algorithm proposed in a study by [49] to perform object detection. 

It is also an enhanced algorithm from the previous model, Fast R-CNN, which solves a speed bottleneck in 

that generation. But due to another network stage known as RPN, this algorithm has been deemed to 

consume detection time, although it reaches higher accuracy for detection [50]. Figure 3(a) describes how the 

architecture of Fast R-CNN was created with no network to perform RPN. After selecting a region, a 

selective search (SS) will generate a detection frame and execute max-pooling from the gathered feature 

maps. 

Unlike Fast R-CNN, the upgraded version of it is a single and combined network for object 

detection. As seen in Figure 3(b), Faster R-CNN still adapted the detection stage with RoI pooling like the 

previous algorithm; however, there is an additional meticulous stage, RPN. RPN helps to generate the 

detection box synchronously, which is beneficial in increasing the processing speed. Hence, making Faster 

R-CNN the fastest and most accurate algorithm for two-stage detectors [51]. This state-of-the-art detector 

connects to the proposed project, which comprises real-time data. Therefore, in mobile robot applications that 

promptly perceive data, Faster R-CNN could be another stepping stone that provides precise results. 
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(a) 

 

 
(b) 

 

Figure 3. Architecture of (a) Fast R-CNN and (b) Faster R-CNN [48] 

 

 

4. CONCLUSION 

This paper presented a brief technology review to identify the current state of the art and future 

needs for AMR in object detection. We look into the underlying principle behind object detection; the 

technique of static and dynamic, the single-stage and two-stage detectors and the functionalities and 

deliverability of the algorithms that fall under those categories. As we examine the methods and past studies, 

many have reported that two-stage effectively detects any obstacles for the AMR. Besides providing a more 

meticulous stage to ensure the region detected is correct, it also enhances the detection probabilities. The 

AMR works to serve human labourers who are already precise when completing any tasks. Therefore, 

accuracy plays a more prominent role in mobile robot applications. As for the techniques, the two-stage 

detectors have various algorithms to perform modelling specifically for object detection. Past studies applied 

the Faster R-CNN and achieved minimal error rates. Hence, it gives an extensive overview of why the Faster 

R-CNN is the most suitable algorithm for AMR's static and dynamic object detection. For the employment of 

sensors in the autonomous system, multiple and omnidirectional sensors give the best accuracy performance 

for the AMR. Nonetheless, thorough research for future works is needed, particularly on other parameters 

that may help achieve the best accuracy. 
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