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Do controlled vocabularies matter?

• Email public-esw-thes June 26, 2011

• Survey of 158 participants in 27 countries

Use of controlled 

vocabularies

Which controlled 

vocabularies

Taxonomy 73%

Ontology 63%

Thesaurus 59%

Glossary 30%

Other 7%

Yes 85%

No 15%

Application areas

Semantic search

Data integration

Structure for content navigation

(Linked) Open Data publishing

Annotation & tag recommendation

Content authoring and interlinking

Support of multilingual applications

Autocomplete suggestions

Recommender systems

Kondert et al., 2011
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Outline

• KOS & IR

• Application of KOS in IR systems

• Impact measurement: evaluation

• Terminology issues

• Lessons learned

• Outlook: „Semantic search“
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Knowledge Organization Systems

• schemes for organizing information & promoting knowledge 

management

• Term lists (authority files, glossaries, dictionaries, gazetteers)

• Classification & categories (classification scheme, taxonomy, subject 

headings)

• Relationship lists (thesaurus, semantic network, ontology)

→Coined 1998 at initial NKOS meeting ACM DL conf. Pittsburgh, PA

Hodge, 2000
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KOS Types

Zeng, 2008. http://nkos.slis.kent.edu/KOS_taxonomy.htm

Semantic 

expressiveness
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Information Retrieval

“Information retrieval (IR) is finding material (usually documents) of an 

unstructured nature (usually text) that satisfies an information need from 

within large collections (usually stored on computers). “  (Manning et al., 

2008)

• search or browse (+ access)

• text + images, audio, video, data, objects described with text

• unstructured (full-text) or structured (metadata, triples)

• ranked or sorted results

• digital or analog



6

Manual vs. automatic indexing / 

controlled vocabulary vs. full-text 

Anderson & Perez-Carballo, 2001 

Controlled vocabulary

Automatic
Indexing

Vocabulary

control

Full-text

Manual

Web search

Automatic 

classification

Subject

cataloging

Excerpting / 

abstracting

Domain-specific

Databases…
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Application of KOS in IR systems

• Indexing (& ranking) for retrieval

• Query formulation – browsing 

• Query formulation – KOS mapping

• Query specialization / contextualization

• Query expansion

• „Co-occurrence thesauri“

• KOS-based expansion

• Result presentation
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Indexing (& ranking) for retrieval

• Cranfield studies (1960s)

• Comparex controlled vocabulary to full-text (term) indexing

• Minimally controlled terms (synonyms, stemming) performed better than 

controlled vocabulary

• Biggest achievement: evaluation methodology for IR

→ Results vary (measured in recall / precision)

• Recall usually increases through added KOS vocabulary

• Merging usually works best (adding controlled vocabulary improves 

results)

→ Other factors make general statements about KOS impact difficult:

• Document length 

• Avail. of other text

• Document types

Anderson & Perez-Carballo, 2001; Cleverdon & Mills, 1963; Dubois, 1987;  Gross & Taylor, 2005; Hersh et al. 1994; 

Muddamalle, 1998; Rajashekar & Croft,1995; Rowley, 1994; Savoy 2005; Savoy & Abdou, 2008; Voorbij, 1998

• Language processing

• Query syntax

• Type + specificity of controlled vocabulary
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Query formulation - browsing

• Computer access through classification prototypes since 1960s

• OPAC classification access: shelflist browsing hidden behind call 

number search

• Thesaurus access: alphabetic list offered in many bibliographic 

databases, systematic access not always (through search)

→ Web: Subject gateways, Yahoo, open directory, Amazon… 

→ Faceted browsing: fewer top-level facets, flexible searching possible

→ KOS unwieldy to display / difficult to grasp for user

→Evaluation generally based on usability, rarely compared to direct 

search

Broughton, 2006; Markey, 2006; Shiri et al., 2002a
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Query formulation - faceted browsing

http://orange.sims.berkeley.edu/cgi-bin/flamenco.cgi/famuseum/Flamenco
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Query formulation – KOS mapping

• Overcome vocabulary problem

• Catalog studies of 1980s/90s: users are searching subjects, but cannot 

match their „searcher vocabulary“ to the „system vocabulary“

Methods: 

→ (Fuzzy) string matching 

→ Co-occurrence analysis

→ Multilingual mapping

→ Works best in combination with original query (query expansion)

→ Depends on matching effectiveness / other available vocabulary

→ Some queries (named entities) not represented in KOS

Buckland, 1999; Jones et al., 1995; Larson, 1991a/b; Markey, 1980; Petras et al., 2003; Taylor, 1995
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Query specialization / contextualization

• Disambiguate information need through KOS concepts / 

contextualization

• „Did you mean?“

→Form of query reformulation / expansion 

→Difficult selection of categories / terms to present

→Requires user interaction (usability generally not evaluated)
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Query disambiguation

Europeana Semantic Search Engine prototype, VUA: http://eculture.cs.vu.nl/europeana/session/search
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Query specialization

Petras, 2006 
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Query expansion – „co-occurrence thesauri“

• Thesaurus types: manually constructed (strongly controlled), searching 

thesauri (large entry vocabulary), automatically constructed

• Similarity thesaurus, co-occurrence thesaurus 

• Mostly from CS-based IR community

→ Based on co-occurrence of terms (semantic relatedness, not only 

synonym / equivalence)

→ Expansion generally improves retrieval results & seems to be better 

than standard blind query feedback

→ Semantic relationship not specified

→ Not compared to expansion with controlled vocabulary

Abdelali & Cowie, 2007; Qui & Frei, 1993; Schutze & Pedersen, 1997; Shiri, 2002b; Shiri & Revie, 2006
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Query expansion – KOS

1. Use co-occurrence to expand query terms with KOS terms

2. Using relationships in KOS to expand query terms with KOS terms

→ most popular use of KOS in semantic web community (ontologies have

many more relationship types)

→ Both interactive & automatic expansion studied

→ Generally improves results (but not necessarily)

→ Automatic expansion: equivalence & narrower term relationships most

effective, but evidence of other relationships working better can be found

→ Query needs to be matched to KOS vocabulary

→ Loss in precision = danger of over-expansion

→ KOS also used for expansion, when not used as indexing language

Jones et al., 1995; Kristensen, 1993; Meij et al., 2010; Petras, 2005; Satori, 2009; Segura, 2011;

Srinivasan, 1996; Suomela & Kekäläinen, 2005; Tudhope & Binding, 2006
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Sidebar: MeSH, Wikipedia & WordNet

→Seem to be most popular KOS for IR research

• Mesh

→Highly controlled (thesaurus with strong hierarchy), domain-specific, 

high-quality + precise indexing in Medline

• WordNet

→word senses (not only nouns); Concept relationships: synonymy, 

hyponymy (is-a), meronymy (part-of)

→ not domain-specific, not used for indexing

• Wikipedia

→Titles and Wikipedia categories both treated as concepts

→ undetermined semantic relationships, uncontrolled vocabulary, not 

domain-specific, not used for indexing (other than Wikipedia)

→ query expansion approaches with MeSH commonly successful; 

Wikipedia & WordNet: mixed results

Egozi et al., 2011; Gonzalo et al., 1998; Navigli & Verardi, 2003; Voorhees, 1994
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Result presentation

• (Document clustering: categorization of search results, but not based 

on KOS)

→ Mixed results, titles for clusters confusing

Jacsó, 2007
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Document clustering

http://search.yippy.com/



20

Result presentation

• (Document clustering: categorization of search results, but not based 

on KOS)

→ Mixed results, titles for clusters confusing

• Faceted search results: based on KOS and other features of the 

documents

→ KOS presentation mostly sorted by frequency

Jacsó, 2007
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Faceted result browsing

http://www.worldcat.org
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Result presentation

• (Document clustering: categorization of search results, but not based 

on KOS)

→ Mixed results, titles for clusters confusing

• Faceted search results: based on KOS and other features of the 

documents

→ KOS presentation mostly sorted by frequency

• Ontology-based: representing different relationships

→ Many relationships possibly confusing

→ Rarely evaluated in comparison or for effectiveness

Jacsó, 2007
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Relationship-based results presentation

• Works created by matching person

• Works related to matching person

• Works created by a teacher of 

matching person 

• Works related to an artefact 

created by matching person

• Works created by an artist 

professionally related to matching 

person

• Works titled

• Works showing concept

• Works with matching Location…

Europeana Semantic Search Engine prototype, VUA: http://eculture.cs.vu.nl/europeana/session/search
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Impact measurement: Evaluation

• KOS in indexing, query expansion, query reformulation 

→ Rigorous & standardized in IR for effectiveness

→ Rarely usability tests

• KOS for browsing, result presentation in end-user interfaces 

→ Usability tests not as rigorous and not always performed

→ Rarely effectiveness tests

• Ontology-based search, query expansion

→ Early: prototype development; Now: evaluation also in focus

→ SEALS (Semantic Evaluation at Large Scale), STI Test beds & 

challenges

Halpin et al., 2010; Wrigley et al., 2010. 

http://about.seals-project.eu http://testbeds-challenges.sti2.org
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Terminology issues

„Over the years, various meta-languages have been used to manually 

enrich documents with conceptual knowledge of some kind […] We will 

refer to this broad range of meta-languages as concept languages and to 

their vocabulary terms as concepts.”  (Meij et al., 2010)

Computer Science / Information Retrieval → Library and Information 

Science → Artificial Intelligence, Semantic Web, Linked Data

„Work on LLD can be hampered by the disparity in concepts and 

terminology between libraries and the Semantic Web community. Few in 

libraries would use a term like "statement" for metadata, and the Web 

community does not have concepts equivalent to libraries' "headings" or 

"authority control.“  W3C LLD Incubator Group Draft Report, 2011

- Disciplines
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Terminology issues - KOS

KOS:

thesauri = librarians, information scientists 

taxonomies = commercial information technologists, systems 

developers

ontologies = AI, Semantic Web, Linked Data communities

→Difference in term use mainly dependent on:

• Use case / application area

• Original discipline of author / developer

→ Conceptual & structural differences

→ Impact on application

Broughton 2006; Dextre Clarke 2008; Gilchrist, 2003; Mayfield 2002; Soergel, 1999
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Terminology issues - Ontology

LIS conceptualization:

term list→ taxonomy → classification→ thesaurus→ ontology = KOS

Semantic Web / LD conceptualization:

1. Semantic level ontologies: „representational primitives to model a 

domain of knowledge or discourse” = KOS, value vocabularies

2. Logical or physical level ontologies: “level of abstraction of data 

models to model entities, attributes, relationships” = metadata 

schemas, metadata element sets

→Differences in level of abstraction, number of relationships, type of 

concepts, formality, ability for reasoning

→ Differences in application (no query expansion with “concepts” from 

metadata schemas)

Gruber, 2009; Hodge, 2000, W3C LLD Incubator Group, 2011
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Suggested upper merged ontology (SUMO): 

Entity

• Physical

• Object

• ContentBearingPhysical

• Process

• PhysicalSystem

• Abstract

• Quantity

• Attribute

• SetOrClass

• Relation

• Proposition

• Graph

• GraphElement

RLG fundamental categories:

• Thing

• Kind

• Part

• Property

• Material

• Process

• Operation

• Agent

• Patient

• Product

• By-product

• Space 

• Time

Sidebar: Fundamental facets - upper ontologies 

• fundamental facets: disciplines & documents are modelled

• upper (foundational) ontologies: abstract concepts (general notions) for 

search, linguistics, reasoning applications

Broughton, 2006; Mills, 2004; Niles & Pease, 2001. http://www.ontologyportal.org/
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Lessons learned

Impact factors for success of KOS in IR systems:

• Domain specificity

• Terminology / discipline of domain

• Object type (availability of text)

• Query type

• Search goal

• User type / domain familiarity

• Presentation / interaction

• Mode of access

• Relationship type
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Lessons learned

Domain specificity:

→The more domain-specific the KOS (and application area), the better 

the IR results.

Terminology / discipline of domain:

→ KOS generally work better in disciplines with less terminological 

vagueness (the clearer defined & standardized, the better also the IR 

results). 

Object type (availability of text):

→ KOS (particularly terminology control) are generally more important for 

retrieval success for object descriptions with fewer text. 

Bates et al., 2003; Sartori, 2009; Svenonius, 1986; Wang, 2008
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Lessons learned

Query type:

→KOS support is more important  for short, broader or ambiguous 

queries.

→ Multi-concept queries might suffer from automatic methods for KOS 

support because of potential query drift.

Search goal:

→KOS support is generally more successful for high-recall searches.

→Ontology-based retrieval might help in high-precision searches.

Bhogal et al., 2007; Segura et al., 2011; Suomela & Kekalainen, 2006
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Lessons learned

User type / domain familiarity:

→Novice users and users unfamiliar with the domain benefit most from 

KOS for query expansion and contextualization.

→Expert users use KOS more often for query term selection or avoid 

subject searching altogether.

Presentation / interaction:

→Interactive KOS use works better than automatic, especially for query 

expansion, but puts more burden on the user. 

→ Interface design has a strong impact on experienced utility (can 

influence relevance assessments).

Bates, 1988; Beaulieu, 1997; Greenberg, 2004; Hsieh-Yee, 1993; Iivonen & Sonnenwald, 1998; 

Markey, 2007; Schwartz, 2008; Shiri & Revie, 2006; Sutcliffe et al., 2000; Vakkari et al. 2003
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Lessons learned

Mode of acccess: 

→ KOS presentation is more useful if it follows the user‘s mode of 

access, which is typically with a broader, more general entry than the 

information need, then narrowing down. 

Relationship type:

→ For automatic expansion, KOS equivalent and narrower term 

relationships generally result in better IR results.

→ KOS associative relationships can be helpful in interactive IR.

→ Automatic expansion with co-occurring terms from the same domain 

and level of generality works well.

→ For ontologies and their various relationships, the relationships best 

suited for expansion depend on the domain.

Bates, 1998; Bhogal et al., 2007; Greenberg, 2001a, b; Navigli & Velardi, 2003; 

Segura et al., 2011; Shiri & Revie, 2006; Suomela & Kekalainen, 2006
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Hierarchical relationship types:

• Class/instance pairs 

• Genus/species pairs 

• Genealogical relationships 

• Organizational reporting 

• Partitive relationships 

• Whole/part pairs

• Topic inclusion 

• Discipline/subdiscipline pairs 

+ 17 more

Associative relationship types:

• Action/target pairs 

• Environmental relationships

• Entity/school of thought pairs 

• Causal relationships 

• Dependency relationships

• Instrument/goal pairs

• Method/product pairs 

• Process/method pairs 

+ 115 more

Sidebar: Relationship types in LIS KOS

Michel, 1996

→ 53 equivalence relationship types

Association for Library Collections & Technical Services study on subject 

relationships for improvement of subject heading displays / use:
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Outlook: „Semantic search“

• „Killer application“ of Semantic Web

• Highly structured, precise and distributed (linked) search

• Large-scale & necessary use of KOS! 

→ Full potential of semantic relationships has not been realized

→ Challenges for ontology development

→ Challenges of interoperability

→ Challenges of scale & performance

→ Challenges for query & browsing interfaces:

• Masking of query language

• Matching of natural language queries  

→ Challenges of indexing & matching 

Ferrucci et al., 2010; Janev & Vranes, 2011; Pellegrini, 2009

http://www-03.ibm.com/innovation/us/watson/



“Despite the differences, it is to be regretted that the

‘ontological engineers’ make little or no reference to

work in information science…”  (B.C. Vickery, 1997)

We are working on it. ☺

vivien.petras@ibi.hu-berlin.de
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„Ontological approaches are less developed and 

studied…” (F. Sartori, 2009)
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“Sometimes it is argued that with the automation of 

information retrieval it is possible to dispense with 

traditional methodologies for organizing information, in 

particular, classification. Perhaps the strongest 

counterargument to this is that classification underlies all 

thinking; thus it would be prima facie surprising if it found 

no place in online systems of the future. But what is this 

place?” (Svenonius, 1983)
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Functions of KOS

• vocabulary control (synonymy, polysemy)

• orientation / reference tool (knowledge organization, clarify concepts)

•  conceptual frameworks for communication & learning

• standardized and consistent definition of concepts (variables, terms)

•  classification for action: diagnosis, procedures, work flows

• support indexing (description & categorization of documents)

• term-based support of end-user searching (term list) 

• knowledge-based support of end-user searching (hierarchies, facets) 

• automatic term- or relationship-based expansion in direct search

• multilingual mapping of concepts

• support structured displays of search results

Soergel, 1999
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+ Synonym, polysem, compound control

+ Expresses implicit concepts 

+ Search term identification

+ Concept relationships

+ Maps areas of knowledge (access)

+ High recall, precision possible

+ Multilingual mapping possible

+ Exhaustivity - every word equal

+ Specificity - potential for high precision

+ No delay in incorporating new terms

+ Author words – no indexer errors

+ Natural language - searcher words

+ Interoperability between systems

+ Low cost

Indexing for retrieval

− Lack of exhaustivity

− Possible lack of specificity 

− Possible inadequacies of coverage

− Possible out-of-date vocabulary

− Indexer errors

− Artificial language – searcher problems

− Interoperability problems

− High cost

− Synonymy, polysemy problems

− Implicit information may be missed

− Greater burden on searcher

− No concept relationships

− Vocabulary must be known

− Specificity – loss in recall

Dubois, 1987; Rowley, 1994

Controlled vocabulary Full text


