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Abbreviations

API Application Programming Interface

CPU Central processing unit

GPU Graphical processing unit

CI Configuration Interaction

DMC Diffusion Monte Carlo

HPC High Performance Computing

MO Molecular Orbital

MPI Message passing interface

PDMC Pure Diffusion Monte Carlo

QMC Quantum Monte Carlo

TCP Transmission Control Protocol

TC Transcorrelated

VMC Variational Monte Carlo

WP Work Package
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1 Introduction

We expect exascale machines to enable QMC applications on larger systems than those that can
be treated today. This implies that systems will have larger numbers of electrons, and/or larger
Configuration Interaction (CI) expansions. In this Work Package (WP), we investigate ways to
overcome new difficulties that will arise when running exascale simulations.

Exascale machines will often be used to run simulations that can’t run on smaller systems. So the
computed data will be particularly valuable to users, and it should not be lost by accident during the
simulation. In addition, an exascale machine will be such a complex piece of hardware and software
that it is not reasonable to neglect system failures in the design of dedicated software. The first
section of this document discusses different strategies used to make simulations robust to system
failures.

QMC methods can be trivially parallelized by running independent random walks to reduce the
statistical noise, and with the present supercomputers, the statistical error bars can already be reduced
below the chemical accuracy by taking advantage of embarrassing parallelism. However, before
including the statistical samples in the computation of the averages, the trajectories need to have
reached the ergodic regime in which the sampled density has converged to the target stationary density.
The time required to reach the ergodic regime is proportional to the length of each independent
trajectory, so using more trajectories in parallel is not a solution to this issue. One should instead
aim at reducing the number of walkers per node as much as possible when the size of the system
increases, and possibly to use single-node parallelism within a single trajectory.

Exascale systems will be hybrid architectures, and exascale simulations will need to take advantage
both of the Central processing units (CPUs) and Graphical processing units (GPUs). The main
difficulty in using efficiently such machines is data transfer between the main memory to the memory
of the GPUs. If some transfer is required at each Monte Carlo step, the time required for data
transfer is likely to be comparable to the time required for the computation of the step, leading
to poor performance. Two solutions are envisioned in the high-performance implementation of the
QMCkl library (in WP 3). The first solution is the use of asynchronous task-based parallelism using
the StarPU[1] library, handling dynamically the scheduling of tasks on CPUs and GPUs. This solution
will be adopted when the system under study is so large that very few trajectories can be run on
each compute node. The second solution, which will be adopted for most common simulations,
is to consider the GPUs as autonomous computing entities that will be able to run a complete
QMC simulation without any communication with the host’s memory. In this scheme, a distributed
simulation will be composed of pure CPU workers, and pure GPU workers. As these computing
units are different hardware, the trajectories will not evolve at the same speed, and we will need to
introduce the possibility to handle de-synchronized trajectories.

Another problem that will arise is the saturation of the memory. Indeed, when the number of
parameters in the wavefunction grows (number of Molecular Orbitals (MOs), number of CI coeffi-
cients), the memory required to sample the derivatives required for wavefunction optimization will
grow accordingly. In addition, the memory on GPU accelerators is relatively small compared to the
memory that is available on a CPU host. If one aims at avoiding transfer from the host memory
to the accelerator, one needs to design algorithms with reduced memory requirements. In the last
section, we present such an algorithm.

TREX: Targeting Real Chemical Accuracy at the Exascale project has received funding
from the European Union Horizon 2020 research and innovation program under Grant
Agreement No. 952165.
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2 Fault-tolerance

Implementation in existing codes

Most of the algorithms in QMC simulations can be expressed as completely independent Monte
Carlo simulations, which can take advantage of embarrassing parallelism. If all the simulations are
different realizations of the same process, the stochastic averages are computed as averages over
all the independent simulations. Hence, if some arbitrary processes crash during the simulation the
number of Monte Carlo samples will be reduced but the statistical averages will not be biased. In
theory, such algorithms are expected to be very robust to technical failures, making them excellent
candidates for extreme scale simulations.

The communication standard for High Performance Computing (HPC) is the Message passing in-
terface (MPI) Application Programming Interface (API) which was initially designed for more tightly
coupled algorithms. As a consequence, some choices in the design of MPI justified by performance
considerations prevent the natural exploitation of fault tolerance which is possible with Monte Carlo al-
gorithms. For example, if a single MPI process is killed the whole simulation dies. In the second version
of MPI, some primitives have been added to enable client-server communications (MPI Open port,
MPI Connect, . . . ), allowing to couple multiple independent MPI jobs to communicate together.
However, this feature has not been used extensively and offers very limited possibilities compared to
what can be achieved with the conventional Transmission Control Protocol (TCP) socket API.

Figure 1: Design of the QMC=Chem application. A data server collects the results computed by
the compute processes (qmc). One forwarder process per node aggregates the data to reduce the
communications.

In 2011, when the QMC=Chem code was being designed,[2] a client/server model was chosen
(Figure 1) using usual TCP socket communications to enable fault tolerance and to take advantage
of grid computing facilities. Although the latency of TCP communications is more than an order of
magnitude higher than with MPI, this has not proven to be a severe problem since all the critical
communications can be made non-blocking. A few years later, the TCP sockets were replaced by
using the more advanced ZeroMQ library.[3] The use of ZeroMQ is quite unusual in the domain

TREX: Targeting Real Chemical Accuracy at the Exascale project has received funding
from the European Union Horizon 2020 research and innovation program under Grant
Agreement No. 952165.
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of HPC, but in other communities it is a widely adopted standard for building scalable distributed
applications.

Figure 2: Distributed QMC simulation among the LAL cloud, the IPHC cloud and the CALMIP
supercomputer. The plot represents the number of computed blocks, proportional to the number
of Monte Carlo samples, as a function of time. A network failure was simulated by stopping the
tunnelling process between CALMIP and the internet.

In 2015, a demonstrator QMC calculation was distributed between a supercomputing center and
two cloud providers in three different cities in France.[4] We have shown that the calculation ran
successfully, that the amount of resources could be adjusted dynamically on demand, and that the
simulation could also survive failures, albeit at the expense of the loss of some Monte Carlo samples
(Figure 2).

A few years later, we have experimented the same technique in the Quantum Package code.[5]
Quantum Package is not a QMC code, but a code used for deterministic wave function calculations.
The two hot spots are i) the application of second-order perturbation theory to select relevant Slater
determinants and ii) the diagonalization of the Hamiltonian with Davidson’s algorithm.[6]

For the perturbative selection, we have designed a stochastic algorithm to enable massive paral-
lelism and fault tolerance,[7] and used a client/server approach similar to the one used in QMC=Chem.
For the Davidson diagonalization, the memory is replicated on the compute nodes and the large sparse
matrix-vector product at the heart of the Davidson method is split into tasks. The data server holds
the list of tasks, provides them to the compute processes and collects the pieces of the resulting
vector computed by the compute processes. In this context, the amount of data to be exchanged is

TREX: Targeting Real Chemical Accuracy at the Exascale project has received funding
from the European Union Horizon 2020 research and innovation program under Grant
Agreement No. 952165.
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Figure 3: Design of the sparse matrix-vector multiplication in the Davidson algorithm imple-
mented in Quantum Package. A master OpenMP simulation runs on a single node. Multiple slave
MPI/OpenMP simulations can be connected using ZeroMQ to the master simulation to increase the
computational power.

large, and a client is an autonomous multi-node simulation interconnected with MPI for fast broad-
casting of the replicated data (Figure 3). Fault-tolerance is not yet implemented for the Davidson
diagonalization, but we are working on a mechanism to re-queue the tasks that have not returned a
result after some time.

Recently, we have performed a calculation with Quantum Package distributed on two supercom-
puters, one in Rouen (north of France) and one in Toulouse (South of France).[8] The results have
demonstrated that our 3-layer OpenMP/MPI/ZeroMQ implementation of task-based parallelism en-
ables the use of Quantum Package on distributed cloud infrastructures, and completely solves the
problem of the latency of data transfer.

Exascale applications

Our recommendation for designing exascale applications is to use asynchronous task-based parallelism.
At the level of the compute node, task-based parallelism provides automatic load balancing between
the CPU cores and GPUs, which run at different speeds. Moreover, it addresses the problem of the
expensive data transfers from the memory of the host to the memory of the GPU, which can be
identified as a high latency issue. There exists many possibilities to implement task-based parallelism
within a compute node. OpenMP is a good choice as it is a widely adopted standard, and version
5 allows to offload asynchronously computations to accelerators with the nowait clause. Another
interesting candidate is the StarPU library[1] as it proposes smart schedulers that can take advantage
of multiple CPUs and GPUs, and can run multiple kernels on a single GPU. Moreover, StarPU can
distribute tasks among compute nodes with MPI, making it a single framework for the expression
of the parallelism in applications. For applications such as Monte Carlo simulations where fault

TREX: Targeting Real Chemical Accuracy at the Exascale project has received funding
from the European Union Horizon 2020 research and innovation program under Grant
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tolerance can be implemented, we don’t recommend to use MPI for the distribution of tasks on
the whole supercomputer, since a single process failure will crash the whole simulation. Instead,
we propose to design the application such that it can aggregate multiple smaller MPI simulations
using an open-source high-performance asynchronous message passing library which implements fault
tolerance. If a low-latency network is the target hardware, we recommend using GPI/GASPI[9] to
interconnect the MPI simulations. If the application is also meant to be run on cloud infrastructures,
we recommend to interconnect the MPI simulations with ZeroMQ.

3 Asynchronous Diffusion Monte Carlo algorithm

Real space QMC

In real-space quantum Monte Carlo algorithms, trajectories are built by moving random walkers
with a drifted diffusion random process. In the family of Diffusion Monte Carlo (DMC) algorithms, a
birth/death process is introduced. In this context, we don’t consider any more independent trajectories
but we consider instead a population of walkers with a fluctuating number of walkers. The DMC
algorithm is usually expressed as:

E = 0.

for kStep in range(nSteps):

newCoordinates = []

for iWalker in range(nWalkers):

x_old = coordinates[iWalker]

x = DiffusionDrift(x_old)

eWalk[iWalker] = Energy(x)

E += eWalk[iWalker]

w = exp(-timeStep * (Energy(x) - E_ref))

if w < 1.: # Random death of the walker

if random.uniform(0.,1.) < w:

newCoordinates.append(x)

else: # Random duplication

newCoordinates.append(x)

if random.uniform(0.,1.) < w-1.:

newCoordinates.append(x)

# end for iWalker

coordinates = newCoordinates

E_ref = f(eWalk)

# end for kStep

TREX: Targeting Real Chemical Accuracy at the Exascale project has received funding
from the European Union Horizon 2020 research and innovation program under Grant
Agreement No. 952165.
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return E / nSteps

In this algorithm, the loop over the Monte Carlo steps is the outer loop and the loop over the walkers
is the inner loop. Hence, all the walkers of the population are synchronized in time. This choice is
motivated by the fact that the variable E ref is adjusted dynamically so that the number of walkers
in the population stays roughly constant. As the number of walkers is variable, distributing the
population on the cluster leads to load balancing problems since the number of walkers per compute
node varies as the algorithm evolves. Moreover, it implies a synchronization barrier to ensure that all
the walkers are synchronized and that E ref is computed and broadcast. There has been multiple
works in the literature to reduce the impact of the load balancing problem in DMC.[10, 11, 12]

An alternative algorithm is Pure Diffusion Monte Carlo (PDMC), where the branching step is
replaced by carrying a weight:

E = 0.

sumWeight = 0.

for kStep in range(nSteps):

w[iWalker] = 1.

for iWalker in range(nWalkers):

x_old = coordinates[iWalker]

x = DiffusionDrift(x_old)

coordinates[iWalker] = x

E += w[iWalker] * Energy(x)

sumWeight += w[iWalker]

w[iWalker] *= exp(-timeStep * (Energy(x) - E_ref))

# end for iWalker

# end for kStep

return E / sumWeight

This algorithm is unstable because at some point the multiplicative weight will asymptotically go to
either infinity or to zero. For this reason, the DMC algorithm with a branching process is the standard
implementation in the QMC codes. With the PDMC scheme, E ref can be kept fixed and the two
loops can be interchanged, leading to a de-synchronization of the walkers:

E = 0.

sumWeight = 0.

for iWalker in range(nWalkers):

w = 1.

x = coordinates[iWalker]

for kStep in range(nSteps):

x = DiffusionDrift(x)

TREX: Targeting Real Chemical Accuracy at the Exascale project has received funding
from the European Union Horizon 2020 research and innovation program under Grant
Agreement No. 952165.
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E += w * Energy(x)

sumWeight += w

w *= exp(-timeStep * (Energy(x) - E_ref))

# end for kStep

coordinates[iWalker] = x

# end for iWalker

return E / sumWeight

Therefore, PDMC can be run with a single walker per compute node, and more statistics can
be obtained by running independent PDMC simulations, making this algorithm well suited to the
fault-tolerant model presented in the previous section. In addition, as the walkers don’t need to be
synchronized, some trajectories can run independently on CPUs and others ones on GPUs. But this
algorithm still needs to be stabilized to be usable.

We propose to add a branching step to PDMC to make it as efficient in practice as DMC:

E = 0.

sumWeight = 0.

while (continueRun):

newCoordinates = []

for iWalker in range(nWalkers):

w = 1.

x = coordinates[iWalker]

for kStep in range(nSteps): # <- Maximum number of steps

x = DiffusionDrift(x)

E += w * Energy(x)

sumWeight += w

w *= exp(-timeStep * (Energy(x) - E_ref))

if w < 0.5: # <- Death threshold

if random.uniform(0.,1.) < w:

newCoordinates.append(x)

break

if w > 2.0: # <- Birth threshold

newCoordinates.append(x)

w -= 1.

# end for kStep

if w > 1.:

newCoordinates.append(x)

w -= 1.

if random.uniform(0.,1.) < w: # <- Handle remaining part of the weight

TREX: Targeting Real Chemical Accuracy at the Exascale project has received funding
from the European Union Horizon 2020 research and innovation program under Grant
Agreement No. 952165.
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newCoordinates.append(x)

# end for iWalker

coordinates = newCoordinates

# end while

return E / sumWeight

When the weight of a walker becomes greater than 2, we create a new walker with a weight of 1, and
we remove 1 to the current weight. When the weight is lower than 0.5, we draw a random number to
decide whether to kill the walker or not. If the walker is not killed, its weight goes back to 1. To avoid
having a too large discrepancy between the number of steps performed by all the walkers, we impose
a maximum length of the trajectory, and a branching step is realized at the end of the trajectory to
discretize the weight. This algorithms converges to the DMC energy, and one can remark that all the
walkers are not any more at the the same point in time because of the branching steps. Hence, it is
possible to combine different lists of walkers coming from different compute nodes running at different
speeds without introducing any bias. If the branching events occur rarely enough, the complete list
of walker coordinates can be stored on a distant server, and transferred asynchronously leading to
a perfect load balancing with only a few walkers per node. The rate of branching can be tuned by
adjusting the birth and death thresholds (here 0.5 and 2.0), and also by increasing the quality of
the wave function: better wave functions branch less because the weight fluctuates less. The final
asynchronous DMC algorithm is then:

E = 0.

sumWeight = 0.

promise = asyncFetchWalkers(server, nWalkers) # -> Non-blocking coordinates request

coordinates = asyncWait(promise) # -> Wait for coordinates to arrive

while (continueRun):

promise = asyncFetchSomeWalkers(server, nWalkers) # -> Request next coordinates

for iWalker in range(nWalkers):

w = 1.

x = coordinates[iWalker]

for kStep in range(nSteps):

x = DiffusionDrift(x)

sumWeight += w

E += w * Energy(x)

w *= exp(-timeStep * (Energy(x) - E_ref))

if w < 0.5:

if random.uniform(0.,1.) < w:

asyncSendCoordinates(server, x) # <- Send coordinates

break
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if w > 2.0:

asyncSendCoordinates(server, x) # <- Send coordinates

w -= 1.

# end for kStep

if w > 1.:

asyncSendCoordinates(server, x) # <- Send coordinates

w -= 1.

if random.uniform(0.,1.) < w: # <- Handle remaining part of the weight

asyncSendCoordinates(server, x) # <- Send coordinates

# end for iWalker

coordinates = asyncWait(promise) # -> Wait for new coordinates to come

# end while

return E / sumWeight

Compute

Walkers server

Compute Compute

Figure 4: Communication pattern of the asynchronous DMC algorithm. A compute node requests
walker coordinates (dashed line), the server fulfills the request (dashed line). Then, when branching
occurs the compute node sends coordinates to the server (plain line). The request of the next batch
of coordinates is made in advance, and the walker coordinates are transferred while the compute node
is computing the trajectories of the previous batch.

A prototype of this algorithm was implemented in QMC=Chem, and we confirmed numerically that
it converges to the same energy as the DMC algorithm. We plan to write a small proof of concept
in Python or Julia using the QMCkl library developed in WPs 1 and 3. This mini-application will
be a nice illustration of the usefulness of having a library containing all the required functions for
performing QMC trajectories, and it will also demonstrate the experimental scaling of the algorithm
with the number of compute nodes, and the possible recovery from crashes.
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Determinant-space QMC

Similar to the case of real-space QMC, in determinant-space QMC trajectories are built of random
occupations on Slater determinants in the Hilbert space. However, in contrast to real-space QMC, the
total possible space is finite and denoted as the full Hilbert space of determinants. The objective of
the QMC algorithm is then to estimate the Energy and optionally the coefficients of the determinants
corresponding to the ground state wavefunction. Here one can distinguish between two types of
wavefunctions, first, bosonic wavefuntions that constitute only non-negative coefficients which can
be interpreted as weights. Second, ground states that exhibit a fermionic character with both positive
and negative coefficients. The former can be treated with either PDMC or DMC algorithms, however,
the latter needs special consideration and will be treated separately.

Bosonic wavefunctions

The algorithm for strictly non-negative wavefunction determinant QMC is similar to that of real space
i.e the Pure Diffusion Monte Carlo method. The main difference is the projection operator

G(H) ≡ 1− τ (H − ET ) . (1)

Similar to the real-space QMC, the target wavefunction can be obtained by a repeated application
of the projection on a trial wavefunction ΨT ,[13]

lim
n→∞

G(H)nΨT = Ψ0. (2)

The main steps in the Determinant-space QMC algorithm are shown below:

E = 0.

for kStep in range(nSteps):

newDeterminant = []

for iWalker in range(nWalkers):

jDet = determinants[iWalker]

# Spawning Step

iDet = SpawnDeterminant(jDet)

eWalk[iWalker] = Energy(iDet)

E += eWalk[iWalker]

if iDet == jDet: # Copy current determinant

w = (1 - timeStep*(H(iDet,iDet) - E_ref)) \

/ (1 - timeStep*(H(iDet,iDet) - Energy(iDet)))

else: # Spawn a new determinant

w = 1.

if w < 1.: # Random death of the walker

TREX: Targeting Real Chemical Accuracy at the Exascale project has received funding
from the European Union Horizon 2020 research and innovation program under Grant
Agreement No. 952165.

10 of 17



D4.2– Report on algorithms for exascale robustness (fault tolerance and large-scale
communications) in QMC flagship codes

if random.uniform(0.,1.) < w:

newDeterminant.append(iDet)

else: # Random duplication

newDeterminant.append(iDet)

if random.uniform(0.,1.) < w-1.:

newDeterminant.append(iDet)

# end for iWalker

determinants = newDeterminants

E_ref = f(eWalk)

# end for kStep

return E / nSteps

The two main steps in the algorithm are spawning and branching. During the spawning step,
walkers on new determinants are born. In the birth/death step, walkers can be copied/deleted. The
main difference compared to the real-space QMC is in the calculation of the weight wij.

Fermionic wavefunctions

In the case of fermionic wavefunctions, the spawning probability ps(j|i) given by

ps(j|i) =
τ Hij

pgen(j|i)
, (3)

where pgen(j|i) is a positive value and relates to the total probability of spawning on an new deter-
minant j ̸= i.[14] Thus, ps(j|i) can become either positive or negative and hence cannot be used as
a probability distribution. This is due to the fact that the off-diagonal Hamiltonian matrix-elements
Hij can be either positive or negative in sign. Consequently, one has to separate the population of
walkers into two families of determinants, one with positive sign (i.e. positive walkers) and another
with negative sign (i.e. negative walkers). In order to accumulate fermionic statistics, an annihilation
step has to be introduced in order to correlate the two populations of walkers. The annihilation step
removes pairs of walkers of opposite signs on the same determinant. Hence, the walkers become
correlated and completely independent QMC simulations with independent sets of walkers can no
longer be carried out. This is in stark contrast to the case for bosonic wavefunctions.

In the NECI code, the walkers are stored in a distributed hash table where the keys are the
determinants and the values are their occupation.This design is motivated by the fact that the
number of occupied determinants can become too large to be stored on a single compute node. The
key point to realize is that in this context the annihilation step involves a global communication, and
this could become a bottleneck for exascale applications.

Here we propose a different algorithm which involves non-blocking asynchronous communications
of the local walker populations in order to hide the latency of the communications. The idea originates
from the realization that in order to accumulate fermionic statistics, it is sufficient to perform the
annihilation step regularly enough. Crucially, it can be shown that the different walkers do not need
to be synchronized for the annihilation to be effective.[15, 16, 17]
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The main steps of the algorithm follow that of the asynchronous DMC algorithms described
in the previous section, in which the storage of the complete list of walkers is separated from the
computational code (see figure 4). If the list of walkers is too large to fit on a single node, a distributed
hash tables may be used. We will call here walkers server the process which is the entry point for
interacting with the distributed storage of walkers. The complete algorithm for a computing process
is described as follows:

1. The computing process obtains a batch of walkers from the walkers server, in the form of pairs
(determinant, signed occupation). It receives also the Eref constant required to adjust the
growth of the population.

2. Every walker of the batch spawns new walkers, stored in a temporary list of signed walkers,

3. Every walker of the batch performs the birth/death step,

4. The walkers of the temporary list are added to the batch, including an annihilation process.

5. The wall-clock time is measured from step 1 to now.

(a) If the wall-clock time is long enough or if the local number of walkers has become critically
large, the local signed list of pairs (determinant, signed occupation) is sent to the walkers
server, together with a contribution to the energy:

Nwalkers∑
i=1

ni

Nwalkers
⟨0|H|i⟩

We then go back to step 1.

(b) Otherwise, we go back to step 2.

The role of the walkers server is to provide batches of pairs (determinant, signed occupation) to the
computing processes, and to receive new batches from them. During the storage of the new data,
an annihilation step is performed in the global population. The walkers server also computes the
value of Eref which has to be common to all compute processes, and estimates the total energy by
combining contributions coming from all the compute processes.

The non-blocking algorithm for the fermionic determinant-space QMC is then similar to the real-
space asynchronous QMC. A simple implementation of the above algorithm is given below:

promise = asyncFetchWalkers(server, nWalkers) # -> Non-blocking determinants request

determinants = asyncWait(promise) # -> Wait for determinants to arrive

wallTime0 = getWallTime() # -> Initial wall-clock time

while (continueRun):

promise = asyncFetchNewWalkers(server, nWalkers) # -> Request next batch

while getWallTime() - wallTime0 < MaxTime:
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newDeterminants = []

for (jDet, jN) in determinants:

if jN < 0: jSign = -1

else : jSign = 1

for k in range(jSign * jN):

# Spawning Step

(iDet, iSign) = SpawnDeterminant(jDet)

newDeterminants.append( (iDet, -iSign*jSign) )

# Birth/Death Step

w = getBirthDeathProb(jDet)

if w < 1.: # Random death of the walker

if random.uniform(0.,1.) < w:

newDeterminants.append( (jDet, jSign) )

else: # Random duplication

newDeterminants.append( (jDet, jSign) )

if random.uniform(0.,1.) < w-1.:

newDeterminants.append( (jDet, jSign) )

# end for

# end for

determinants = mergeWalkers(newDeterminants)

# end while

E = Energy(determinants)

asyncSendDeterminants(server, determinants, E) # <- Send walkers (non-blocking)

determinants = asyncWait(promise) # Block until new batch has arrived

wallTime0 = getWallTime()

# end while

A proof-of-principle algorithm has been implemented and has been tested with the conventional
FCIQMC[14] algorithm in order to verify that there is no bias in the energy estimates. The next step
will be to test the algorithm in a large scale simulation.

4 Low-memory algorithm for wavefunction optimization

Some exascale QMC applications will contain both a large number of correlated electrons and a large
number of Slater determinants. CI coefficient optimization is one of the most memory consuming
approach in QMC, and we propose here a method which both reduces the memory requirements and
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takes advantage of zero-variance estimators which exhibit smaller statistical errors than the usual
ones, thus requiring shorter simulation times.

Consider a ground-state wavefunction Φ(R) expressed in a basis of Ndet Slater determinants
{DI(R)}:

Φ(R) =

Ndet∑
I=1

cI DI(R) (4)

The linear coefficients are initially obtained by solving the standard CI problem. In the QMC frame-
work, a relatively cheap and efficient way of increasing the amount of electron correlation described
by the wave function is to introduce a Jastrow factor eJ(R), capturing particularly well short-range
correlation effects that can’t be described by the finite determinant basis set.

Ψ(R) = Φ(R) eJ(R) =

(
Ndet∑
I=1

cIDI(R)

)
eJ(R). (5)

The most natural way of re-optimizing the coefficients cI under the presence of the Jastrow factor
is to express the CI problem in the basis {DI(R) ≡ DI(R) eJ(R)}. This basis is not orthonormal,
so in addition to the Hamiltonian matrix elements HIK = ⟨DI |Ĥ|DK⟩ the overlap matrix elements
SIK = ⟨DI |DK⟩ need to be computed and the CI problem can be solved as

HC = ESC. (6)

As the forms commonly used for the Jastrow factor are too complicated to integrate analytically,
these 3N -dimensional integrals are sampled using a Variational Monte Carlo (VMC) sampling:

HIK =

〈
DI

Ψ

Ĥ DK

Ψ

〉
Ψ2

and SIK =

〈
DI

Ψ

DK

Ψ

〉
Ψ2

(7)

where ⟨. . .⟩Ψ2 denotes the stochastic average over the Monte Carlo samples drawn with the 3N -
dimensional density Ψ2.

Such an approach requires the sampling of twoNdet×Ndet matrices, and is therefore only applicable
to a few thousand parameters. State-of-the art algorithms employ Krylov methods,[18] such that
the sampling can be reduced to a small number m of vectors, with a memory requirement scaling
as O(m × Ndet). This memory reduction enables the optmization of hundreds of thousands of
parameters, but is obtained at the cost of multiple matrix-vector multiplications during the sampling.

The algorithm we propose here requires exactly Ndet random variables, with no additional com-
putational cost. First, we eliminate the need for the overlap matrix by expressing the optimization in
the Transcorrelated (TC) formalism, where the correlation is incorporated in the Hamiltonian through
a similarity transformation[19]

ĤJ ≡ e−Ĵ Ĥ eĴ . (8)

Therefore, solving exactly the Schrödinger equation with an ansatz wavefunction Ψ(R) = Φ(R) eJ(R)

Ĥ Ψ = EΨ, (9)
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is equivalent to solve the TC differential equation

ĤJ Φ = E Φ (10)

which is expressed in the orthonormal basis of Slater determinants, suppressing the need for sampling
the overlap matrix.

By projecting Eq. (10) in the basis of Slater determinants, we obtain

Ndet∑
K=1

⟨DI |ĤJ |DK⟩ cK = E cI (11)

We define the operator ∆̂ = ĤJ − Ĥ, and the projected equations can be rewritten as

Ndet∑
K=1

⟨DI |Ĥ|DK⟩ cK +
⟨DI |∆̂J |Φ⟩

cI
cI = E cI (12)

such that the effect of the Jastrow factor is expressed as a diagonal dressing of the the Hamiltonian.
As the dressed Hamiltonian is now parameterized by the wave function, the equations will be solved
iteratively,

Φ(i) =

Ndet∑
I=1

c
(i)
I DI , (13)

using the solution of the standard CI problem as an initial guess. The dressing term is approximated
using the coefficients of the previous iteration:〈

DI

∣∣∆̂J

∣∣Φ(i)
〉

c
(i)
I

≈
〈
DI

∣∣∆̂J

∣∣Φ(i−1)
〉

c
(i−1)
I

. (14)

Note that the division by cI generates numerical instabilities when cI is small, so we reformulated
the problem using a column dressing such that the denominator is always the largest of all |cI | as
proposed in [20].

At each iteration, Davidson’s method[6] can be used to extract the ground state of the dressed
Hamiltonian. This method requires to apply the dressed Hamiltonian to the trial vector at each step
of Davidson’s algorithm, 〈

DI

∣∣ĤJ

∣∣Φ(i)
〉
=
〈
DI

∣∣Ĥ∣∣Φ(i)
〉
+
〈
DI

∣∣∆̂J

∣∣Φ(i)
〉
. (15)

One can remark that the first term can be computed exactly with a standard quantum chemistry
code, such as Quantum Package. Only the second term needs to be sampled in VMC, and this term
is implemented in QMC=Chem as

1∫
[Ψ(i)(R)]

2
e−2J(R)dR

×
∫ [

Ψ(i)(R)
]2DI(R)e−J(R)

Ψ(i)(R)

(
ĤΨ(i)(R)

Ψ(i)(R)
− ĤΦ(i)(R)

Φ(i)(R)

)
dR (16)

=
1

⟨e−2J⟩
Ψ(i)2

〈
DI e

−J

Ψ(i)
(EL − E0)

〉
Ψ(i)2

. (17)
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This term has low statistical fluctuations, since most of the fluctuations of EL = ĤΨ(i)(R)

Ψ(i)(R)
and

E0 =
ĤΦ(i)(R)

Φ(i)(R)
cancel out, as shown on figure 5, and as a consequence shorter simulation times can

be used for the VMC sampling.
We have also proposed an alternative estimator with even smaller fluctuations using as a reference

the transcorrelated Hamiltonian of Giner[21] instead of the standard Hamiltonian. We have observed
a reduction of a factor of two in the error bars, but this transcorrelated Hamiltonian requires the
computation of three-electron integrals which will not be technically applicable to large systems. To
cure this problem, we take as a reference the transcorrelated Hamiltonian where the three-body terms
are neglected, leading to the same reduction in fluctuations but with a deterministic computation of
the reference which is tractable for larger systems.

Wave function Water Fluorine dimer

Hartree-Fock -16.94804 -198.76828

Full CI -17.16467 -199.361

Selected CI -17.16452 -199.32215

Ndet 400 478 91 988

CI/Jastrow -17.2053(7) -199.4455(5)

CI/Jastrow iteration 1 -17.2376(1) -199.4669(4)

CI/Jastrow iteration 2 -17.2376(1) -199.4672(5)

Table 1: Convergence of the energy (a.u.) for the water molecule and the fluorine dimer.

Figure 5: Statistical errors of
〈

DI e
−J

Ψ
EL

〉
and

〈
DIe

−J

Ψ
(EL − E0)

〉
in a simulation of the water

molecule with 400 000 Slater determinants.

TREX: Targeting Real Chemical Accuracy at the Exascale project has received funding
from the European Union Horizon 2020 research and innovation program under Grant
Agreement No. 952165.

16 of 17



D4.2– Report on algorithms for exascale robustness (fault tolerance and large-scale
communications) in QMC flagship codes

As a proof of concept, we have applied the proposed method to the water molecule using effective
core potentials with more than 400 000 Slater determinants, and to the fluorine dimer using all-
electron calculations with around 100 000 determinants. Table 1 shows that after a single iteration
the energy minimization has converged to a sub-milliHartree precision, demonstrating the efficiency
of our method. An article is under preparation.

5 Summary

Using efficiently exascale machines will require to take advantage of parallelism first at the level of
a single compute node, and then at the level of a large cluster of nodes. Single-node efficiency is
a problem taken care of in WP3, and the present WP focuses on distributing the work on multiple
nodes, keeping the efficiency high.

Monte Carlo algorithms have the particularity that they are able to return an unbiased result
when some parts of the computation have been removed, if the removed parts are random samples.
We can exploit this advantage to design fault-tolerant applications, since there is no need for book
keeping the computed tasks or handling a complex recovery procedure. The only condition is that the
simulation survives upon failure of some processes, which is not the standard behavior of applications
relying on the MPI library. Hence, we propose to use alternative libraries to limit the impact of failures
of MPI processes.

The heterogeneity of the hardware imposes the usage of asynchronous algorithms to keep a good
balance of the work load, and to hide the latency of communications. This requires algorithmic
changes in the most common QMC methods. We have proposed some developments which combine
PDMC with DMC to benefit both from the asynchronous character of PDMC and the stable character
of DMC thanks to the branching process.

Finally we address the problem that the available memory will not grow as much as the computing
power, and low-memory implementations of the algorithms will be required for applications requiring a
computational power at the exascale. We have proposed a new method for wave function optimization
of hundreds of thousands of parameters with a minimal memory footprint.
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