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EXECUTIVE SUMMARY 

This Report presents the results of research carried out as part of Work Package 6 

“Intermediaries: Copyright Content Moderation and Removal at Scale in the Digital Single 

Market: What Impact on Access to Culture?” of the project “ReCreating Europe”, particularly 

on Tasks 6.3 (Evaluating Legal Frameworks on the Different Levels (EU vs. national, public vs. 

private) and 6.4 (Measuring the impact of moderation practices and technologies on access 

and diversity). This work centers on a normative analysis of the existing public and private 

legal frameworks with regard to intermediaries and cultural diversity, and on the actual 

impact on intermediaries’ content moderation on diversity.  

Chapter 2 deals with the evaluation of legal frameworks on the different levels. First, the 

chapter expands on the assessment of the regulatory environment and revisits the starting 

point for access to culture and the creation of cultural value. It introduces a concept of “Rough 

Justice”, which acknowledges the difficulties and differences vis-à-vis a full “fair trial” setup 

and proposes conceptualization in the context of procedural rules, substantive rules and 

competences. A second starting point for the legal evaluation is provided in analysing and 

evaluating the framework for quality of automated copyright content moderation as put 

forward in the CDSM Directive and the Digital Services Act in light of erroneous decisions. It 

is suggested that decision quality should be a decisive factor that is to be seen as a separate 

perspective from ex post mitigation mechanisms. It also analyses the benchmark put forward 

in the sector specific CDSM Directive and the horizontal Digital Services Act. A third 

perspective relates to the aspect that copyright content moderation increasingly requires an 

understanding of contextual use and the potential risk of “bias carry-over” from datasets to 

content moderation. It is suggested that the question bias mitigation and access to copyright 

data should increasingly be addressed in the regulatory framework. 

Chapter 3 describes our efforts to measure the impact of copyright content moderation on 

access and diversity. We start this chapter by presenting existing research in the field and by 

discussing options to investigate these complex questions. On these grounds, we explain our 

research design consisting of three empirical sub-studies, and then present the results of this 
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work. In the first sub-study we investigate aggregated data on copyright and content 

moderation published by platforms themselves, often in the form of transparency reports; 

secondly, we analyse content level data with regard to the sustaining availability and the 

diversity of content on social media platforms; and thirdly we present results from in-depth 

interviews with cultural creators with regard to their experiences with copyright content 

moderation. Overall, the results indicate a strong impact of copyright regulation and content 

moderation on diversity, and potentially an impact that leads to a decrease in diversity of 

content. Yet, the research has also shown that these interpretations cannot be fully verified 

based on the limited data that is available to researchers and the public. 

Chapter 4 presents joint conclusion based on the evaluation of the existing legal frameworks 

as well as existing practices and technologies. We particularly highlight the need for further 

research on issues of diversity and access on social media platforms, given its high relevance 

for European societies, and at the same time its complex nature, specifically in the context of 

contemporary fragmented media landscapes. We conclude with a strong call for robust 

mandatory data access clauses in future regulations. 
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1. INTRODUCTION 

In the context of WP6 on “Intermediaries: Copyright Content Moderation and Removal at 

Scale in the Digital Single Market: What Impact on Access to Culture?”, we pursue two 

principal objectives, namely to: 

• Explain and evaluate the existing legal frameworks (both public and private, existing 

and proposed) that shape the role of intermediaries in organising the circulation of 

culture and creative works in Europe, including content moderation and removal at 

scale.  

• Explain, critically examine and evaluate the existing practices and technologies that 

intermediaries deploy to organise the circulation of culture and creative works in 

Europe, including content moderation and removal at scale.  

This Report (D6.3 Final Evaluation and Measuring Report - impact of moderation practices 

and technologies on access and diversity) describes the results of the research carried out in 

the context of the normative analysis of both the legal framework (public and private) as well 

as the existing practices and technologies. It builds upon the earlier research on the mapping 

of the EU legal framework and intermediaries’ practices on copyright content moderation and 

removal,1 and on the research conducted during task T6.3 Evaluating Legal Frameworks on 

the Different Levels (EU vs. national, public vs. private) and T6.4 Measuring the impact of 

moderation practices and technologies on access and diversity. 

This report is structured as follows: In lieu of a comprehensive report, we attach the draft 

articles2 based on our research.  

• Thomas Riis: “A theory of rough justice for internet intermediaries from the 

perspective of EU copyright law” 

 
1 Available here. 
2 All articles are or will be submitted to relevant peer-reviewed journals. 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4210278
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• Sebastian Felix Schwemer: “Quality of Automated Content Moderation: Regulatory 

Routes for Mitigating Errors” 

• Thomas Margoni, João Pedro Quintais and Sebastian Felix Schwemer: “Algorithmic 

propagation: do property rights in data increase bias in content moderation?” 

• Christian Katzenbach, Selim Basoglu and Dennis Redeker: “Finally Opening up? The 

evolution of transparency reporting practices of social media platforms”, submitted 

to ICA 2023. 

• Daria Dergacheva, Christian Katzenbach: “Mandate to Overblock? Understanding the 

impact of EU’s Art. 17 on automated content moderation on YouTube”, submitted to 

ICA 2023. 

• Daria Dergacheva, Christian Katzenbach and Paloma Viejo Otero: “Losing authenticity: 

social media creators’ perspective on copyright restrictions in the EU” submitted to 

ICA 2023. 

These research articles are accompanied by brief descriptions in the following chapters.  

Chapter 2 deals with the evaluation of legal frameworks on the different levels. First, the 

chapter expands on the assessment of regulatory environment and revisits the starting point 

for access to culture and the creation of cultural value. It introduces a concept of “Rough 

Justice”, which acknowledges the difficulties and differences vis-à-vis a full “fair trial” setup 

and examines this in the context of procedural rules, substantive rules and competences. A 

second starting point for the legal evaluation is provided in analysing and evaluating the 

framework for quality of automated copyright content moderation as put forward in the 

CDSM Directive and the Digital Services Act in light of error. A third perspective relates to the 

aspect that copyright content moderation increasingly requires an understanding of 

contextual use and whether the potential risk of “bias carry-over” from datasets to content 

moderation is sufficiently addressed in the current framework. 

Chapter 3 describes our efforts to measure the impact of copyright content moderation on 

access and diversity. We start this chapter by presenting existing research in the field and by 

discussing options to investigate these complex questions. On these grounds, we explain our 
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research design consisting of three empirical sub-studies, and then present the results of this 

work. In the first sub-study we investigate aggregated data on copyright and content 

moderation published by platforms themselves, often in the form of transparency reports; 

secondly, we analyse content level data with regard to the sustaining availability and the 

diversity of content on social media platforms; and thirdly we present results from in-depth 

interviews with cultural creators with regard to their experiences with copyright content 

moderation. 

Chapter 4 presents joint conclusion based on the evaluation of the existing legal frameworks 

as well as existing practices and technologies. We particularly highlight the need for further 

research on issues of diversity and access on social media platforms, given its high relevance 

for European societies, and at the same time its complex nature, specifically in the context of 

contemporary fragmented media landscapes. We conclude with a strong call for robust 

mandatory data access clauses in future regulations. 

 

Further research partly related to or conducted within this work package and subtasks has 

been published in earlier writing:  

• SF Schwemer (2022), “Digital Services Act: A Reform of the e-Commerce Directive and 

Much More” prepared for A Savin, Research Handbook on EU Internet Law (Edward 

Elgar, 2023), available at 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4213014;  

• SF Schwemer (2022), “Recommender Systems in the EU: from Responsibility to 

Regulation“, Morals & Machines (2022), 60–69, https://doi.org/10.5771/2747-5174-

2021-2-60;  

• Quintais, J., & Schwemer, SF (2022). “The Interplay between the Digital Services Act 

and Sector Regulation: How Special Is Copyright?” European Journal of Risk 

Regulation, 13(2), 191-217. doi:10.1017/err.2022.1;  

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4213014
https://doi.org/10.5771/2747-5174-2021-2-60
https://doi.org/10.5771/2747-5174-2021-2-60
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• Katzenbach, C. (2021). “AI will fix this” – The Technical, Discursive, and Political Turn 

to AI in Governing Communication. Big Data & Society, 8(2). 

https://doi.org/10.1177/20539517211046182. 

https://doi.org/10.1177/20539517211046182
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2. EVALUATING LEGAL FRAMEWORKS ON THE DIFFERENT LEVELS (T6.3)  

The evaluation of the legal frameworks on different levels (T6.3) integrates the findings of 

T6.1 and T6.23 and carries out a normative assessment of how legal rules and contractual 

terms on the moderation and removal of copyright content on large-scale user-generated 

content (UGC) platforms affect digital access to culture and the creation of cultural value.  

It assesses how such rules and terms shape the design of removal and moderation by UGC 

platforms, the activities of creators and users, and the role of fundamental rights and 

freedoms – namely the freedom of expression, the arts and to conduct a business – in shaping 

these rules and terms. It also evaluates how the state-enacted rules in the DSM shape the 

emergence of private models for content moderation and removal, examining how the 

production of law is shaped by the intrinsic characteristics and needs of the actors on the 

DSM within the legal framework conditions. 

2.1 THE COMPLEXITY AND ELASTICITY OF THE LEGAL FRAMEWORK: 

OVERLAPS AND INTERPLAY 

The Digital Services Act is the first European framework to provide a legal definition of 

“content moderation” (Article 3 lit. t DSA): it refers to the “the activities, automated or not, 

undertaken by providers of intermediary services aimed, in particular, at detecting, 

identifying and addressing illegal content or information incompatible with their terms and 

conditions, provided by recipients of the service, including measures taken that affect the 

availability, visibility, and accessibility of that illegal content or that information, such as 

demotion, demonetisation, disabling of access to, or removal thereof, or the recipients’ ability 

to provide that information, such as the termination or suspension of a recipient’s account.”4 

In essence, content moderation can contain a large variety of activities that address content 

that is illegal or deemed incompatible with the private regulatory framework by that 

 
3 See Quintais, JP; Mezei, P; Harkai, I; Magalhães, J; Katzenbach, C; Schwemer, SF and Riis, T, Copyright Content 
Moderation in the EU: An Interdisciplinary Mapping Analysis (ReCreating Europe, 2022). 
http://dx.doi.org/10.2139/ssrn.4210278. 
4 On further definitions and conceptualisations of content moderation, see, Quintais et al. (2022), p 33 ff. 



 

The information in this document reflects only the author’s views and the European Community is not liable for any 
use that may be made of the information contained therein. The information in this document is provided “as is” 
without guarantee or warranty of any kind, express or implied, including but not limited to the fitness of the 

information for a particular purpose. The user thereof uses the information at his/ her sole risk and liability. This 
deliverable is licensed under a Creative Commons Attribution 4.0 International License. 

10 

respective platform in form of terms and conditions. 5  It is also distinct from content 

recommendation.6 

As analysed in our mapping report, the legal framework for copyright content moderation 

consists of several parts: The relevant substantive copyright rules are contained in national 

copyright legislation, partly based on harmonising instruments such as the InfoSoc Directive. 

The relevant rules regarding intermediary or platform regulation, are contained in Article 17 

of the CDSM Directive (and its national implementations), the e-Commerce Directive’s 

framework for intermediary liability exemptions in Articles 12-15, which will be replaced and 

amended by the DSA. 

 

 

 

 

In order to understand the regulatory, i.e., both law and self-regulatory, environment round 

the moderation of online content, it is necessary to recall that Article 14 e-Commerce 

Directive sets forth the horizontal basic rules for an intermediary’s mandated response to 

illegal content, including copyright- infringing works. These rules will be replaced by the 

corresponding provision in the DSA on 17 February 2024.7  

Notably, the e-Commerce Directive refrained from further specifying the notice-and-action 

regime. In this void (or more positively: freedom of operation) industry-practices have 

merged. These, in, turn, now appear to at least partly codified in the CDSM Directive with 

 
5 Note also the broad definition of terms and conditions in the Art. 2 lit. u DSA, which covers “all clauses, 
irrespective of their name or form, which govern the contractual relationship between the provider of 
intermediary services and the recipients of the service”. 
6 Cf. Art. 2(o) DSA. See also Quintais et al. (2022), p. 35f. 
7 See for an in-depth comparison SF Schwemer, “Digital Services Act: A Reform of the e-Commerce Directive and 
Much More”, prepared for A Savin, Research Handbook on EU Internet Law (Edward Elgar, 2023), available on 
SSRN: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4213014. 

Art. 17 CDSM 
Directive 

e-Commerce 
Directive / DSA 

Copyright rules (InfoSoc, CDSMD, 
national) 

Self-regulation 

Substantive copyright rules 

Intermediary framework 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4213014
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regards to OCSSPs, and in the DSA with regards to other online platforms that fall outside the 

scope of Article 17 CDSM Directive. 

 

 

 

One issue related to the regulatory framework regards its complexity and potential overlaps 

and interplay. This is specifically relevant in the context of online platforms and copyright, 

where both Article 17 CDSM Directive and the Digital Services Act specify and adjust 

platforms’ room of operation for content moderation and which we have previously 

explored.8 Further complexity is added with the specific national implementations of Article 

17 CDSM Directive as previously analysed.9 

Besides this overlap, there are notable other areas where rules interact. Since content 

moderation often also involves the processing of personal data, for example, future research 

should look into the interplay between the GDPR and the sector specific CDSM Directive 

framework as well as the horizontal rules in the DSA. Since content moderation is –as explored 

earlier– regularly performed or supported by algorithmic means, furthermore, also the 

potential intersection with the Artificial Intelligence Act (AIA), a Regulation which was 

proposed on 21 April 2021, is of interest.10 It introduces “rules regulating the placing on the 

market and putting into service of certain AI systems” (recital 4 AIA) and focusses on the 

regulation of the provider as well as the user of such AI system. In our context of copyright 

content moderation, the AIA is of interest given the broad and generic definition of AI system 

in Art. 3(1) AIA, which means “software that is developed with one or more of the techniques 

 
8 Quintais, J., & Schwemer, S. (2022). The Interplay between the Digital Services Act and Sector Regulation: How 
Special Is Copyright? European Journal of Risk Regulation, 13(2), 191-217. doi:10.1017/err.2022.1 
9  http://copyrightblog.kluweriplaw.com/2021/11/29/whats-the-buzz-tell-me-whats-a-happening-around-
article-17-tales-from-hungary-germany-italy-and-sweden/ 
10  See Thomas Margoni, João Pedro Quintais and Sebastian Felix Schwemer: “Algorithmic propagation: do 
property rights in data increase bias in content moderation? Part II” (Kluwer Copyright Blog, 9.6.2022) 
http://copyrightblog.kluweriplaw.com/2022/06/09/algorithmic-propagation-do-property-rights-in-data-
increase-bias-in-content-moderation-part-ii/  

E-Commerce Directive Industry practices 

Art. 17 CDSMD 

DSA 

http://copyrightblog.kluweriplaw.com/2021/11/29/whats-the-buzz-tell-me-whats-a-happening-around-article-17-tales-from-hungary-germany-italy-and-sweden/
http://copyrightblog.kluweriplaw.com/2021/11/29/whats-the-buzz-tell-me-whats-a-happening-around-article-17-tales-from-hungary-germany-italy-and-sweden/
http://copyrightblog.kluweriplaw.com/2022/06/09/algorithmic-propagation-do-property-rights-in-data-increase-bias-in-content-moderation-part-ii/
http://copyrightblog.kluweriplaw.com/2022/06/09/algorithmic-propagation-do-property-rights-in-data-increase-bias-in-content-moderation-part-ii/
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and approaches listed in Annex I and can, for a given set of human-defined objectives, 

generate outputs such as content, predictions, recommendations, or decisions influencing 

the environments they interact with”. 11  Suffice it here to note that content moderation 

technology likely falls within the scope of this definition. Furthermore, the scope the 

proposed Regulation focuses on risks inter alia to the protection of fundamental rights of 

natural persons concerned (see, e.g., recitals 1, 13, 27, 32, Arts. 7(1)(b), 65 AIA). Copyright 

content moderation might come with risks for inter alia freedom of expression or the arts. 

The AIA differentiates between four types of risk: AI systems that come with unacceptable 

risks are prohibited; AI systems with high-risk are permitted but subject to specific 

obligations; AI systems with limited risk are subject to certain transparency obligations. 

Neither, however, seems to encompass copyright content moderation at this stage. 

 

2.2 THE QUEST FOR BENCHMARKS FOR NORMATIVE ASSESSMENTS 

 

2.2.1 ACCESS TO CULTURE & CREATION OF CULTURAL VALUE 

The main research theme of the ReCreating Europe project relates to the concept of “access 

to culture” within the context of a “culturally diverse, accessible, and creative Europe”.12 We 

have already at the mapping stage attempted to locate our research of WP6 in the context of 

these concepts. 

Cultural diversity, accessibility and creativity are cornerstones of the EU. Art. 3(3) of the Treaty 

on European Union (TEU), for example, sets out that the Union “shall respect its rich cultural 

and linguistic diversity, and shall ensure that Europe's cultural heritage is safeguarded and 

enhanced.” Instead of providing an in-depth analysis of the concepts and their deep and rich 

 
11 This definition, is complemented by Annex I, which contains a detailed list of approaches and techniques for 
the development of AI. 
12  reCreating Europe, ‘ReCreating Europe - The Project: Discover the 4 Pillars of ReCreating Europe’ 
<https://www.recreating.eu/the-project/> accessed 15 November 2022. 
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history, however, we focus on the dimensions most relevant for the analysis of online 

platforms engaging in copyright content moderation.  

The further analysis is based on our hypothesis that cultural diversity is both a property of as 

well as in an interdependent relationship with access to culture. Similarly, possibilities for 

unfolding creativity are in an interdependent relationship with access to culture. In the 

following, we focus on our analysis on access to culture. 

At an international level, it is possible to identify a basis for a concept of access to culture as 

it relates to copyright in art. 27 of the UN Universal Declaration of Human Rights (UDHR). Art. 

27 states that  

(1) Everyone has the right freely to participate in the cultural life of the community, 

to enjoy the arts and to share in scientific advancement and its benefits'. 13  

(2) Everyone has the right to the protection of the moral and material interests 

resulting from any scientific, literary or artistic production of which he is the 

author.’ 

In simple terms, from a legal technical perspective, copyright law predominantly excludes 

access to protected works for the purpose appropriating economic value from those works. 

Since many expressions of cultural phenomena and artifacts are protected by copyright, there 

is an inherent conflict of interests between copyright and access to culture. In EU law, as 

interpreted by the CJEU, this is complicated by a relatively low threshold of originality for the 

copyright protection of works, broad exclusive rights and enforcement measures recognised 

to rights holders, and relatively narrow exceptions and limitations to the benefit of users.14 

Online platforms constitute an important gateway for accessing protected content. The stress 

field of copyright-protected content and online platforms also concerns several fundamental 

 
13 Cf. art. 15 of the International Covenant on Economic, Social and Cultural Rights. 
14 There is ample scholarship describing these aspects. For recent overviews, see e.g. Eleonora Rosati, Copyright 
and the Court of Justice of the European Union (Oxford University Press 2019); Tito Rendas, Exceptions in EU 
Copyright Law: In Search of a Balance Between Flexibility and Legal Certainty | Wolters Kluwer Legal & 
Regulatory (Kluwer Law International 2021).  



 

The information in this document reflects only the author’s views and the European Community is not liable for any 
use that may be made of the information contained therein. The information in this document is provided “as is” 
without guarantee or warranty of any kind, express or implied, including but not limited to the fitness of the 

information for a particular purpose. The user thereof uses the information at his/ her sole risk and liability. This 
deliverable is licensed under a Creative Commons Attribution 4.0 International License. 

14 

rights in the Charter of Fundamental Rights of the European Union (CFREU)15, such as the right 

to property (art. 17(2) CFREU), the rights to privacy and data protection (arts 7 and 8 CFREU), 

the rights to freedom of expression (art. 11 CFREU), freedom of arts (art. 13 CFR), and the 

freedom to conduct a business (art. 16 CFREU).  

Notably in the context of content moderation, the Digital Services Act now integrates 

fundamental rights deeper into platforms’ operations. In the context of intermediary service 

providers’ terms and conditions, Article 14(4) DSA requires them to "act in a diligent, objective 

and proportionate manner in applying and enforcing the restrictions (…) [in form of content 

moderation], with due regard to the rights and legitimate interests of all parties involved, 

including the fundamental rights of the recipients of the service, such as the freedom of 

expression, freedom and pluralism of the media, and other fundamental rights and freedoms 

as enshrined in the Charter.”16 This is notable also against the background that Article 17 

CDSM Directive not directly invokes fundamental rights but mere introduces them through 

the balancing mechanism of (mandatory) limitations and exceptions in Article 17(7) CDSM 

Directive. Thus, online platforms may in the future have to a larger degree consider 

perspectives such as access to culture. 

For the purpose of our analysis, we previously proposed to distinguish between two 

dimensions of the concept of “access to culture” in relation to copyright content moderation 

by online platforms: a descriptive dimension; and a normative dimension of the concept. The 

former is addressed in a discussion on the quality of content moderation and error in decision 

making (section 2.2.4). The latter is addressed in a discussion on a theory of “rough justice” 

(section 2.2.3) also reflecting upon the fundamental right of fair trial. Both represent 

approaches and attempts from a legal perspective against to which assess the impact of 

copyright content moderation on access to culture. 

 
15  See, e.g., recital 84 CDSMD: “This Directive respects the fundamental rights and observes the principles 
recognised in particular by the Charter. Accordingly, this Directive should be interpreted and applied in 
accordance with those rights and principles.” 
16  Emphasis added. See, e.g., N Appelman, JP Quintais and R Fahy, “Using Terms and Conditions to apply 
Fundamental Rights to Content Moderation” (Verfassungsblog, 1.9.2021) https://verfassungsblog.de/power-
dsa-dma-06/ 

https://verfassungsblog.de/power-dsa-dma-06/
https://verfassungsblog.de/power-dsa-dma-06/
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2.2.3 A CONCEPT OF “ROUGH JUSTICE” 

This section is based on the draft article by Thomas Riis “A theory of rough justice for 

internet intermediaries from the perspective of EU copyright law”, attached to this report. 

 

The purpose of this report is to develop a model that can be used to say something meaningful 

about the quality of the legal framework that shapes the actual content moderation practices. 

It tries to evaluate the legal framework for the purpose of posing normative statements on 

how to improve the legal framework. In order to that is needed a value-based measuring 

scale. Common values in rights-enforcement and human rights can be used in such a 

measuring scale. One place to look for common values, is in the traditional legal perception 

of fair trial that includes values such as predictability, contradiction, production and 

presentation of evidence etc.. However, in relation to platforms’ content moderation 

practices, for all practical purposes, it is not possible to ensure the relatively high level of due 

process known from traditional civil procedure.  

The level of justice in traditional civil procedure cannot, just like that, be integrated into 

platforms’ content moderation practices because it will simply be too burdensome for all 

practical reasons and require too many resources. Therefore, there is a need to modify the 

traditional conception of justice in the context of internet platforms and in this article such a 

modification is called ‘rough justice’. A model of rough justice does not presume to provide 

full justice but is significantly better than no justice.17  

The concept of fair trial is anchored in human rights law. Article 47 of the EU Charter consists 

of three parts. The first part establishes a right to an effective remedy. 18  The third part 

ensures legal aid to those who lack sufficient resources. The second part that is the most 

pertinent for the purpose of this article and the concept of justice reads: 

 
17 Peter Linzer, Rough Justice: A Theory of Restitution and Reliance, Contracts and Torts, Wis. L. Rev. 695-775 
(2001), p. 766. 
18 Cf. art. 13 of European Convention on Human Rights. 
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‘Everyone is entitled to a fair and public hearing within a reasonable time by an independent 

and impartial tribunal previously established by law. Everyone shall have the possibility of 

being advised, defended and represented.’19 

Among the constitutive elements of fair trial, from a human rights perspective, the most 

important ones are the right to a fair hearing and information, the equality of arms principle 

and the right to a reasoned judgment. The right to a fair hearing is an essential element in the 

rights of the defence and, in particular, it implies that a party to a dispute shall have the 

opportunity to examine and comment on the facts and documents that a judicial decision is 

based on.20 The principle of equality of arms basically means that there should be ensured a 

‘fair balance’ between the parties in a dispute resolution process and that both parties are 

treated equally.21 The right to a reasoned judgment requires that all judgments be reasoned 

to enable the defendant to see why judgment has been pronounced against him and to bring 

an appropriate and effective appeal against it. 22  Another rationale behind the right to a 

reasoned judgment is to ensure publicity of the legal reasoning that enables the public to 

predict valid law.23  

A conception of rough justice on internet platforms must address two major general 

problems. The first one relates to the accuracy of the moderation practices. There are two 

types of content that are subject to content moderation: 1) illegal content and 2) 

incompatible content which is legal content that is deemed incompatible with the platform’s 

terms and conditions.  

As the point of departure, the optimal content moderation scheme can perfectly identify 

illegal and incompatible content and moderate it accordingly which means that it neither 

 
19 See Angela Ward, ‘Article 47 – Right to and Effective Remedy and to a Fair Trial’, in Steve Peers, Tamara Hervey, 
Jeff Kenner and Angela Ward (Eds.), ‘The EU Charter of Fundamental Rights: A Commentary’ 2nd ed. (Bloomsbury 
Publishing 2022), at 47.19. 
20 Case C-199/99, P Corus UK Ltd, paras. 19 and 41. See also C-348/16, Sacko, EU:C:2017:591, para. 37. 
21 Judgment of 29 May 1986, Feldbrugge v. The Netherlands, Application no. 8562/79, para. 44. 
22 Case C‑619/10, Trade Agency Ltd, ECLI:EU:C:2012:531, para. 53. 
23 Monique Hazelhorst, ‘The Right to a Fair Trial in Civil Cases’ (Springer – Asser Press 2017), p. 150 f. 
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under-enforce nor over-enforce substantive law (illegal) and furthermore neither under-

enforce nor over-enforce terms and conditions (incompatible content).  

The second major problem concerns the inherent privatization of justice.  Privatization of 

justice results when enforcement of rights is left to a private party and it can imply a distortion 

of the balancing of interests in substantive law. That happens when platforms’ policies 

stipulate that otherwise legal content is deemed incompatible with the terms and conditions 

and for that reason is not available to the users.  

All rights-enforcement systems shall take three general objectives into consideration. The first 

one is ‘efficacy’. That objective is for instance incorporated into art. 47(1) of the EU Charter 

on Fundamental Rights (and it is part of Title VI of the Charter which has the headline ‘Justice’. 

It implies firstly that there is access to justice in the sense that mechanisms for rights-

enforcement shall be easily available and not overly costly. Secondly, effective remedies shall 

be available to redress wrongs. 

The second objective is ‘fair trial’ which is found in art. 47(2) of the EU Charter.24 ‘Fair trial’ is 

a more complex concept than efficacy and, in addition to the constitutive elements 

mentioned above, it includes such things as consistency and predictability in rights-

enforcement, proportionality. Finally, the third objective is a balanced use of resources in 

rights-enforcement. That refers to the fact that law enforcement requires resources and the 

‘price’ of enforcement may be too high. The price of enforcement shall be balanced against 

the costs of being mistaken. Where the “the cost of being mistaken” equals the harm of non-

enforcement. And if the costs of being mistaken are too high, more resources must be 

allocated to rights-enforcement. A balanced use of resources in rights-enforcement does not 

have the same solid legal foundation in the principles of fundamental rights as efficacy and 

due process but it follows from a quite obvious common-sense notion that at a certain point 

the required resources for full enforcement and a high level of fair trial can be too many.  

 
24 Art. 6(1) of the European Convention on Human Rights. 
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A number of attempts to establish codes for fair trial on the internet have been presented. 

The article addresses three such attempts: 1) The Santa Clara Principles 2.0, 2) The Aequitas 

Principles on Online Due Process and 3) The Council of Europe’s recommendation on the roles 

and responsibilities of internet intermediaries. Paragraph 2.3. of the Recommendation is 

dedicated to Content moderation. The three codes are quite diverse in their scope and 

substance. In addition to the codes, the provisions on content moderation in the recently 

adopted Digital Services Act is examined. These provisions deal with some of the same issues 

as the codes. The codes and the Digital Services Act are analysed from a critical perspective 

on the basis of the human rights approached to justice with a specific view to. 

1. A substantial human rights norm to prevent over-enforcement 

2. Transparency 

3. Fair trial 

The criticism of the codes and Digital Services Act is used a steppingstone for 

recommendation for improvements. Recommendations are also made on how to solve the 

problem associated with privatization of justice. The reason why privatization of justice is 

problematic is that private parties substitute public rules with private rules public and public 

rules pursue societal objectives and values whereas private rules must be assumed to pursue 

private objectives and values. The recommendations are the constitutive parts of the model 

of rough justice combined bits and pieces from the codes and the Digital Services Act. 

The model on rough justice is divided into three different parts: 1) Procedural rules, 2) 

Substantive rules and 3) Competences. 

In respect of procedural rules, first of all, there is a need for more transparency into how 

content moderation works. Transparency enables a person whose content has been 

moderated to obtain an explanation for the reasons behind the moderation.25 Furthermore, 

 
25 James Grimmelmann, "Regulation by Software," Yale Law Journal (2005), p. 1737. See e.g., Nicolas P. Suzor, 
Sarah Myers West, Andrew Quodling and Jillian York, ‘What Do We Mean When We Talk About Transparency? 
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it provides an opportunity to detect and address errors and biases and enhance accuracy. 

Finally, it enables persons to assess the quality of the moderation processes and thus the 

legitimacy of the result of the moderation processes. Transparency should cover the 

functioning of algorithms and the logic behind and working conditions of humans in cases 

where humans are involved. At the moment nothing suggests that platforms voluntarily are 

willing to ensure transparency in respect of their algorithms. In most – perhaps all - cases 

platforms are able to protect their algorithms as trade secrets under the EU Trade Secrets 

Directive. Transparency thus requires legislative intervention that exempts algorithms for 

content moderation from trade secrets protection. 

It must be acknowledged that the circumstances surrounding the appeal process in content 

moderation is not comparable to the traditional perception of fair trial and significant 

limitations in the procedure must be accepted. That relates for instance to the types of 

evidence admissible, the extent of evidence, and the number of pleadings. It does not follow 

explicitly from the various code etc. how many stages in the moderation and appeal process 

are needed in order to comply with the codes. The various instruments seem to presume two 

stages: a complaint/automatic removal and a subsequent counter notice which works as an 

appeal which seems to be a reasonable and manageable solution. The most problematic in 

such a process, as it is assumed in the DSA, is that in the first stage the user’s content will be 

moderated before the user is heard which fits uneasily with the equality of arms principle. 

The hearing of users before content is moderated require sharing platforms to invest more 

resources in content moderation and, hence, it is unlikely that the platforms will do this 

voluntarily which suggests legislative intervention.26  

The purpose of substantive rules on what to moderate is twofold. Firstly, it shall create a 

counter-weight to platforms’ tendency to over-enforce. Secondly, it shall reduce moderation 

of incompatible but legal content. Substantial rules based on human rights would be an 

important means to align the platforms’ terms of services to societal objectives and value and 

 
Toward Meaningful Transparency in Commercial Content Moderation’, International Journal of Communication 
13(2019), 1526–1543. 
26 Cf. Rory Van Loo, Federal Rules of Platform Procedure, p. 849 
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thus counteract the adverse effect of privatization of justice. International human rights law 

is binding on states only, not on individuals or companies. Therefore, it is recommended that 

an obligation to fully respect human right are imposed on platforms, for instance by making 

international human rights directly applicable to platforms that moderate content.  

The last part of the model on rough justice concerns the competences of humans who are 

involved in content moderation. Human competences impact the quality in the content 

moderation system. The codes and the Digital Services Act require human review in the 

appeal process. Automated content moderation involves a risk of biases – both original biases 

and developed biases and errors. To reduce biases and errors and thereby ensure accuracy in 

the first stage automatic moderation, there must be a certain level of human involvement.  

Hence, should be obligated to institute random test of accuracy by human intervention. 

Finally, human competences must be ensured by adequate training and working conditions. 

When it comes to working conditions, the most essential issue is how much time is allocated 

to each human decision. The codes and the Digital Services Act are not very precise on 

requirements to human competences but simply state that appropriate training and working 

conditions shall be provided. Clearly it would be very difficult to establish appropriate and 

precise criteria for professional qualifications and working conditions. More important than 

setting up precise standards for qualifications and working conditions, is to impose an 

obligation on the platforms to inform on the internal criteria for appropriate qualifications 

and working conditions (transparency), so the users of the platform themselves are able to 

assess the legitimacy of the content moderation process. 

2.2.4 QUALITY OF (AUTOMATED) CONTENT MODERATION: ERROR 

This part is based on the draft article by Sebastian Schwemer “Quality of Automated 

Content Moderation: Regulatory Routes for Mitigating Errors”, attached to this report. 

 

In an overly simplistic worldview, in any (copyright and beyond) content moderation scenario 

there should be a “right” and a “wrong” outcome. This is because such decision basically 
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answers the question “is this illegal” and there should be only one answer.27 Sometimes such 

decision might be straightforward, for example, in instances where content –in the words of 

the European Commission– is “manifestly illegal”.28 Sometimes such decision might require a 

detailed assessment by domain experts or even call for the involvement of the courts. In any 

case, however, we should be able to assess the “quality” of such content moderation decision.  

The question then is what the benchmark for decision quality in copyright content 

moderation is. In the context of content moderated by online platforms, there are in principle 

several starting points:29  

• the existing substantive legal rules which are “operationalized” by (automated or 

manual) content moderation.  

• the existing private rules inter partes based on contract, be it in the form of Terms and 

Conditions or Community Guidelines. Related to this is compliance with those rules 

(i.e., their enforcement by the platform) including any secondary legislation regarding 

this.  

• A final route, namely users’ normative perception of either legal rules or policies by 

online platforms is outside the scope of this paper. 

For the sake of argument of this approach, it sets out the assumption that the European 

copyright framework regarding substantive rights represent the starting point of “optimal” 

 
27  This is disregarding the fact that, empirically, the perception by creative content producers may not 
correspond to the legal reality.  
28  See, e.g. in the context of See European Commission, Guidance on Article 17 of Directive 2019/790 on 
Copyright in the Digital Single Market, Brussels, 4.6.2021 COM(2021) 288 final, pp. 20-23. See also AG Øe, who 
refers to “information the unlawfulness of which is obvious from the outset, that is to say, it is manifest, without, 
inter alia, the need for contextualization”, Case C-401/19, Opinion of Advocate General Saugmandsgaard Øe 
delivered on 15 July 2021, Republic of Poland v European Parliament and Council of the European Union, 
ECLI:EU:C:2021:613, para. 198 and also para. 201. 
29 A third perspective is omitted in this article: namely, instead of taking existing rules as starting point, requiring 
content moderation to consider how rules ought to be in a de lege ferenda or political perspective.  
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regulation.30 The intermediary liability (exemption) framework then is a second layer that can 

be adjusted for changing intermediaries’/platforms’ behaviour. 

Transferred to the context of copyright content moderation31 by online platforms and the 

impact on access to culture this means the following. The “quality” of copyright content 

moderation is correlated to access to culture, because access to culture (as per the definition 

above) is considered embedded in the existing copyright framework. Since the existing 

framework is assumed to strike the appropriate balance between exclusivity in copyright 

protection and access to culture, any variation in that balance – beyond the margin of 

interpretation allowed by law – will impact on access to culture. Consequently, both excessive 

and insufficient content moderation will have a negative impact on access to culture. Simply 

put, excessive content moderation by platforms restricts access to culture.  Conversely, 

insufficient content moderation increases access to culture, but in a harmful way because it 

encroaches on the legitimate interest of copyright holders and thus distorts the optimal 

balance. In other words: the smaller the difference between actual content moderation 

performed by intermediaries and the correct application of the legal framework, the smaller 

the negative impact on access to culture. 

The consequence of this assumption is that the “quality” of content moderation can in simple 

terms be described in terms of correct and false results. The first set of outcomes that relates 

to correct result of content moderation (i.e., the absence of error). The second set of 

outcomes relates to false results of content moderation (i.e., the presence of error). The 

principal question, however, relates to the question what error rate is acceptable under the 

legislative framework. 

 
30 See also Quintais et al. (2022), p. 55. By “optimal” regulation we mean in this context that the framework 
strikes the appropriate balance between conflicting interests and fundamental rights, namely by recognizing 
time-restricted (exclusive) rights and corresponding exceptions and limitations. By “appropriate” we mean the 
balance that was struck as a result of the normal operation of a democratic legislative process. In other words, 
we do not mean to pass a value judgment on the desirability of such balance from the perspective of any 
normative theory or viewpoint about copyright law. 
31 The use of copyright moderation for non-copyright purposes and the use of non-copyright moderation (e.g. 
privacy) for copyright purposes is not addressed in the following. 
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• The Digital Services Act, a horizontal (i.e., not-copyright-specific) framework that will 

apply to all intermediary service providers, for example, addresses content 

moderation error rates in the context of several provisions. In relation to voluntary 

measures by online platforms32 to ensure the unavailability of illegal (in our context: 

copyright-infringing33) content, recital 26 DSA states that automation technology must 

be “sufficiently reliable to limit to the maximum extent possible the rate of errors”. In 

yet another context in relation to transparency reporting, Article 15(1)(e) DSA obliges 

intermediary service providers 34  to include in their transparency reporting 

information on “any use made of automated means for the purpose of content 

moderation, a qualitative description, a specification of the precise purposes, 

indicators of the accuracy and the possible rate of error of the automated means used 

in fulfilling those purposes, and any safeguards applied”.35 Both examples underline 

the crucial role of error in content moderation. They, however, also imply, that error 

rates are not (and need not be) equal zero. Importantly, the DSA does not differentiate 

between type-I (false-positive) or type-II errors (false-negative). 

• The copyright-specific framework for online content sharing service providers 

(OCSSP), too, can be understood as addressing decision quality. Firstly, Article 17(4) 

lit. b CDSM Directive requires OCSSPs’ best efforts to ensure the unavailability of 

specific works in accordance with high industry standards of professional diligence.36 

Article 17(7) CDSM Directive states that content moderation “shall not result in the 

 
32 Also referred to as good Samaritan actions, see Article 7 DSA. 
33 On the applicability of the horizontal DSA vis-à-vis the sector-specific regulation of online content sharing 
service providers in the CDSM Directive, see, JP Quintais and SF Schwemer, The Interplay between the Digital 
Services Act and Sector Regulation: How Special Is Copyright? European Journal of Risk Regulation, 13(2), 191-
217. doi:10.1017/err.2022.1; A Peukert et al, “European Copyright Society – Comment on Copyright and the 
Digital Services Act Proposal” IIC - International Review of Intellectual Property and Competition Law, 2022, 
53(3), p. 358-376; E Rosati, “The Digital Services Act and Copyright Enforcement: The Case of Article 17 of the 
DSM Directive” in Unravelling the Digital Services Act Package (Strasbourg, European Audiovisual Observatory 
2021). 
34 Which includes not only (very large) online platforms but notably also “regularly” hosting service providers 
and even mere conduit or caching providers; on content moderation outside the platform see, e.g., SF 
Schwemer, “Location, location, location! Copyright content moderation at non-content layers” in E Rosati, The 
Routledge Handbook of EU Copyright Law (Routledge, 2021), 378–395. 
35 Emphasis added. 
36 In other words, it sets the standard for false-negatives. 
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prevention of the availability of works or other subject matter uploaded by users, 

which do not infringe copyright and related rights, including where such works or 

other subject matter are covered by an exception or limitation.” Read in conjunction 

with Article 17(9) para. 3 CDSM Directive it seems that the standard is stricter than 

that: it notes in a more straight-forward fashion that the Directive “shall in no way 

affect legitimate uses, such as uses under exceptions or limitations provided for in 

Union law (…)”. Furthermore, the provision in Article 17(7) CDSM Directive also 

harmonises the mandatory limitations and exceptions for quotation, criticism, review 

and the use for the purpose of caricature, parody or pastiche. In this context, the 

European Commission’s Guidance on Article 17 notes that “to restore legitimate 

content ex post (…) once it has been removed or disabled” would “not be enough for 

the transposition and application of Article 17(7)”.37 Therefore, “automated blocking, 

i.e. preventing the upload by the use of technology, should in principle be limited to 

manifestly infringing uploads”.38  

• The question of copyright content moderation quality and error in the context of this 

provision was also touched upon by Advocate-General Øe in his opinion in Case C-

401/19, Poland v Parliament and Council. Øe points out that Article 17(7) CDSM 

Directive “does not mean that the mechanisms which lead to a negligible number of 

cases of ‘false positives’ are automatically contrary to that provision”.39 Yet, the AG 

notes that error rates “should be as low as possible”.40 Therefore, AG Øe argues that 

in situations where the current technological state of the art for automatic filtering 

tools is not sufficiently advanced to prevent a significant false-positive rate, the use of 

such tool should be precluded.41 In conclusion, Article 17 CDSM Directive contains 

both indicators as to the acceptable error rate for false-negatives and false-positives. 

 
37 See European Commission, Guidance on Article 17 of Directive 2019/790 on Copyright in the Digital Single 
Market, Brussels, 4.6.2021 COM(2021) 288 final, p. 20. 
38 Ibid. 
39 Case C-401/19, Opinion of Advocate General Saugmandsgaard Øe delivered on 15 July 2021, Republic of 
Poland v European Parliament and Council of the European Union, ECLI:EU:C:2021:613, para. 214. 
40 Ibid. 
41 Ibid. 
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It is, however, noteworthy that over-blocking –i.e. a higher false-positive rate– 

according to AG Øe may be justified in certain cases in in light of “effectiveness of the 

protection of the rights of rightholders” in light of the CJEU’s case law.42 Thus, the 

acceptable error rate for false-positives does not necessary correspond to that of 

false-negatives in copyright content moderation by OCSSPs. 

In any case, however, the issue of error rates in all the above examples can only consist of a 

contextual analysis. A first factor should relate to the volume of content moderation decisions 

taken. The goal cannot only be to have a low percentage of error (error rate) but rather a low 

number of actual “wrong” content moderation decisions. A second factor should relate to the 

“harm” caused by the wrong decision (and whether such harm can be mitigated ex-post).  

2.2.5 CONTEXT AND BIAS IN CONTENT MODERATION43 

This part is based on the research conducted in a collaboration between WP6 and WP3 of 

the ReCreating Europe project. Preliminary results have been published in Kluwer Copyright 

Blog (attached to this report) and a journal article is under preparation. 

 

In the context of copyright content moderation and OCSSPs, Article 17 CDSM Directive, in 

simple terms, incentivizes certain platforms to filter content uploaded by users to comply with 

their “best efforts” obligations to deploy preventive measures against infringing content. 

Prior to the introduction of this legal regime, some platforms already “voluntarily” relied on 

similar automated content moderation (e.g., YouTube’s’ ContentID). At the current state of 

technology, filtering appears to be done mainly through matching and fingerprinting. 

However, these tools are incapable of assessing contextual uses.44 Therefore, they are not 

suitable to ensure the required protection of freedom of expression-based exceptions like 

parody, criticism and review, as required by Article 17(7) CDSM Directive. Accordingly, more 

 
42 Ibid, para. 183. 
43 This research is based on a collaboration between WP6 and WP3 of the ReCreating Europe project. 
44  See, e.g., https://communia-association.org/2019/12/03/article-17-stakeholder-dialogue-day-3-filters-not-
meet-requirements-directive/ 
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sophisticated tools seem necessary to enable preventive measures while respecting users’ 

rights and freedoms, as recently confirmed by the CJEU in case C-401/19.45 This suggests that 

machine learning algorithms may increasingly be employed for copyright content moderation 

given their alleged superiority in identifying (understanding?) contextual uses.  

Against this background, a crucial question emerges for the future of (copyright) online 

content moderation and fundamental rights in the EU: what happens when these tools are 

based on “biased” datasets? More specifically, if it is plausible that any bias, errors or 

inaccuracies present in the original datasets be carried over in some form onto the filtering 

tools developed on those data: (1) How do property rights in data influence this “bias carry-

over effect”? and (2) what measure (transparency, verifiability, replicability, etc.) can and 

should be adopted to mitigate this undesirable effect in copyright content moderation in 

order to ensure an effective protection of fundamental rights? 

Based on this, we explore the possible links between conditional data access regimes and 

content moderation performed through data-intensive technologies such as fingerprinting 

and, within the realm of “artificial intelligence” or rather machine learning algorithms. More 

specifically, we look at whether current EU copyright rules may have the effect of favoring the 

propagation of bias present in input data to the algorithmic tools employed for content 

moderation and what kind of measures could be adopted to mitigate this effect. Algorithmic 

content moderation is a powerful tool that may contribute to a fairer use of copyright material 

online. However, it may also embed most of the bias, errors and inaccuracies that characterize 

the information it has been trained on. Therefore, if the user rights contained in Article 17(7) 

CDSM Directive are to be given an effective protection, simply indicating the expected results 

omitting how to reach them, may not be sufficient. The problem of over-blocking is not simply 

a technical or technological issue. It is a cultural, social and economic issue, as well and, 

perhaps more than anything, it is a power dynamic issue. Recognizing parody, criticisms and 

review as “user rights”, as the CJEU does in C-401/19, may be a first step towards the 

strengthening of users’ prerogatives. But the road to reach a situation of power symmetry 

 
45 See, e.g., https://verfassungsblog.de/filters-poland/ 
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with platforms and right holders seems a long one. Ensuring that bias and errors concealed in 

technological opacity do not circumvent such recognition and render Article 17(7) ineffective 

in practice would be a logical second step.  

2.3 CONCLUSIONS 

The research conducted in the context of this chapter has shown that the existing legal 

framework has increasingly focus on how it shapes the role of intermediaries in organising 

the circulation of culture and creative works in Europe, including content moderation and 

removal at scale. The assessment of the existing legal frameworks that shape the role of 

online platforms in organising the circulation of culture and creative works in Europe through 

content moderation has shown the complex landscape of interacting rules that meet and 

address the reality of content moderation at scale. It suggests that rather than envisioning a 

private-regulatory copy of a “full trial” setup, a different conceptual approach of “rough 

justice” is necessary to catch the developments and in this context suggests 

recommendations for improvements regarding procedural rules, substantive rules and 

competences. Furthermore, it shows that with regards to access to culture and cultural 

diversity, decision quality should be emphasised as a separate factor from ex post mitigation 

mechanisms. Both the DSA and the CDSM Directive (including case law) provide starting 

points for this. The analysis also points to the fact that content moderation increasingly 

requires an understanding of contextual use, but further work is needed on the potential risk 

of “bias carry-over” from datasets to content moderation. In this context, it is also worthwhile 

to point out that content moderation technology appears to be only stepmotherly treated in 

currently ongoing negotiations of the AI Act. 

A central issue relevant in the context of copyright content moderation relates to the 

possibility to study content moderation. Whereas transparency arguably does solve the issue 

of decision quality (see above) and is only indirect connected to the rules that regard the 

content moderation and removal at scale by online platforms as such, it is a necessary 

condition for its study. The German implementation of Article 17 CDSM Directive for example 

contains a clause for researchers’ access. Questions remain, however, how to operationalise 
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this in order to make access for researchers available, while maintaining online platforms’ 

trade secrets and protecting users’ fundamental rights, notably with regards to privacy and 

the protection of personal data. Also the horizontal framework of the DSA will enable data 

access to VLOPs and VLOSEs for “vetted researchers” under certain conditions. 46  Under 

Article 40(4) in conjunction with Article 40(8) DSA on data access and scrutiny, researchers 

can be granted the status of “vetted researchers” for the “sole purpose of conducting 

research that contributes to the detection, identification and understanding of systemic risks 

in the Union (…) and to the assessment of the adequacy, efficiency and impacts of the risk 

mitigation measures (…)” put in place for VLOPs and VLOSEs. 

Finally, whereas this research has focussed on issues of content moderation, we note the –

related but separate issue of content recommendation. Whereas the actual phenomena are 

somewhat related, however, they relate to a different set of issues and perspectives. We note 

that more research is needed in the field of copyright content recommendation as well as 

copyright’s role in content recommendation with a view to access and diversity. 

 

 
46 See Article 40(8) lit. a-g DSA. 
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3. MEASURING THE IMPACT OF MODERATION PRACTICES AND 

TECHNOLOGIES ON ACCESS AND DIVERSITY (T6.4) 

The move to pass the European Copyright in the Digital Single Market (CDSM) Directive 

(2019/790) has been happening while social media platforms have clearly become key players 

in contemporary societies (van Dijk, 2013), and AI technologies are increasingly presented as 

solutions to the major societal problems (Katzenbach, 2021). Under increasing public and 

political pressure, social media platforms have massively expanded their efforts to monitor 

and moderate content on their sites. Platforms have invested strongly in both quickly growing 

their teams of content moderators (Roberts, 2019) as well as in algorithmic systems to 

automatically govern contested content (Gorwa et al., 2020),   

What is the impact of these increasing content moderation practices, policies, and 

technologies, including for copyright, and of the CSDM Directive on access to culture and 

diversity? Legal scholarship and social science work has clearly identified that they are highly 

relevant for the future role of platforms as intermediaries and their impact on cultural 

diversity and access to culture. The directive specifically raises the level of platforms’ liability 

for the content that they host in cases of copyright infringement. For large platforms now 

“automated content filtering is required to comply with the best-efforts obligations in Article 

17(4) CDSMD” (D6.2 Quintais et al. 2022). Critics’ concern of mandatory upload filters and 

potential structural overblocking thus seemed to be real.  At the same time, the issue of 

private platforms algorithmic moderation systems remains opaque if not completely 

intransparent, including institutional and legal issues (Perel & Elkin-Koren, 2017; Gray & Suzor 

2020). All this raises the stakes for understanding better, how platforms and copyright 

content moderation impacts diversity and access to culture. 

In this part of the project, we have investigated first of all the aggregated data on copyright 

moderation provided by the platforms themselves. Secondly, we have analysed content level 

data of platforms with regard to changes and factors of cultural diversity on social media and 

streaming platforms, specifically YouTube. And finally, we have explored creators’ 
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understanding and experiences of copyright moderation in relation to their creative work and 

the labor of media production on social media platforms.  

3.1 EXISTING RESEARCH ON DIVERSITY, CONTENT MODERATION AND 

ALGORITHMS 

This research builds on existing research on access to content and cultural diversity in media 

economics, sociology and communication sciences. Cultural diversity in the movie industry 

(Moreau & Peltier, 2004; Lévy-Hartmann, 2011), TV networks Hellman, 2001; McDonnald & 

Lynn, 2004), recording companies (Ranaivoson, 2010), publishing (Benhamou and Peltier, 

2007), and broadcasting (Farchy and Ranaivoson, 2011). Also more recent studies have 

explored exposure diversity in terms of algorithmic news curation on social media platforms 

(Wojcieszak et al, 2022; Jurgers & Stark, 2022). 

Scholarship on copyright takedowns is multidisciplinary as well, mobilizing a variety of 

methodologies and relying on data from different platforms. Scholars have studied notice and 

takedown procedures in Google search (Bar-Ziv & & Elkin-Koren,2017; Urban et al: 2017), 

takedown practices with regard to YouTube’s Content ID system (Tushnet: 2014; Edwards, 

2018; Erickson and Kretschmer, 2018), as well as with regard to Amazon’s Kindle (Tushnet: 

2014). Gray and Suzor (2020) have conducted the largest study on YouTube to date, aiming 

to understanding copyright moderation and over-blocking by the platform. They were able to 

collect a random sample of metadata text for 76.7 million YouTube videos.  

Broader studies of mapping YouTube and its content include a massive data collection and 

analysis study by Rieder et al. (2020). This was the first, and due to further inaccessibility of 

platform’s data, perhaps the last large-scale description of YouTube’s content universe. More 

qualitatively, Burgess and Green (2009 and 2018) have characterized YouTube as one of the 

world’s most powerful digital platforms, which combines the logic of community and 

commerciality.  YouTube’s core structure and network was also examined by Paolillo (2008) 

through tags attached to the published videos. Bärtl (2018) attempted to present an overall 
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characterization of YouTube over the course of the past 10 years, based on a random sample 

of channel and video data.  

As clearly shown, algorithmic systems play a critical role in curating and moderating content 

on platforms, scholarship on ‘critical algorithm studies’ (Gillespie and Seaver, 2015) is also 

relevant for this study. Critical assessment of algorithmic governance in platform studies 

(Gorwa et al. 2021) has shown that the process is not transparent and easily understood by 

creators or understood at all (Eslami et al., 2015; Poell et al., 2021). Caplan & Boyd (2018) 

highlight companies’ institutional dependency on algorithmic intermediaries. Willson (2017) 

and Hallinan and Striphas (2016) explore the place of algorithmic content distribution in 

contemporary ‘everyday’. Bucher (2017) identifies affective dimensions of algorithms, and 

shows how algorithms contribute to the establishment of participatory norms through 

validation and punishment (Bucher, 2012). Duffy et al., 2021 map out methods of studying 

platformization of the cultural industries. 

3.2 RESEARCH DESIGN OF THE EMPIRICAL STUDY 

Building on this existing research we have assessed different options to assess the impact of 

copyright regulation and content moderation on diversity and access to culture. 

Unfortunately, the most the adequate option was no longer viable when starting the 

empirical work. Gray and Suzor (2020) had assesses the life-circle of content on YouTube by 

tapping into YouTube’s API, collecting a random sample of content directly at the moment of 

upload. In defined periods later, they checked for the availability of those content items. 

YouTube’s APIv2 at that same provided information about reasons if content was no longer 

available. On these grounds, researchers could in fact evaluate the actual scope and effects 

of copyright content moderation. Unfortunately, due to restrictions of access to data in 

current YouTube’s API v.3, this option no longer exists.  

Against this background we have developed a research design that technically circles around 

the key question at hand, taking three different approaches investigating data on different 

levels: 
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We have investigated the aggregated data on copyright and content moderation that 

platforms themselves publish; we have analysed content level data with regard to the 

sustaining availability and the diversity of content on social media platforms; and we have 

interviewed cultural creators with regard to their experiences with copyright content 

moderation.  

In the first step, we have compared aggregated data from transparency reports published by 

major platforms present in the European Union. In this sub-study we have analysed both the 

kinds of data platforms have started to disclose in the recent years, as well as the substantial 

numbers on copyright content moderation.  

In the second step, we have analysed on the content level availability and diversity of content 

on a selected platform, YouTube. For a timeframe from 2019 (before CDSM) and 2022, we 

have analyses both the scale of copyright-based content deletion and blocking, as well as 

measured differences in the diversity of content available on the platform across time and 

selected countries.  

Further on we collected samples of channels from all the four countries, and their 

descriptions, in order to compare the changes in diversity supply that happened from 2019 

till 2022.  
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Finally, we conducted semi-structured interviews with creators on various platforms: the 

sample was derived from those taking part in the survey on digitalization of creative work 

from the same project ReCreating Europe (Poort & Pervaist, 2022). 

3.3 ASSESSING TRANSPARENCY REPORTS 

 

This section represents a short summary of the paper “Finally Opening Up?  The Evolution 

Of Transparency Reporting Practices Of Social Media Platforms” attached in annex of this 

report. 

 

3.3.1 INTRODUCTION  

In this first study we investigate the historical evolution and current situation of transparency 

reporting with a focus on copyright-based content moderation and examines the 

convergence and divergence in social media platforms’ content moderation practices along 

with the transparency habits in a broader sense also by elaborating on substantial numbers 

of content moderation data. To that end, we discuss the general trend toward greater 

accountability of non-state actors and its relevance to legitimacy, besides the demands of 

civic society for more transparency. Thereafter, we outline our empirical approach, first 

focusing on our research design and then on definitions of social media platform reporting 

criteria, including specifically those for copyright-based content moderation. 

3.3.2 MAKING CONTENT REMOVALS TRANSPARENT: COPYRIGHT 

ENFORCEMENT AND BEYOND  

Recent years have seen a rise in so-called transparency reports by platforms, reporting on 

different aspect of their activities including content moderation. This development needs to 

be considered in the context of broader debate on accountability of platforms. Accountability 

of non-state actors is an important topic in the governance literature. Transnational non-state 
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actors have not had the attention as public organizations had until the late twentieth century 

(Redeker & Martens, 2018). Due to rising power of Internet-based corporations, the 

discussion of transparency has further increased, though. The goal of platforms when 

engaging transparency-increasing measures is to gain legitimacy relating to the “right to 

govern” in the eyes of the users and politically powerful stakeholders. Civil society 

organizations have put out several documents over recent years to compel platforms for 

implementing them. A prominent example is the Santa Clara Principles (2021) which is agreed 

by big platforms such as Facebook, Youtube, Twitter, etc. Such calls for action are not limited 

with civil society. Regulators also prescribe how platforms are required to report about their 

content moderation practices around the globe recently from national states such as India 

and Germany, and from supranational institutions such as the EU (Tewari, 2022; European 

Union, 2019). Specifically with regard to copyright-related notice-and-takedowns, additional 

voluntary transparency initiatives such as the Lumen Project allow researchers to gain 

understanding about the overarching trends from companies such as Google and Twitter 

(Lumen, 2022). 

This sub-study provides a new way of looking into platform transparency reporting through 

comparison of what is being reported on between platforms and over time. In addition to this 

meta-perspective, we investigate the reporting of the same set of platforms with regard to 

actual numbers of copyright-related content moderation, in order to understand both trends 

and the quality of information that is available through this reporting. 

3.3.3 METHODS  

The research design for this sub-study is a longitudinal comparative approach, 

operationalized with a qualitative content analysis of published transparency reports of major 

platforms and the information given in their transparency centers. We compare reporting 

practices and substantial copyright-related decisions of seven of the largest social media 

platforms: Facebook, Instagram, Pornhub, TikTok, Tumblr, Twitter and YouTube. These were 

selected based on content production, user traffic and economic impact. From a broader 

sample including 20 platforms, a set of generic operational definitions of transparency 
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categories and copyright-related transparency categories were created. The first analysis is 

to examine whether a certain platform report on a transparency category, in the second we 

performed a substantive coding in line with the categories set for substantive copyright-based 

moderation reporting. An important aspect of the study is its focus on longitudinal changes. 

The chosen platforms’ transparency reports were investigated since the year 2012, which is 

the year the earliest transparency data are available. The data collection extends until 2021. 

If information in the transparency categories can be accessed through any of the 

abovementioned sources (reports, transparency centers) even indirectly, we take this as 

disclosed data. For the substantive comparison of copyright-related content moderation, we 

have used the same set of sources. Where platforms release numbers bi-annually or 

quarterly, these numbers were aggregated and annualized. 

3.3.4 RESULTS 

Transparency Reporting on Copyright Content Moderation by Individual Platforms 

Figure 1: Inclusion of reporting criteria in platform transparency reports over time 

(cumulative) 

 

We start with portraying the inclusion and chronological occurrence of transparency 

categories in transparency reports of the seven major social media platforms.  
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Twitter has published detailed transparency data since 2012, including the identity of the top 

reporters. Twitter consistently sustained the relatively more transparent disclosure of data 

over the years since the first transparency report. Tumblr has published data regarding 

copyright content moderation since 2015 but it does not produce a dataset nor does it reveal 

information about the tools and investments for algorithmic detection of copyright. 

Additionally, Tumblr only revealed data about the total number of disputed claims and valid 

counter-notices by the uploaders until 2018. 

In 2017, Facebook and Instagram started to disclose data about copyright-based moderation, 

first ones among the investigated platforms. Since then, they reveal the number of removed 

content due to copyright infringement. Facebook started to calculate the copyright removal 

rate differently in 2019, taking the actual number of items which are subject to a copyright 

report. Facebook and Instagram also have never disclosed any data concerning disputed 

claims. In 2019, TikTok started to publish data about copyright content moderation, albeit in 

a very limited way. The platform reveals only the number of notices and the removal rate. 

Thus, not much information is available about TikTok’s moderation of copyright content. In 

2020, Pornhub began to reveal data about copyright removal. For the year 2020, there is only 

the total number of removed content. For 2021, additionally they revealed the data of the 

number of received notices. Lastly, YouTube published numbers for copyright content 

moderation for the first time with 2021 a quite comprehensive transparency report. The 

number of removed content, the number of copyright notices, the removal rate, the number 

of disputed claims and the results of the disputes were revealed. Besides, Youtube gave 

information about their tools, investments, and goals for further development of algorithmic 

systems. 

Comparative Analysis of Transparency Reporting on Copyright Content Moderation 

With regard to content removal based on conflict with platform content policies (also 

community guidelines) there is isomorphism across platforms, only Tumblr is not disclosing 

data on this. The evolution of this common practice is interesting, though. It is actually one of 

the latest categories that was introduced into transparency reporting. 
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Figure 2: Comparative chronological inclusion of policy-based removal data in platform 

reporting 

When it comes to copyright content moderation, the most essential data relates to the scale 

of removed content. Twitter leads the other platforms in this category, too, by starting to 

reveal the data for the number of removed content items already in 2012. 

 

Figure 3: Comparative chronological inclusion of copyright-based removal data in platform 

reporting 

 

3.3.5 COMPARATIVE ANALYSIS OF COPYRIGHT CONTENT MODERATION 

NUMBERS 

Next, we analyse the data described above across the platforms under study and years for a 

selected set of categories. Figure 14 shows the amount of content removed for copyright 

reasons. Over the years, it is possible to observe a general increase in the amount of removed 

content overall on the social media platforms, driven by the growth of the user base and 

impact of Facebook, Instagram and Twitter, specifically. A similar pattern can also be 

observed concerning the number of copyright notices reported to the platforms. Except for 
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Tumblr, almost every year platforms receive more such takedown notices compared to the 

previous year. For Twitter the increase is relatively mild whereas for Instagram, numbers 

increase significantly. As can be seen in Figure 15, there has been a considerable acceleration 

in the number of notices received by Facebook, particularly: from 2019 to 2021, the number 

of notices has almost doubled.  

 

Figure 4: Amount of content removed due to copyright claims per platform & Figure 5: Number of takedown notices received 

per platform 

 

3.3.6 DISCUSSIONS AND CONCLUSION 

Any transparency reporting, and this report subsequently, have a number of important 

limitations that potentially jeopardize platforms’ perceived accountability and positive effects 

of the reporting on their legitimacy in the eyes of external stakeholders. First of all, 

“aggregated data in transparency reports only shows the platforms’ own assessments, and 

not the merits of the underlying cases (and) researchers cannot evaluate the accuracy of 

takedown decisions or spot any trends of inconsistent enforcement” (Keller & Leerssen, 2020, 

p. 228). Additional limitations of transparency reports in their current form are that they 

largely focus on the removal of content (and accounts) rather than other (often called 

“softer”) forms of moderation. More recently, practices described as “shadow banning” have 

taken hold on platforms; users’ content is not outright deleted but instead merely not shown 

to wider audiences, effectively stymying free expression (Savolainen, 2022). Due to the lack 

of notice of users and their resulting inability to dispute such a moderation measure, shadow 

banning or the related downranking of content are controversial issues. Even the extent of 

such “softer” practices is still relatively opaque as “platforms like Instagram, Twitter and 
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TikTok vehemently deny the existence of the practice” (Savolainen, 2022, p. 1092). Shadow 

banning is likely less relevant for copyright-based moderation, since there are more 

categorical issues when intellectual property is being reproduced without permission. In 

general, the lack of information on how moderation algorithms work is a shortcoming for 

platform transparency; platforms often engage in “black box gaslighting” to deflect critique 

(Cotter, 2021). All in all, there is still room for improvement of platform transparency 

practices, as there is for their moderation practices. 

3.4 MEASURING CONTENT BLOCKING AND DELETION ON PLATFORMS, 

AND ITS IMPACT ON DIVERSITY 

 

This section represents a short summary of the paper “Mandate To Overblock? 

Understanding The Impact Of EU’s Art. 17 On Automated Copyright Content Moderation 

On Youtube” attached in annex of this report. 

 

In addition to the screening of aggregated data in transparency reports, this second part of 

the empirical assessment has sought to find evidence about the impact of copyright content 

moderation on the content level of social media platforms. How does copyright content 

moderation impact on the availability of content and its diversity? While a systematic study 

on the diversity of content circulating of social media platforms is already challenging, pinning 

down and isolating the impact of copyright regulation and content moderation is overtly 

ambitious. 

Against this background, this empirical study investigates the changes and influences in access 

and cultural diversity on social media and streaming platforms, specifically YouTube, in the 

timeframe 2019 to 2022, exactly focusing on the period between the closure of CDSM 

Directive negotiations and today, where many national implementations are in effect only 

shortly or still not existing.  
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Our results consist of two parts. The first part presents general findings on the copyright 

takedowns on YouTube in the EU after 2019. The second part measures the diversity of 

content available on the platform in selected four countries of the EU in 2019 vis-à-vis 2022. 

For measuring diversity we use the diversity index developed by Stirling and adapted by the 

UN. Countries were selected depending on specifics of their national copyright regime and 

their CDSM directive, thus they function as proxies for the impact of copyright regulation. In 

this data, we investigate if there were any changes in content supply diversity during that 

time and whether it varies by the countries in the sample.   

3.4.1 BLOCKED AND DELETED VIDEOS ON YOUTUBE (2019 – 2022)  

Investigating the level of content blocking and deletion on YouTube between 2019 and 2022, 

we have found that almost 3.8% of videos were blocked or deleted on YouTube in the EU 

member states between 2019 and 2022 in our sample of 91 000 videos. While lack of data 

does not allow us to verify exact reasons for content blocking and deletion, we do have 

excluded items whenever we could identify other reasons. For example, the banning of 

Russian channels in the context of the invasion to the Ukraine has accounted for substantive 

numbers of blocked or deleted videos. The resulting 3.8% is a much bigger number than the 

share for blocking and deletion due to copyright content moderation deletion found in 

previous studies (1% with Gray & Suzor, 2020).   
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Example: Videos blocked in the 27 member states of the EU (comparison of 2019 and 2022 

samples) 

 

In order to better understand the specifics of blocked or deleted videos vis-à-vis available 

content, we have run statistical analyses (dominance and regression analysis) to determine 

key factors. As a result, we found that the main predictor of videos being blocked or deleted 

was their belonging to certain content categories, namely Film & Animation, People & Blogs, 

Entertainment, Music & Gaming. In other words, videos from these categories were 

significantly more likely to be blocked or deleted than videos from other categories. 

Interestingly, these predictors are consistent with previous research on copyright moderation 

on YouTube (Gray & Suzor, 2020; Erickson and Kretschmer, 2018). This finding supports the 

assumption that copyright moderation is indeed the reason for blocking and deletion in most 

of our cases. 
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3.4.2 CHANGING DIVERSITY OF YOUTUBE CULTURAL SUPPLY IN FOUR 

EU COUNTRIES (2019 – 2022)  

In the second sub-study we have assessed whether the diversity of cultural goods supply has 

changed in four countries selected countries of the EU: Estonia, France, Germany, and Ireland. 

We have sampled these countries in order to represent both large and smaller member states 

of the European Union; with different traditions of copyright regimes, and different timelines 

in their national implementation of the CDSM (cf. D.6.2). For measuring diversity, we relied 

on the Stirling model of diversity (Stirling, 2011), adapted by the UN, namely two out of the 

three indicators: variety and balance.  In our data, variety is represented by the number of 

categories the YouTube channels of each country belong to, and balance is represented by a 

number of channels each of the categories has.   

Graph 5: differences in diversity 2019 – 2022:  Ireland, France, Germany, Estonia 
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Country  Difference in diversity index 

Estonia 0.04597307 

Germany 0.02668197 

France 0.00824886 

Ireland -0.01518726 

 

The results show that there a decline in diversity regarding the supply of cultural goods in 

YouTube between 2019 and 2022 in three out of four countries of our sample. In Estonia, the 

HHI index displayed the greatest change, and saw a decline of 459 points; in Germany, the 

index decreased by 266 points; in France by 82 points. Only in Ireland we saw a slight increase 

of diversity in the supply of YouTube channels (by 151 points). These changes do not correlate 

directly with the implementation of Article 17 of the CDSM Directive and its timing, so we 

could differentiate specific influence factors. The questions if the CDSM has contributed to 

the general decrease of diversity on YouTube remains to be discussed and warrants future 

research.  

3.4.3 CONCLUSIONS   

Summing up this data-driven investigation of content blocking and content availability on 

YouTube with a focus on content diversity, we can conclude three things: Firstly, we found a 

high share of blocked and deleted content in our sample. While previous research has 

identified a share of roughly 1%, our sample identified a share of 3.8%. Due to restricted 

access to data, though, it is hard to really pin down and isolated the exact reasons for content 

deletion and take-down. These 3.8% might include other types of content deletion and 

blocking, although we have applied the measures available to clean the data.  

Secondly, we have found a general decrease of diversity with regard to available content. 

Within the four countries under study, three countries display a noticeable decrease in the 
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diversity index, with Ireland representing a contrary development with a light increase. The 

country differences do not correlate, though, with national differences in copyright regulation 

and specifically with the variation in substance and timing of the national implementation of 

the CDSM. This makes it hard to assess and isolate the actual impact of copyright content 

moderation and the implementation of the CDSM on content diversity. Is the general 

decrease of diversity a result of the CDSM? Or rather the product of changing monetization 

strategies of media companies, shifting media usage routines, or YouTube’s algorithmic 

systems? Some of these research limitations concern the timeline of the study: actual 

implementation of Article 17 of the CDSM Directive is not yet fully in place in the countries 

under study, and it is possible that we could not yet see its full-scale influence. Future and 

continuing research is needed to assess these questions, when the policy implementations 

become effective and visible at full scale.  

But more importantly, thirdly, we have been confronted with the limitations of research in 

this space due to lack of data access. In the current landscape, it results close to impossible 

to systematically study the questions posed in this project. What is the impact of copyright 

regulation and content moderation on content diversity? In fact, this research is not only 

highly limited, but also dependent on internal decisions of platforms on giving access to 

(different types of) data.  Hence, there is urgent need for more robust rules on data access 

for researchers. Mandatory data access clauses such as those included in the German NetzDG, 

the German CDSM implementation as well as in the Digital Services Act pave an important 

avenue in this regard. Yet, it remains to be seen how robust and effective these clauses are, 

since they demand highest levels of data security and infrastructure facilities on the side of 

researchers and their institutions. Finding practical and fair solutions as well as best practices 

for data access that are not only accessible to researchers at elite and perfectly-equipped 

institutions is a key challenge for policy and research in the next decade.  
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3.5 SOCIAL MEDIA CREATORS’ PERSPECTIVE ON COPYRIGHT CONTENT 

MODERATION IN THE EU 

 

This section represents a short summary of the paper “Losing Authenticity: Social Media 

Creators’ Perspective on Copyright Restrictions In The EU” attached in annex of this report. 

 

In the third sub-study, we have taken another angle at understanding copyright content 

moderation – understanding the experiences of cultural creators who share their work 

primarily on social media platforms. As social media creators and users in the EU may see a 

rise in algorithmic copyright moderation after implementation of Article 17 of the CDSMD, we 

focus this sub-study on creators’ understanding and experiences of copyright moderation in 

relation to their creative work and the labor of media production on social media platforms.  

To what extent does copyright moderation on the former influence the creations that are 

posted there?  What about the changes to one’s creative process? In order to answer these 

questions, we have interviewed creators with regard to their experiences and descriptions of 

their interaction with copyright moderation and algorithms. This allows us to better 

understand the changes and influences that automated copyright moderation brings to 

creative work. 

Cultural creators mainly seeking audiences online are strongly dependent on social media 

platforms. They have to constantly be involved in pursue of algorithmic visibility as measured 

by quantified metrics such as likes, views, and shares (Duffy & Meisner, 2022; Bucher, 2017).  

At the same time, the way platforms curate and govern content and interactions on their sites 

and its dynamic and intransparent character evokes the threat of ‘invisibility’ to creators, and 

this was described before as being ‘dangerous’ for creators (Cunningham and Craig, 2019). 
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3.5.1 METHODS  

Our study draws upon semi-structured interviews with 14 artists from various EU countries. 

The sample was drawn from those artists who participated in the survey on digitization and 

digital access to cultural content, done by (Poort & Pervaist, 2022) in the context of the 

ReCreating Europe Project.  The artists interviewed used a wide range of social media 

platforms: Instagram, Facebook, TikTok, YouTube, Behance, Etsy, LinkedIn, Vimeo, Pinterest 

and Dailymotion.  

The research draws on a multimodal framework to analyze the copyright governance of 

creative practices and products, focusing on regulative dimension (in our case – adaptation 

of the Article 17(4) CDSMD)), normative dimension (prevalent assumptions about legitimate 

and illegitimate behavior in a specific community) and the influence of technological 

affordances relevant to creative work. (Katzenbach, 2018). 

For many interviewees, anticipation of platform punishments directly influenced the cultural 

products that they produced. Indeed, most of them used self-censorship, avoidance and 

concerted efforts to circumvent algorithmic intervention in their creative work before posting 

it on social media platforms. Our research has also confirmed previous findings on user folk 

theories regarding algorithms (De Vito et al., 2017) and algorithmic gossip, searching for the 

shared meaning of algorithmic moderation practices (Natale, 2019; Bishop, 2020). We have 

found evidence of exploitation, instability, and overwork culture (Duffy & Meisner, 2022) 

among those artists whose work and income relates to social media platforms but not 

depends on it fully.  

Interviews followed a semi-structured interview protocol; and lasted between 30 and 90 

minutes. Participants received a gift card ($50) in exchange for their time and insight, and 

interviews were conducted on Zoom. All the interviews were recorded after acquiring consent 

for this. After the completion of the interviews the audio was transcribed and edited for any 

discrepancies. From the transcripts, the study’s authors developed the coding categories and 

applied focused codes to the dataset.  
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3.5.2 RESULTS  

A basic finding is that creative content producers have only scarce understanding of the 

regulatory mechanisms functioning on social media platforms.  Assumptions on ‘right’ and 

‘wrong’ practices differ, and usually do not correspond to legal realities, thus questioning the 

actual impact of the regulative dimension of the provision and enforcement of formal rules 

on everyday cultural practices. Consistent with studies on understanding algorithms (Bishop, 

2019), creatives on social media platforms often gain knowledge on issues of copyright 

through gossip. “I don't know much actually. What I know, it's from personal stories never an 

actual study about it or an actual thing explaining what is what and how we can do stuff.”  

Creators, even if they themselves have not experienced moderation yet, are anticipating 

copyright moderation, and thus adjust the content beforehand. Some interviewees confessed 

to quitting posting certain products to platforms all together, since they were not sure about 

copyright moderation.  Nine out of fourteen interview participants either had their creations 

taken down for copyright infringement or knew someone who had. When asked directly, most 

of the participants did not think that moderation due to copyright issues increased during the 

last year. However, when they remembered instances of such moderation, often their cases 

were from not-so-distant past, such as “Last Christmas” (Lip Sync video, creator from 

Bulgaria), “last year” (reel, creator from Croatia), “during the past three or four years” (video, 

creator from Romania). Another detail is that some interviewees had their old videos or posts 

taken down in the recent two years, although they had online for a long time before. Our 

participants in general have found the appeal, report and complain processes on platforms 

not very helpful.  Sometimes they had to use networks of friends and followers in order to 

solve the issue, so not directly complaining to a platform but using other mechanisms. 

The European Copyright in the Digital Single Market (CDSM) Directive (2019/790) has been 

adapted and came into force in June 2019.  However, some creators do not think that the 

legislation works.  Even those from the countries which have adapted the Directive, are either 

not aware or have not seen the laws put into action when it comes to protection of their own 

work.  
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3.5.3 CONCLUSION  

The main takeaway from our study is that users of social media platforms which do creative 

work on those, are influenced by algorithmic content moderation.  Perhaps our most 

important finding which extends understanding on how algorithmic content moderation 

influence creative work on platforms, is that creators engage in self-censorship, avoiding 

posting certain content or adjusting it in advance. For many artists, anticipation of platform 

punishments directly influenced the cultural products that they produced.  In addition, 

because the regulative dimension of algorithmic copyright moderation is opaque for creators, 

they engage in algorithmic gossip (Bishop, 2019) and use user folk theories (De Vito et. Al, 

2019) trying to guess which practices are accepted and which are not.  These are important 

policy implications from this research, such as that more transparency in platform governance 

is needed, both from policy makers and platforms themselves, so that the automated content 

moderation does not add to the uncertainty and insecurity of the creators' media production 

work on social media platforms.  

3.6 CONCLUSIONS 

These empirical assessments on the impact of copyright regulation and content moderation 

on diversity have generated key findings. At the same time, they have shown the clear 

limitations of existing research options given the notorious scarce access to data held by 

platforms. With regard to substantive findings, the analysis of transparency report has 

identified an almost uniform trend towards reporting certain aggregated data. There is 

obviously strong co-orientation between platforms with a clear upward trend to disclose 

more data. With a view to substantial data on copyright content moderation, we see between 

2012 and 2021 a strong increase of notice, takedown, and conflicting cases, but mostly 

reflecting the general growth of the platforms. With regards to removal rates, the picture is 

much more complex, not yielding a specific trend.  

The analysis of content level data at YouTube has found a high share of blocked and deleted 

content, with 3.8% higher than reported in earlier studies. Lack of rich and robust data, 
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though, makes it hard to draw conclusions on the impact of copyright regulation and content 

moderation. Is that number higher than in previous studies from 2016-19 because in 2022 

CDSMD has already been in, so that we actually see more takedowns across the board, or is 

this an artefact of different data collection and analysis methods? Even after best-efforts have 

been done, this is hard to disentangle. Similarly with regard to diversity of available content: 

We have found a general decrease of diversity with regard to available content. Yet, the 

country differences do not correlate with national differences in copyright regulation, and 

specifically not with the variation in substance and timing of the national implementation of 

the CDSM. So, while the general decrease of diversity might be interpreted as a confirmation 

of major concerns that critics of Art 17 had raised in the political process, the country-specific 

result do not support this interpretation.  

In consequence, the empirical assessment has produced findings that indicate a strong impact 

of copyright regulation and content moderation on diversity, and potentially even an impact 

that leads to a decrease in diversity of content. Yet, the research has also shown that these 

interpretations cannot be fully verified based on the data that is available. Researchers are 

strongly dependent on options that platforms themselves provide. Our own research was 

massively constrained, for example, by YouTube’s changed API provision that did not allow us 

to reproduce the study by Gray and Suzor (2020) and thus hindering us to come to clear 

conclusions on reasons for content deletion and removal.  

As a consequence, robust and fair access for research to platforms’ moderation data is a key 

challenge and regulatory issue for the near future. Several regulatory measures, including Art. 

35 of the DSA, Art. 40 of the GDPR, national implementations of the CDSMD and other 

national initiatives, are already establishing mandatory access rights. Yet even there, 

implementation questions and practical challenges remain a heavy burden to researchers and 

research institutions. At EU level, EU institutions and in particular the Commission should 

prioritize issuing clear guidance and provide adequate resources to enable researchers, 

including from institutions with few resources, to pursue the research needed for shaping 

platforms and their regulation in democratic societies. 
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4. JOINT CONCLUDING REMARKS 

The assessment of the existing legal frameworks that shape the role of online platforms in 

organising the circulation of culture and creative works in Europe through content 

moderation has shown the complex landscape of interacting rules that meet and address the 

reality of content moderation at scale. It suggests that rather than envisioning a private-

regulatory copy of a “full trial” setup, a different conceptual approach of “rough justice” is 

necessary to catch the developments and in this context suggests recommendations for 

improvements regarding procedural rules, substantive rules and competences. Furthermore, 

it shows that with regards to access to culture and cultural diversity, decision quality should 

be emphasised as a separate factor from ex post mitigation mechanisms. Both the Digital 

Services Act and the CDSM Directive (including case law) provide starting points for this. The 

analysis also points to the fact that content moderation increasingly requires an 

understanding of contextual use but further work is needed on the potential risk of “bias 

carry-over” from datasets to content moderation. In this context, it is also worthwhile to point 

out that content moderation technology appears to be only stepmotherly treated in currently 

ongoing negotiations of the AI Act. 

The empirical assessment of the impact of copyright regulation and content moderation on 

diversity has produced a set of key findings, but also highlighted critical loopholes and 

limitations for research on platforms in general, and their role in cultural diversity in 

particular. Overall, the results indicate a strong impact of copyright regulation and content 

moderation on diversity, and potentially an impact that leads to a decrease in diversity of 

content. Yet, the research has also shown that these interpretations cannot be fully verified 

based on the limited data that is available to researchers and the public. While platforms 

increasingly publish transparency reports with growing sets of aggregated data about content 

moderation and other relevant aspects, researchers increasingly are confronted with massive 

challenges to get access to data that is needed to pursue their research.  

This report has also highlighted the need for further research on issues of diversity and access 

on social media platforms, given its high relevance for European societies, and at the same 
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time its complex nature, specifically in the context of contemporary fragmented media 

landscapes. Diversity is a key theme and important goal in European public and policy 

debates. In consequence, both understanding as well as addressing issues of diversity and 

access to culture in the context of digitalization and platformization must come much more 

to the forefront of policy and research agendas. Evaluating diversity is already conceptually a 

major challenge in today’s fragmented media landscape. But strong limitations in access to 

platform data sharply constrains systematic research into diversity issues in the context of 

platforms and social media.  

For that reason, we conclude this report with a strong and clear call for robust mandatory 

data access clauses in all future platform regulations. The existing initiatives, including Art. 35 

of the DSA, Art. 40 of the GDPR, national implementations of the CDSMD, pave the way here 

and do lay important and necessary foundations, yet implementation questions and practical 

challenges remain open. Thus, it is of high importance to clearly flag this as a key are for future 

policy-making. If the general clauses do not receive robust implementation, there is high risk 

that requirements to make of these clauses will constitute heavy burdens to researchers and 

research institutions, in effect potentially limiting this privilege only to researchers and 

institutions with strong resources. At EU level, EU institutions and in particular the 

Commission should prioritize issuing clear guidance and provide adequate resources to 

enable researchers, including from institutions with few resources, to pursue the research 

needed for shaping platforms and their regulation in democratic societies. 
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A theory of rough justice for internet intermediaries from the perspective of EU 
copyright law1 

 

1. Introduction 

Internet intermediaries and in particular online platforms constitute an important gateway for accessing 
internet content including copyright-protected works. Internet content is distributed via internet 
intermediaries and such intermediaries engage in content moderation. Content moderation can be 
necessary for the intermediary to escape liability for copyright infringements that take place on the 
intermediary’s infrastructure and it is also an essential means to ensure compliance with the 
intermediary’s terms of service. In the proposed Digital Services Act ‘Content moderation’ is defined as 

‘the activities, whether automated or not, undertaken by providers of intermediary services, that 
are aimed, in particular, at detecting, identifying and addressing illegal content or information 
incompatible with their terms and conditions, provided by recipients of the service, including 
measures taken that affect the availability, visibility, and accessibility of that illegal content or that 
information, such as demotion, demonetisation, disabling of access to, or removal thereof, or that 
affect the ability of the recipients of the service to provide that information, such as the 
termination or suspension of a recipient’s account’.2 

As a means of rights-enforcement, content moderation raises two major problems. The first relates to 
the accuracy of the moderation practices. As the point of departure, the optimal content moderation 
scheme can perfectly identify illegal and incompatible content and moderate it accordingly which means 
that it neither under-enforce nor over-enforce substantive law (illegal content)3 or the intermediary’s 
terms of service (incompatible content). The second problem concerns the inherent privatization of 
justice that results when enforcement of rights is left to a private party who in addition can distort the 
balancing of interests in substantive law by stipulating what otherwise legal content that are deemed 
incompatible with the intermediary’s terms and conditions and thus is not available to the users. 

In the following, the problems will be examined within the field of copyright law. The balancing of 
interest in copyright law is reflected in Art. 27 of the UN Universal Declaration of Human Rights (UDHR). 
Art. 27 states that   

1. Everyone has the right freely to participate in the cultural life of the community, to enjoy 
the arts and to share in scientific advancement and its benefits'.4 
2. Everyone has the right to the protection of the moral and material interests resulting from 
any scientific, literary or artistic production of which he is the author.’5  

 
1 Professor Thomas Riis, PhD, LLD, Centre for Information and Innovation Law, University of Copenhagen. 
Acknowledgements: This research is conducted under the reCreating Europe project, which has received funding 
from the European Union’s Horizon 2020 research and innovation programme under grant agreement No. 870626. 
2 Regulation (EU) 2022/2065 of the European Parliament and of the Council of 19 October 2022 on a Single Market 
For Digital Services and amending Directive 2000/31/EC (Digital Services Act), article 3(t), O.J. 2022, L 277/1. 
3 Cf. the definition in Commission Recommendations of Mar. 1, 2018, on Measures to Effectively Tackle Illegal 
Content Online, C(2018) 1177 final, 1, 1-2 (Mar. 1, 2018), Chapter I(4)(b). 
4 Cf. Art. 15, the International Covenant on Economic, Social and Cultural Rights. 
5 Cf. Art. 17(2) CFR: ‘Intellectual property shall be protected’. 
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In simple terms, from a legal technical perspective, copyright law predominantly excludes access to 
protected works for the purpose of appropriating economic value from those works. Since 
many expressions of cultural phenomena and artifacts are protected by copyright, there is an inherent 
conflict of interests between copyright and access to culture. Copyright law’s rationale is to exclude access 
to protected works but only to the point necessary to create economic incentives for the creation of new 
works. Beyond that point access to works ought to be free. Ideally, content moderation should ensure 
that copyright infringing works are inaccessible contrary to non-infringing works. However, intermediaries 
may institute further restrictions. For instance, according to Facebook’s terms and conditions, 
photographs depicting most forms of nudity are moderated despite the photographs being legal. The 
additional restrictions on legal content creates a field of tension in relation to fundamental rights, namely 
the freedom of expression and information,6 freedom of arts7 and the freedom to conduct a business.8 
 
 

2. Rights-enforcement and other elements of justice 

In the field of copyright law, content moderation has been closely related to enforcement of rights. The 
ease of copying and distributing copyrighted content by every internet user has made it very difficult for 
rights holders to identify, litigate and remedy copyright infringements. Digital enforcement by online 
intermediaries addresses this difficulty by providing an opportunity of a swift removal of infringing 
content. 

Over-enforcement of copyright has been reported in a number of times in certain types of cases. It can be 
difficult for the intermediary, particularly when using a machine learning system, to establish whether the 
use of a protected work is allowed under one of copyright law’s exceptions and limitations, e.g. the 
exception on caricature, parody or pastiche.9 Furthermore, in a survey on empirical studies Bar-Ziv and 
Elkin-Koren found large-scale use of notice and take down procedures to remove non-copyrighted 
materials.10 Over-enforcement is related to arguably the most widespread concern about intermediaries’ 
content moderation which is the lack of procedural safeguards and lack of transparency.11 

 
6 Art. 11 CFR. 
7 Art. 13 CFR. 
8 Art. 16 CFR. 
9 Cf. COM(2021)288, “Guidance on Article 17 of Directive 2019/790 on Copyright in the Digital Single Market”, 
para. VI, where the Commission states that cases where the user has significantly modified the work in a creative 
manner, for example by adding elements to a picture to create a ‘meme’, would generally not be manifestly 
infringing because the result may be covered by the parody exception, and since the use is not manifestly 
infringing it ought to be subject to human review. See also e.g. Guzel, “Directive on Copyright in the Digital Single 
Market and Freedom of Expression: The EU’s Online Dilemma” in Synodinou, Jougleux, Markou & Prastitou Merdi 
(Eds.), EU Internet Law in the Digital Single Market (Springer International Publishing, 2021); and Erickson and 
Kretschmer, “This Video is Unavailable”: analyzing copyright takedown of user-generated content on YouTube 
analyzing copyright takedown of user-generated content on YouTube”, (2018) JIPITEC, 2190–3387. 
10 Bar-Ziv &  Elkin-Koren, “Behind the Scenes of Online Copyright Enforcement: Empirical Evidence on 
Notice & Takedown”, (2018), Connecticut Law Review, 379. 
11 Ibid. 379; Sander, “Freedom of Expression in the Age of Online Platforms: The Promise and Pitfalls of a Human 
Rights-Based Approach to Content Moderation”, (2020) Fordham International Law Journal, 956 ff. with 
references; Black, Decentring regulation: Understanding the role of regulation and self-regulation in a ‘post-
regulatory’ world”, (2001) Current Legal Problems, 103; Perel & Elkin-Koren “Accountability in algorithmic 
copyright enforcement”, (2016) Stanford Technology Law Review, 473–532; Keats Citron “Technological due 
process”, (2008) Washington University Law Review, 1249; Elkin-Koren, “After twenty years: Revisiting copyright 
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The amount of content distributed via internet intermediaries is growing exponentially and it is widely 
held that it has become impossible to rely on human review for content moderation in all cases. As a 
consequence, intermediaries have developed automated content filters and high-speed removal 
systems to enforce rights efficiently.12 It goes without saying that under such circumstances accuracy in 
the rights-enforcement as known from judgments in civil proceedings made possible by extensive 
production of evidence is impossible to preserve.13 The same applies to the procedural safeguards of 
procedural law (formal justice). Accordingly, in the context of content moderation of intermediaries, the 
ordinary conception of justice in rights-enforcement must be substituted by a new and viable 
conception of ‘rough justice’. In the following I will sketch out a model of rough justice in intermediaries’ 
content moderation based on a human rights approach. 

All rights-enforcement systems shall take three general objectives into consideration: 

The first objective is efficacy. According to e.g. Art. 47(1) of the EU Charter on Fundamental Rights 
(CFR)14 which is part of Title VI on ‘Justice’, everyone whose rights and freedoms are violated has the 
right to an effective remedy before a tribunal.15 Efficacy implies firstly that there is access to justice in 
the sense that mechanisms for rights-enforcement shall be easily available and not overly costly. 
Secondly, effective remedies shall be available to redress wrongs. 

The second objective is fair trial. Fair trial is a more complex concept than efficacy and it includes 
consistency and predictability in rights-enforcement, proportionality and a certain degree of symmetry 
between opposing parties (equality of arms).16 

The third objective is a balanced use of resources in rights-enforcement. Law enforcement requires 
resources and the ‘price’ of enforcement may be too high. The scholarly literature on law enforcement 
and resources primarily focuses on criminal law and police expenditures and demonstrates that there is 
an upper limit to the amount of resources that can be used for enforcing criminal law even in cases 

 
liability of online intermediaries” in: Frankel and Gervais (Eds),  The Evolution and Equilibrium of Copyright in the 
Digital Age, (Cambridge University Press, 2014), pp. 29–51; Suzor, Myers West, Quodling and York, “What Do We 
Mean When We Talk About Transparency? Toward Meaningful Transparency in Commercial Content Moderation’, 
(2019) International Journal of Communication, 1137, Kaye, Rep. of the Special Rapporteur on the Promotion and 
Protection of the Right to Freedom of Opinion and Expression, U.N. Doc. A/HRC/38/35, 15 (Apr. 6, 2018), paras. 71-
72; Douek, “Facebook's oversight board: move fast with stable infrastructure and humility”, (2019) North Carolina 
Journal of Law & Technology, 5. 
12 Elkin-Koren, “Contesting algorithms: Restoring the public interest in content filtering by artificial intelligence”, 
(2020) Big Data & Society July–December, 1–13, Ofcom, The use of AI in content moderation. Report produced by 
Cambridge Consultants on behalf of Ofcom (2019). Available at: 
<www.ofcom.org.uk/__data/assets/pdf_file/0028/157249/cambridge-consultants-ai-content-moderation.pdf> 
(last visited 27 Janyary 2023), Guzel, “Directive on Copyright in the Digital Single Market and Freedom of 
Expression: The EU’s Online Dilemma” in Synodinou, Jougleux, Markou & Prastitou Merdi (Eds.), EU Internet Law in 
the Digital Single Market (Springer International Publishing, 2021) and Douek, “Facebook's oversight board: move 
fast with stable infrastructure and humility”, (2019) North Carolina Journal of Law & Technology, 5-6 and 10-12. 
13 E.g. Land, "Against Privatized Censorship: Proposals for Responsible Delegation," (Winter 2020) Virginia Journal 
of International Law, 428-429. 
14 O.J. 2012, C 326/02. 
15 Cf. Art. 8 UDHR. 
16 Art. 6(1), European Convention on Human Rights; Arts. 47(2)-(3) and 48 CFR; and Arts. 7 and 10 UDHR. 
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concerning serious crimes.17 Even though the circumstances are somewhat different in civil law cases, 
the same concern is relevant. 

Compared to enforcement by civil procedure, it is obvious that one of the critical issues in relation to 
content moderation by intermediaries is to balance the procedural safeguards to ensure a fair trial with 
the required resources.18 The same balance is relevant in civil procedures, however, different weights 
turn the scale. Further, a certain amount of roughness characterizes formal civil justice as well.19  

 

3. The human rights approach to justice 

The human rights concept of fair trial could be a reference point for the development of a model of 
rough justice. In the following sections, the essential elements of the human rights concept of fair trial 
will be examined. 

It follows from Art. 6(2) of The Treaty on European Union (TEU) that the Union shall accede to the 
European Convention for the Protection of Human Rights (ECHR) and Fundamental Freedoms. In 
addition, Art. 6(3) TEU provides that fundamental rights, as guaranteed by the ECHR and as they result 
from the constitutional traditions common to the Member States, shall constitute general principles of 
the Union's law. The significance of the ECHR on the protection of human rights is reiterated in Art. 
52(3) CFR that stipulates that the EU Charter20 in so far as it contains rights which correspond to rights 
guaranteed by the (ECHR), the meaning and scope of those rights shall be the same as those laid down 
by the ECHR. However, Art. 52(3) CFR does not prevent Union law providing more extensive protection. 
Accordingly, a very close relationship is established between the EU Charter and the ECHR. 

The reference to the ECHR also covers the interpretation of the provisions of the ECHR as made by the 
European Court of Human Rights (ECtHR) which means that the Court of Justice of the EU (ECJ) shall 
interpret the provisions of the EU Charter in accordance with ECtHR case law on the corresponding 
provisions of the ECHR.21 Contrary to Art. 6(1) ECHR, Art. 47 CFR is not limited to the determination of 
civil rights or obligations or of a criminal charge which means that administrative disputes are also 
included in its scope.22 

The ECJ has specified that the right to a fair trial derives inter alia from Art. 6 ECHR and constitutes a 
fundamental right which the EU respects as a general principle under Art. 6(2) TEU.23 Title VI of the EU 

 
17 E.g. Pyle, The Economics of Crime and Law Enforcement, (Macmillan Press, 1983), chapters 6-9. 
18 In that direction, Bunting, “From editorial obligation to procedural accountability: policy approaches to online 
content in the era of information intermediaries”, (2018) Journal of Cyber Policy, 175. 
19 Goodin, “Rough Justice”, (2019) Jus Cogens,  p. 83 et seq. 
20 The EU Charter is written into art. 6(1) of the TEU. 
21 Cf. “Explanations relating to the EU Charter of Fundamental Rights”, O.J. 2007, C 303/17. See also Hazelhorst, 
“The Right to a Fair Trial in Civil Cases”, (Springer – Asser Press, 2017), pp. 126 and 130. 
22 Ibid., p. 130; and Ward, “Article 47 – Right to and Effective Remedy and to a Fair Trial”, in Peers, Hervey, Kenner 
and Ward (Eds.), The EU Charter of Fundamental Rights: A Commentary 2nd ed. (Bloomsbury Publishing Plc, 2022), 
at 47.19. 

23 Case C-305/05, Ordre des barreaux francophones et germanophone, et al. v.  Conseil des ministres, 
EU:C:2007:383, para. 29. See also case T-351/03, Schneider Electric SA v. Commission, EU:T:2007:212, paras. 181-
182. See also Art. 2 TEU. 
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Charter has the headline ‘Justice’ and the primary provision in this title is Art. 47 on right to an effective 
remedy and to a fair trial. Referring to the case-law of the ECtHR,24 in Case C-305/05, Ordre des barreaux 
francophone, the ECJ explains that the concept of ‘a fair trial’ referred to in Art. 6 ECHR consists of 
various elements, which include, inter alia, the rights of the defence, the principle of equality of arms, 
the right of access to the courts, and the right of access to a lawyer both in civil and criminal 
proceedings.25 

Art. 47 CFR consists of three parts. The first part establishes a right to an effective remedy.26 The third 
part ensures legal aid to those who lack sufficient resources. The second part, that is the most pertinent 
for the purpose of this article and for the concept of justice, reads: 

‘Everyone is entitled to a fair and public hearing within a reasonable time by an independent and 
impartial tribunal previously established by law. Everyone shall have the possibility of being 
advised, defended and represented.’27 

 

3.1. Fair hearing and information 

The ECJ has held that the right to a fair hearing is, in all proceedings initiated against a person which are 
liable to culminate in a measure adversely affecting that person, a fundamental principle of Community 
law and must be guaranteed even in the absence of any rules.28 The right to a hearing is an essential 
element in the rights of the defence which according to the ECJ is a fundamental principle of Community 
law. That principle is infringed where a judicial decision is based on facts and documents which the 
parties themselves, or one of them, have not had an opportunity to examine and on which they have 
therefore been unable to comment.29 

According to the practice of ECtHR the requirements of a fair hearing are stricter in the sphere of 
criminal law than under the civil and. In general, the states have greater latitude in civil law matters.30 In 
addition, in the case law of ECtHR, it has been emphasized that the assessment of the proceedings shall 
be made of the proceedings as a whole in order to determine whether the applicant was guaranteed a 
fair hearing.31 The implication of the requirement of assessing the proceeding in its entirety, is that there 
is not one correct way of conducting a fair civil trial.32 

 
24 ECtHR, Golder v United Kingdom, Appl. No. 4451/70, judgment of 21 February 1975, paras. 26 to 40; ECtHR, 
Campbell and Fell v United Kingdom, Appl. No. 7819/77; 7878/77, judgment of 28 June 1984, paras. 97 to 99, 105 
to 107 and 111 to 113; and ECtHR Borgers v Belgium, App. No. 12005/86, judgment of 30 October 1991, para. 24. 
25 Para. 31. Cf. Borraccetti, “Fair Trial, Due Process and Rights of Defence in the EU Legal Order” in Di Federico 
(Ed.), The EU Charter of Fundamental Rights from declaration to binding instrument, (Springer, 2011), pp. 95-107, 
100. 
26 Cf. Art. 13 ECHR. 
27 The provision corresponds to Art. 6(1) ECHR that i.a. entitles everyone ‘to a fair and public hearing within a 
reasonable time by an independent and impartial tribunal established by law’. 
28 Joined cases C-439/05 P and C-454/05 P, Land Oberösterreich and Austria v. Commission, EU:C:2007:510, para. 
36. 
29 Case C-199/99, P Corus UK Ltd, paras. 19 and 41. See also C-348/16, Sacko, EU:C:2017:591, para. 37. 
30 ECtHR, Peleki v. Greece, Appl. No. 69291/12, Judgment of 7 September 2020, para. 70. 
31 ECtHR, Centro Europa 7 S.r.l. and di stefano v. Italy, Appl. No. 38433/09, judgment of 7 June 2012, para. 197.  
32 Hazelhorst, The Right to a Fair Trial in Civil Cases, (Springer – Asser Press, 2017), p. 132. 
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3.2. Equality of arms 

The principle of equality of arms basically means that there should be ensured a ‘fair balance’ between 
the parties in a dispute resolution process and that both parties are treated equally.33 That implies a fair 
balance in respect of opportunity to present each party’s case, access to relevant information, available 
procedural means and available expertise and resources.34 In Case C-682/15, Berlioz Investment Fund SA 
v. Directeur de l’administration des contributions directes,35 the ECJ states that the principle of equality 
of arms, which is a corollary of the very concept of a fair hearing, implies that each party must be 
afforded a reasonable opportunity to present his case, including his evidence, under conditions that do 
not place him at a substantial disadvantage vis-à-vis his opponent.36 In the application of the principle, 
the ECJ provides a certain amount of flexibility, which can prove particular relevant in respect of content 
moderation on online platforms because the practical circumstances and considerations are very 
different from other dispute resolution systems. The Court has thus held that the question whether 
there is an infringement of the rights of the defence and of the right to effective judicial protection, 
must be examined in relation to the specific circumstances of each case, including the nature of the act 
at issue, the context of its adoption and the legal rules governing the matter in question.37 

 

3.3. The right to a reasoned judgment 

The practical circumstances surrounding decisions on moderating content on online platforms may 
create a risk that decisions are not sufficiently reasoned. 

The right to a reasoned judgment is established by the case law of the ECJ and the ECtHR. The former 
has stated that the observance of the right to a fair trial requires that all judgments be reasoned to 
enable the defendant to see why judgment has been pronounced against him and to bring an 
appropriate and effective appeal against it.38 However, according to the ECJ fundamental rights do not 
constitute unfettered prerogatives and may be subject to restrictions, provided that the restrictions in 
fact correspond to objectives of general interest pursued by the measure in question and that they do 
not constitute, with regard to the objectives pursued, a manifest and disproportionate breach of the 
rights thus guaranteed.39 Thus also in this respect the ECJ provides for a certain degree of flexibility. 

 
33 ECtHR, Feldbrugge v. The Netherlands, Appl. No. 8562/79, judgment of 29 May 1986, para. 44. 
34 ECtHR, Steel and Morris v. The United Kingdom, Appl No. 68416/01, judgment of 15 May 2005, para. 72. See Bar-
Ziv & Elkin-Koren, “Behind the Scenes of Online Copyright Enforcement: Empirical Evidence on Notice & 
Takedown”, (2018) Connecticut Law Review, 380-382: ‘In other words, the online adjudication of copyright 
disputes is still dominated by repeat players that acquired the expertise in managing online disputes, while end 
users may still suffer from the power/knowledge gap.' 
35 EU:C:2017:373. 
36 Para. 96. Similar in ECtHR, Kress v. France, Appl. No. 39594/98, judgment of 7 June 2001, para. 71. 
37 Ibid., para. 97, and Joined Cases C-514/07 P, C-528/07 P and C-532/07 P, Sweden and Others v. Association de la 
presse internationale ASBL, EU:C:2010:541, para. 102. 
38 Case C-619/10, Trade Agency Ltd v. Seramico Investments Ltd, EU:C:2012:531, para. 53. 
39 Ibid., para. 55. 
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On the same lines the ECtHR has stipulated that national courts must indicate with sufficient clarity the 
grounds on which they based their decision. The reasoned judgement, inter alia, makes it possible for 
the accused to exercise usefully the rights of appeal available to him.40 

Another rationale behind the right to a reasoned judgment is to ensure publicity of the legal reasoning 
that enables the public to predict valid law.41 

 

4. Codes and rules on internet content moderation 

A number of attempts to establish codes for fair trial etc. on the internet have been presented. In the 
following, I will examined three such non-binding codes in addition to the provisions on content 
moderation in the recently adopted Digital Services Act. There are quite diverse in their scope and 
substance.  

 ‘The Santa Clara Principles On Transparency and Accountability in Content Moderation’ are issued by a 
coalition of organizations, advocates, and academics. Originally, the Santa Clara Principles 1.0 from 2018 
were purely procedural principles that did not address substantial principles and norms. They were not 
very detailed and had a limited scope. That changed somewhat when the elaborated Santa Clara 
Principles 2.0 were published in 2021. The Principles outline minimum standards that tech platforms 
must meet in order to provide adequate transparency and accountability around their efforts to take 
down user-generated content or suspend accounts that violate their rules.42 Despite a number of the 
very large global tech companies endorse the principles, it is mentioned on the website of the Santa 
Clara Principles that very few companies have fully met the demands of the principles. 

The Aequitas Principles on Online Due Process are issued by ‘DigiScholar - The Digital Scholarship 
Institute’ which mostly consists of academics. The purpose of the Principles is to offer guidance on due 
process principles, including procedural fairness and natural justice, and guide the design and 
implementation of platform processes so that human rights, fundamental freedoms, and the rule of law 
are restored and maintained in the online environment.43 

The establishment of a proper balance among different fundamental rights, including but not limited to 
the freedom of expression, protection of personal data, and protection of intellectual property rights – 
as well as upholding the rule of law in preventing crime online – all depend on the proper application of 
due process in the online environment. 

Finally, the Council of Europe adopted on 7 March 2018 a recommendation on the roles and 
responsibilities of internet intermediaries.44 The text of the full Recommendation is relative 

 
40 ECtHR, Hadjianastassiou v. Greece, Appl. No. 12945/87, judgement of 16 December 1992, para. 33. 
41 Hazelhorst, The Right to a Fair Trial in Civil Cases, (Springer – Asser Press, 2017), p. 150 f. 
42 <https://santaclaraprinciples.org/history/> (last visited 27 January 2023). 
43 <https://aequitas.online/> (last visited 27 January 2023). 
44 Recommendation CM/Rec(2018)2 of the Committee of Ministers to member States on the roles and 
responsibilities of internet intermediaries. 
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comprehensive and covers a broad range of different intermediaries.45 Paragraph 2.3. of the 
Recommendation is dedicated to Content moderation. 

 

4.1. A substantial norm to prevent over-enforcement 

A substantial norm46 for content moderation is needed in order to prevent platforms from moderating 
legal and compliant content. In the absence of such a norm, the platforms will have incentives to rather 
moderate too much than too little, to be on the safe side. A substantial norm thus provides a 
countervailing obligation for platforms not to over-enforce. In the various codes this substantial norm is 
based on human rights.  

It is stated in The Santa Clara Principles that companies shall ensure that human rights are integrated at 
all stages of the content moderation. This implies, that users of a platform service shall be informed of 
inter alia how the company that supply the service has considered human rights—particularly the rights 
to freedom of expression and non-discrimination—in the development of its rules and policies. The 
company shall also inform users on how the company has considered human rights in automated 
processes in content moderation in situations where a company uses such techniques. 

The Aequitas Principles express a bit more firm obligation to respects human right. The principles thus 
stipulate that human rights and fundamental freedoms must be upheld everywhere and should 
permeate all activities of platforms. In addition, platforms should take an active role in preserving 
human rights and fundamental freedoms in the online world. However, the obligation to respect human 
right is included in the first part of the Principles on ‘Scope of principles’ and the obligation is not made 
operational and serves merely as a non-binding guideline for supporting human rights values. 

The only mentioning of human rights in paragraph 2.3. of the Council of Europe Recommendation on 
content moderation is found in paragraph 2.3.4. and 2.3.5. Paragraph 2.3.4. stipulates that all members 
of staff of intermediaries who are engaged in content moderation shall be given adequate initial and 
ongoing training on the applicable laws and international human rights standards. In addition paragraph 
2.3.5. stipulates that intermediaries should carefully assess the human rights impact of automated 
content management. In other parts of the Recommendation it is stated that member states shall take 
all necessary measures to ensure that internet intermediaries fulfil their responsibilities to respect 
human rights.47 

Neither of the codes specify in which way human rights shall be respected and it seems that the codes 
merely suggest that the internet platforms take human rights into consideration. The codes are non-
binding and international human rights law is binding on states only, not on individuals or companies.  
Accordingly, states are the primary duty bearers. However, when a state fulfil its obligations under 
international human rights law, international human rights standards have legal impact on companies.48 

 
45 The Preambel of the Recommendation, para. 4. 
46 As opposed to a procedural rule. 
47 The Preambel of the Recommendation, para. 12. 
48 Cf.  Laidlaw, Regulating Speech in Cyberspace Gatekeepers, Human Rights and Corporate Responsibility,  
(Cambridge University Press, 2015), p. 48, who suggest that an internet information gatekeeper’s ‘human rights 
responsibilities should increase or decrease based on the extent that its activities facilitate or hinder democratic 



9 
 

A binding rule that resembles a substantial norm to prevent over-enforcement is now found in the 
Digital Services Act.49 Art. 14(4) stipulates that providers of intermediary services shall act in a diligent, 
objective and proportionate manner in applying and enforcing the restrictions that they impose in 
relation to the use of their service in respect of information provided by the recipients of the service, 
with due regard to the rights and legitimate interests of all parties involved, including the fundamental 
rights of the recipients of the service, such as the freedom of expression, freedom and pluralism of the 
media, and other fundamental rights and freedoms as enshrined in the EU Charter.50 

The wording of the provision resembles the corresponding provisions in the codes and it is doubtful 
whether the provision will have any significant effect on over-enforcement. Due regard to fundamental 
rights, namely freedom of expression, does not restrict the platforms possibilities of deciding for 
themselves what type of otherwise legal content they deem as incompatible content in their terms and 
conditions, jf. Art. 14(1) Digital Services Act. 

 

4.2. Transparency 

Transparency into the processes of content moderation plays an important role in various contexts. 
Firstly, it enables a person whose content has been moderated to obtain an explanation for the reasons 
behind the moderation.51 Secondly, it provides an opportunity to detect errors and enhance accuracy. 
Thirdly, in cases of automated and semi-automated content moderation it provides an opportunity to 
detect and address biases. Fourthly, it enables persons to assess the quality of the moderation processes 
and thus the legitimacy of the result of the moderation processes. In addition to accuracy and biases, 
quality also relies on whether a human review has been involved, and if so, the time the review has 
allocated to the review and the qualifications of the reviewer. 

The platforms being commercial enterprises are reluctant to provide a high degree of transparency52 
and they often claim in respect of automated and semi-automated content moderation that the 
pertinent algorithms and data are protected as trade secrets and shall be inaccessible to the general 
public.53 

 
culture. This scale of responsibility is reflected not only in the reach of the gatekeeper, but also in the infiltration of 
that information, process, site or tool in democratic culture’. In general see, Jørgensen, “Human Rights and Private 
Actors in the Online Domain”, in Land and Aronson (Eds), New Technologies for Human Rights Law and Practice, 
(Cambridge University Press, 2018), pp. 243-269, 253 and 260-261; and Kaye, Rep. of the Special Rapporteur on the 
Promotion and Protection of the Right to Freedom of Opinion and Expression, U.N. Doc. A/HRC/38/35, 15 (Apr. 6, 
2018). 
49 The aim of the Digital Services Act is to contribute to the proper functioning of the internal market for 
intermediary services, cf. art. 1(1). 
50 Cf. para. 52 of the preamble, that specifies that these safeguards shall be “robust”. 
51 Grimmelmann, "Regulation by Software," (2005) Yale Law Journal , 1737. See e.g. Suzor, Myers West, Quodling 
and York, “What Do We Mean When We Talk About Transparency? Toward Meaningful Transparency in 
Commercial Content Moderation”, (2019) International Journal of Communication, 1526–1543. 
52 Kaye, Rep. of the Special Rapporteur on the Promotion and Protection of the Right to Freedom of Opinion and 
Expression, U.N. Doc. A/HRC/38/35, 15 (Apr. 6, 2018), para. 40. 
53 Elkin-Koren, “Contesting algorithms: Restoring the public interest in content filtering by artificial intelligence”, 
(2020) Big Data & Society, 7. 
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The Santa Clara Principles endorse transparency in its ‘Foundational Principles’ but under its 
‘Operational Principles’ only provides a very limited degree of transparency in the moderation practices 
and the appeal procedures. According to Operational Principles 1, companies should publish information 
on total number of pieces of content actioned and accounts suspended, number of appeals, share of 
successful appeals etc. Companies should also publish information on when and how automated 
processes are used, the key criteria used by automated processes for making decisions and the accuracy 
of the processes. Basically, the transparency obligation primarily apply to the results of the platforms 
content moderation practices and not to how the practices function and the rationales underlying them. 
 
The Aequitas Principles contain much more elaborated provisions on transparency compared to the 
Santa Clara Principles and part. 5 of the Principles is dedicated to ‘Algorithmic Transparency’. 
Accordingly, at a minimum, a platform shall provide:  

- descriptions of the algorithms that the platform utilizes,  
- the logic underpinning algorithms,  
- the method in which the algorithms process or use personal data, 
- the characteristics of individual persons (gender, race, religion, age, etc.) that the algorithms 

might utilize, 
- detailed logs and auditable data concerning the ordinary operation, output etc. 
- details of any reported or identified algorithmic bias, the actual or potential causes of the bias, 

steps taken to mitigate any harmful bias and a recognition of any unmanageable bias effects, 
- engagement rates for all instances where the algorithms have amplified misinformation, 
- open source and/or non-confidential elements of the algorithms that may assist in the 

understanding of platform decision-making, 
- any gaps in transparency concerning the functioning of the algorithms that might be caused by 

technical limitations. 

According to the Council of Europe Recommendation intermediaries’ transparency obligations, firstly, 
apply to service agreements and policies, and the process of drafting and applying terms of service 
agreements, community standards and content-restriction policies should be transparent, accountable 
and inclusive. Secondly, internet intermediaries should clearly and transparently provide meaningful 
public information about the operation of automated data processing techniques in the course of their 
activities. Thirdly, intermediaries should regularly publish transparency reports that provide clear 
(simple and machine-readable), easily accessible and meaningful information on all restrictions to the 
free and open flow of information and ideas and all requests for such restrictions.54 

All three codes acknowledge the importance of transparency obligations, however, it is only the 
Aequitas Principles and the Council of Europe Recommendation that actually stipulate firm and detailed 
transparency obligation relation to platforms.  

In the Digital Services Act the transparency obligations in Arts. 14 and 15 seem to be less strict than at 
least the Aequitas Principles. This concerns especially the transparency reporting obligation related to 
automated content moderation in Art. 15(1)(e) that requires information on ‘any use made of 
automated means for the purpose of content moderation, including a qualitative description, a 
specification of the precise purposes, indicators of the accuracy and the possible rate of error of the 

 
54 Para. 2.2. 
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automated means used in fulfilling those purposes, and any safeguards applied’. The provision does not 
seem to require transparency into how the algorithms are working and the logic underlying them which 
is essential for namely the legitimacy of automated content moderation. 

 

4.3. Fair trial/due process 

The Santa Clara Principles state that companies should ensure that due process considerations are 
integrated at all stages of the content moderation process. This foundational principle is implemented 
by informing the users on how the company has considered the importance of due process when 
enforcing its rules and policies, and in particular how the process has integrity and is administered 
fairly.55  

Under the Santa Clara Principles companies must provide notice to each user whose content is 
moderated, about the reason for the moderation. The notice shall i.a. express the specific clause of the 
guidelines that the content was found to violate and include an explanation of the process through 
which the user can appeal the decision, including any time limits or relevant procedural requirements. 
Companies should ensure that appeal includes human review by a person or panel of persons who were 
not involved in the initial decision. Furthermore, users should be offered an opportunity to present 
additional information in support of their appeal that will be considered in the review. Finally, the 
companies should ensure that the user receives notification of the results of the review, and a 
statement of the reasoning sufficient to allow the user to understand the decision.  

Part 2 of the Aequitas Principles requires that due process should be reflected in platforms’ decision-
making concerning user-generated content. ‘Due process’ include the following principles:  

- A fair and transparent review within a reasonable time and by an independent and impartial 
decision-maker 

- Proper prior notification to the parties 
- An opportunity for the parties to respond and present evidence 
- The right to legal representation 
- The right to appeal to an internal appeals panel, alternative dispute resolution panel or 

competent court, and  
- The right to receive a decision in writing which clearly articulates the reason for the decision. 

The Council of Europe Recommendation is not very specific on how to ensure a fair trial but basically 
states that intermediaries should make available effective remedies and dispute resolution systems that 
provide prompt and direct redress in cases of user, content provider and affected party grievances. 
While the complaint mechanisms and their procedural implementation may vary with the size, impact 
and role of the internet intermediary, all remedies should allow for an impartial and independent review 
of the alleged violation. These should – depending on the violation in question – result in inquiry, 
explanation, reply, correction, apology, deletion, reconnection or compensation.56 

 
55 Para 1. 
56 Para. 2.5.1, cf. para. 1.5.2. 
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All three codes require a certain degree of human involvement in the decision-making process 
associated with content moderation, particularly at the appeals stage. The Aequitas Principles and the 
Council of Europe Recommendation also require that platforms should provide for proper, adequate 
and professional qualifications and ongoing training for reviewers and other decision-makers.57 As the 
only one of the three codes, the Council of Europe Recommendation adds that staff should also be 
provided with appropriate working conditions which includes the allocation of sufficient time for 
assessing content and opportunities to seek professional support and qualified legal advice where 
necessary.58 These are all very sound principles, but the wording is imprecise and not very operational. 

In the Digital Services Act, the fair trial dimension in content moderation is primarily addressed in Arts. 
16, 17 and 20. Art. 16(2) specifies the required content of a notice of which the most important issue is a 
sufficiently substantiated explanation of the reasons why the individual or entity alleges the information 
in question to be illegal content.59  The provider shall also, without undue delay, notify that individual or 
entity of its decision in respect of the information to which the notice relates, providing information on 
the possibilities for redress in respect of that decision.60 The platform shall provide a clear and specific 
statement of reasons to any affected recipients of the service for the restrictions imposed.61 Art. 17(2) 
specifies in some details the minimum information contained in the statement of reasons which i.a. 
includes information on the redress possibilities available to the party affected in respect of the 
decision, in particular, where applicable through internal complaint-handling mechanisms, out-of-court 
dispute settlement and judicial redress. 

Art. 20 in the Digital Services Act stipulates requirements to platforms’ and other service providers’ 
appeal process which in Art. 20 is called ‘Internal complaint-handling system’. After the platform has 
taken a decision on moderating or not moderating content, all affected parties can free of charge bring a 
complaint. The provision does not specify how much evidence is expected or required but simply states 
that the complaint shall be sufficiently precise and adequately substantiated.62 Online platforms shall 
ensure that the decisions on the submitted complaints are taken under the supervision of appropriately 
qualified staff, and not solely on the basis of automated means.63 The online platforms are only required 
to inform complainants of their reasoned decision on the complaints.64 

Art. 17 ensures that a reasonably detailed explanation of the decision taken is sent to the party affected 
and thus complies with the fundamental right to a reasoned judgment. The Digital Services Act contains 
no provisions on presentation and amount of evidence which indicates that the platform in that respect 
can make its own guidelines.  

The process of content moderation as envisaged in the Digital Services Act is problematic in view of the 
adversarial principle and the equality of arms principle. The result of the notice and action mechanism in 
Art. 16 functions as a decision of first instance and that decision is exclusively made on the basis of the 

 
57 The Santa Clara Principles differentiates from the two other codes by only requiring the humans involved in 
content moderation possess cultural competence, cf. para. 3. 
58 Para. 2.3.4. 
59 Art. 16(2)(a). 
60 Art. 16(5). 
61 Art. 17(1). 
62 Art. 20(2). 
63 Art. 20(6) 
64 Art 20(5). 
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information submitted in the notice. The party making the content available is not heard at this stage. It 
can be expected that in most cases, a notice on illegal content is assumed to be correct because the 
underlying information is not contested65 and, for the same reason, that more errors occur when 
platforms decide to moderate content compared to the situation when they decide not to moderate 
content. This imbalance leads to over-enforcement and is further exacerbated by studies that show that 
where a right to appeal is available, in practice it is rarely exploited, and overall has failed to provide 
effective remedies.66 These circumstances, create substantial inequality between the parties for the 
benefit of the parties submitting notices.67 

No less troubling is the overall structure of the notice and action model in Arts. 16 and 17. A notice is 
filed on alleged illegal content. Either the platform decides to moderate or not to moderate. In the 
former situation, the party whose content has been moderated is given one chance, by means of a 
complaint, to have the content re-established into its original form. In the latter situation, the party 
submitting the notice is given two chances to have the content moderated. First chance is the notice 
and the second chance is the complaint if the platform decides not to moderate in the first instance. 
This additional imbalance between the parties further challenges the equality of arms principle and 
leads to over-enforcement. 

 

5. Liability of sharing platforms 

Cases where it is obvious that online content is illegal or incompatible are, as a point of departure, 
unproblematic and should as a matter of course be moderated.68 However, borderline cases exist and 
errors occurs no matter whether the decisions are automated or made under human review.69 
Borderline cases increases the risk of errors in content moderation. In relation to the assessment of 
illegality of content the final say on the matter lies at the ordinary courts. Incompatible content is 
somewhat different because the platforms design their own policies on incompatible content and the 
policies are practiced by each individual platform, and it is likely that there are no comparable practice 
outside each platform that can guide the assessment of compatibility. For that reason, it must be 
assumed that more errors occur in decisions concerning legality than concerning compatibility.  

The provision on content moderation in Art. 17 of the Directive on copyright in the digital single 
market70 (DSM Directive) on one hand requires that sharing platforms that have not entered into a 

 
65 Van Loo, “Federal Rules of Platform Procedure”, (2021) The University of Chicago Law Review, 850. 
66 Elkin-Koren, “Contesting algorithms: Restoring the public interest in content filtering by artificial intelligence”, 
(2020) Big Data & Society, 7(2), available at <https://doi.org/10.1177/2053951720932296> (last visited 27 January 
2023). 
67 See also Bar-Ziv &  Elkin-Koren, “Behind the Scenes of Online Copyright Enforcement: Empirical Evidence on 
Notice & Takedown, (2018) Connecticut Law Review, 381-382: ‘… a surprising finding emerged from this study: 
N&TD serves mainly large players; more specifically, multinational companies’. 
68 This is only the point of departure. Below, I present an argument of less moderation of incompatible content. 
69 Sander, “Freedom of Expression in the Age of Online Platforms: The Promise and Pitfalls of a Human Rights-
Based Approach to Content Moderation”, (2020) Fordham International Law Journal, 968 and 1005; and Douek, 
“Facebook's oversight board: move fast with stable infrastructure and humility”, (2019) North Carolina Journal of 
Law & Technology, 6. 
70 Directive (EU) 2019/790 of the European Parliament and of the Council of 17 April 2019 on copyright and related 
rights in the Digital Single Market and amending Directives 96/9/EC and 2001/29.  
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licensing agreement with the right holders shall be liable for copyright infringement, unless the service 
providers demonstrate that they have made, in accordance with high industry standards of professional 
diligence, best efforts to ensure the unavailability of infringing specific works which the right holders 
have provided the service providers with the necessary information, and have acted expeditiously with 
respect to taking down the infringing works.71 On the other hand, the cooperation between sharing 
platforms and right holders shall not result in the prevention of the availability of works uploaded by 
users, which do not infringe copyright, including where such works are covered by an exception or 
limitation. Furthermore, member states shall ensure that users are able to rely on existing exceptions or 
limitations on quotation, criticism, review, caricature, parody and pastiche, when uploading and making 
available content generated by users on sharing platforms.72  

The DSM-Directive’s Art. 17(4) is an exemption from copyright liability established by Art. 17(1) and 
platforms are liable for copyright infringement if the conditions of Art. 17(4) are not satisfied. The open 
question is whether platforms could be liable for taking down content that does not infringe copyrights. 
The immediate answer is no. There is no in-built liability standard in Art. 17(7) and, in principle, 
international human rights law is binding on states only.73 States then have to adopt a national provision 
on liability to cover that situation. Finally, platforms are free to make their own policies also on content 
moderation74 and therefore they can word their terms of service in a way that allows them to make 
errors and over-enforce in borderline cases.75 

That being said, the CJEU has made a very strict interpretation of Art. 17(7) in Case C-401/19, Republic of 
Poland v. European Parliament and Council of the European Union.76 The Court states that contrary to 
the requirement of making their ‘best effort’ to take down copyright infringing content in Art. 17(4), Art. 
17(7) prescribes a specific result to be achieved, not just a best effort.77 Furthermore, the Court 
reiterates that although the protection of intellectual property rights is enshrined in Art. 17(2) CFR, 
there is nothing whatsoever in the wording of that provision or in the Court’s case-law to suggest that 
that right is inviolable and must for that reason be protected as an absolute right.78 According to the 
Advocate General, the EU legislature by means of Art. 17(7) has expressly recognised that users of 
sharing services have subjective rights under copyright law. Those users now have the right, which is 
enforceable against the providers of those services and rightholders, to make legitimate use, on those 
services, of protected subject matter, including the right to rely on exceptions and limitations to 
copyright and related rights.79 In his opinion, the Advocate General also finds that platforms may no 
longer exclude the application of exceptions and limitations in their terms of service or in contractual 
agreements with right holders by providing, for example, that a mere allegation by right holders of 
infringement of copyright will be sufficient to justify such blocking or removal. Following this argument, 

 
71 Art. 17(4). 
72 Art. 17(7), cf. the preamble recital 70.  
73 E.g. Land, "Against Privatized Censorship: Proposals for Responsible Delegation", (2020) Virginia Journal of 
International Law, 389-393. 
74 Cf. Art. 14(1) of the Digital Services Act. 
75 The Advocate General in Case C-401/19, Republic of Poland v. European Parliament and Council of the European 
Union, EU:C:2021:613, disagrees on the last issue. 
76 EU:C:2022:297. 
77 Para. 78, cf. the Opinion of the Advocate General, para. 165. 
78 Para. 92. 
79 Para. 161. 
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the platforms should only remain free to remove content which falls within the scope of exceptions or 
limitations on grounds other than copyright issues, for example if it is insulting or contravenes their 
nudity policy.80 However, the CJEU does not refer to this line of argument. Hence, it is not at all clear 
whether the Court shares the opinion of the Advocate General or whether the platforms are free to 
include in their terms of service provisions according to which a mere allegation by right holders of 
infringement of copyright will be sufficient to justify such blocking or removal or provisions that 
mandate the platforms to block or remove content that give rise to borderline copyright infringement 
cases without further examination. 

Within the scope of the DSM Directive there is now in Art. 17(7) a harmonized rule stating that sharing 
platforms shall not take down copyright protected content that does not infringe copyright. The 
provision does not expressly stipulate a liability norm which means that if a platform should be liable for 
taking down content that does not infringe copyright, possibly it requires a liability norm in national law. 
International human rights law is inapplicable in relation to private parties unless national law provides 
for this. In a few special instances, ordinary principles of tort law may perhaps provide a liability norm 
that does not infringe copyright. However, a platform is not liable if it takes reasonable care not to over-
enforce in content moderation and even if it does not take reasonable care it will in most cases be very 
difficult for the users to demonstrate injury or harm to their property. This creates an argument for 
adopting a national rule on liability for internet platforms over-enforcement. 

 

6. Privatization of justice 

Privatization of justice occurs when rights-enforcement is left for private parties and when private 
parties substitute public rules with private rules.  The reason why this is problematic is that public rules 
pursue societal objectives and values whereas private rules must be assumed to pursue private 
objectives and values. Accordingly, privatization of justice and the associated content moderation must 
be assumed primarily to be governed by corporate philosophy and the maximization of the wealth of 
the entity that privatizes the justice, in the present case internet platforms.81 It is claimed that in 
automated content moderation, the algorithms are designed to maximize profits for their facilitators 
and are therefore likely to be commercially biased in non-transparent ways.82 

The problem of privatization of justice creates an argument for adopting rules for the purpose of 
aligning the internet platforms terms of service on incompatible content with public rules.83 According 

 
80 Para. 163. 
81 Sander, “Freedom of Expression in the Age of Online Platforms: The Promise and Pitfalls of a Human Rights-
Based Approach to Content Moderation”, (2020) Fordham International Law Journal, 948 ff; Land, "Against 
Privatized Censorship: Proposals for Responsible Delegation", (2020) Virginia Journal of International Law, 410-
411; Kaye, Rep. of the Special Rapporteur on the Promotion and Protection of the Right to Freedom of Opinion and 
Expression, U.N. Doc. A/HRC/38/35, 15 (Apr. 6, 2018), para. 17. 
82 Elkin-Koren, “Contesting algorithms: Restoring the public interest in content filtering by artificial intelligence”, 
(2020) Big Data & Society, 6. 
83 Bunting, “From Editorial Obligation to Procedural Accountability: Policy Approaches to Online Content in the Era 
of Information Intermediaries”, (2018), Journal of Cyber Policy, 165, 174; Sander, “Freedom of Expression in the 
Age of Online Platforms: The Promise and Pitfalls of a Human Rights-Based Approach to Content Moderation”, 
(2020) Fordham International Law Journal, 970. 
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to Evelyn Douek, the governance of private dispute resolution requires weighing economic, social, and 
moral factors.84 

 

7. Conclusion: Rough justice on online platforms 

For practical reasons it is obvious that the full range of fair trial principles and values cannot be upheld in 
the content moderation activities of internet platforms because for the parties involved it is too 
burdenful and costly.85 It must be fair trial in a modified and reduced form. In another context than 
internet platforms’ content moderation, Peter Linzer states the obvious general principle that ‘rough 
justice is infinitely better than no justice’.86 When Linzer refers to ‘rough justice’ he means justice that is 
driven more by general standards of fairness than by structured (or formal) systems of rules and neat 
categories, justice that is often untidy, that may be second-best where the best is unachievable.87 

The concept of ‘rough justice’ has also been used in relation to the ICANN’s Uniform Domain-Name 
Dispute-Resolution Policy, which is a policy on entitlement to domain names, primarily, enforced by 
approved dispute-resolution service providers.88 However even that procedure is too comprehensive 
and resource-demanding to translate into content removal and moderation by internet platforms. 

By taking bits and pieces from the different codes and rules on content moderation and adding a few 
more a model for rough justice on internet platforms emerges. The following model of rough justice is 
divided into 3 different parts: 1) Procedural rules, 2) substantive rules, and 3) competences. 

 

7.1. Procedural rules 

In respect of procedural rules, there is a need for much more transparency in the functioning of 
algorithms and working conditions and qualifications of humans where human review is involved. At the 
moment nothing suggests that platforms voluntarily are willing to ensure transparency in respect of 
their algorithms. Typically, internet platforms assert that their algorithms are legally protected as trade 
secrets. The Digital Services Act contains provisions that aim at ensuring protection of very large online 
platforms’ and search engines’ trade secrets.89 Similarly, the Aequitas Principles exclude confidential 
elements of the algorithms from the transparency obligations.90 

If the transparency obligations of internet platforms shall be sufficiently effective, the platforms ought 
not to be able to prevent transparency with reference to trade secrets protection. At first glance, it may 
seem as a radical proposition to eliminate trade secrets protection in content moderation algorithms all 

 
84 Douek, “Facebook's oversight board: move fast with stable infrastructure and humility”, (2019) North Carolina 
Journal of Law & Technology, 16-17. 
85 E.g. Van Loo, “Federal Rules of Platform Procedure”, (2021) The University of Chicago Law Review, 864 and 889. 
86 Linzer, “Rough Justice: A Theory of Restitution and Reliance, Contracts and Torts”, (2001) Wisconsin Law Review, 
766. 
87 Ibid., 695 fn. 
88 Mueller, “Rough Justice: A Statistical Assessment of ICANN’s Uniform Dispute Resolution Policy”, (2001) The 
Information Society, 151–163. 
89 E.g. Art. 40. 
90 Part 5. 
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together. However, it is necessary because the conditions for protection as a trade secret under the EU 
Trade Secrets Directive91 can easily be satisfied by all parts of the algorithms. It simply requires that the 
content is secret, has commercial value because it is secret and it has been subject to reasonable steps 
to keep it secret.92  

Transparency could be taken one step further. Danielle Keats Citron suggests that automated systems 
must be designed with transparency and accountability as their primary objectives and vendors should 
release systems’ source codes to the public because opening up the source code would reveal how a 
system works.93 

As to transparency into working conditions where moderation is under human review, David Kaye 
reports on automated content moderation supplemented by human review and how the biggest social 
media companies developing large teams of content moderators to review flagged content and they will 
typically be authorized to make a decision often within minutes about the appropriateness of the 
content and to remove or permit it.94 Transparency into the working conditions and qualifications of 
humans involved in content moderation is the least controversial proposal because it does not incur 
costs on the internet platforms. 

The Aequitas principles is the code with the most detailed principles on due process and refer to due 
process in all parts of the content moderation process, but the principles are not very specific on exactly 
what ‘due process’ in content moderation implies. The principles seem to assume that the normal 
understanding of ‘due process’ applies which obviously cannot be the case 

There is a need for establishing a minimum level of measures that can satisfy the concept of ‘due 
process in content moderation’. However, a model of rough justice must accept substantial limitations 
i.a. in regards to types of evidence, extent of evidence and number of pleadings compared to an 
ordinary court case. 

It does not follow explicitly from the various code etc. how many stages in the moderation and appeal 
process are needed in order to comply with the codes etc. A process that involves two stages a 
complaint/automatic removal and a subsequent counter notice which works as an appeal may seem like 
a reasonable and manageable solution. The most problematic part of such a process is as mentioned 
above in relation to the Digital Services Act that in the first stage the user’s content will be moderated 
before the user is heard which fits uneasily with the equality of arms principle. The hearing of users 
before content is moderated requires sharing platforms to invest more resources in content moderation 
and, hence, it is unlikely that the platforms will do this voluntarily which suggests legislative 
intervention.95 

 
91 Directive (EU) 2016/943 of the European Parliament and of the Council of 8 June 2016 on the protection of 
undisclosed know-how and business information (trade secrets) against their unlawful acquisition, use and 
disclosure. 
92 Art. 2(1). 
93 Keats Citron, “Technological Due Process”, (2008) Washington University Law Review, 1308 f. 
94 Kaye, Rep. of the Special Rapporteur on the Promotion and Protection of the Right to Freedom of Opinion and 
Expression, U.N. Doc. A/HRC/38/35, 15 (Apr. 6, 2018), para. 35. 
95 Cf. Van Loo, “Federal Rules of Platform Procedure”, (2021) The University of Chicago Law Review, p. 849. 
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The human rights principle of a reasoned judgment seems to be adequately addressed by the provisions 
of the Digital Services Act and in the codes. 

 

7.2. Substantive rules 

The purpose of substantive rules on what to moderate is twofold. Firstly, it shall create a counter-weight 
to internet platforms’ tendency to over-enforce. Secondly, it shall reduce moderation of incompatible 
but legal content. The latter purpose is to a certain extent controversial because platforms are private 
enterprises and as the point of departure, they have the freedom to enter into whatever agreements 
they like with their users. However, as suggested by Emily B. Laidlaw, an internet information 
gatekeeper’s ‘human rights responsibilities should increase or decrease based on the extent that its 
activities facilitate or hinder democratic culture’.96 And at least the very large internet platforms play a 
substantial role in facilitating or hindering democratic culture. Therefore substantial rules based on 
human rights would be an important means to align the platforms’ terms of service to societal 
objectives and values and thus counteract the adverse effect of privatization of justice. 

The fluffy references to human rights in the various codes and the Digital Services Act are not likely to 
have a substantial impact on facilitating democratic culture. Therefore, there is a need for legislation for 
the purpose of making the EU Charter and other parts of human rights direct applicable to large sharing 
platforms. There is a delicate balance between making human rights directly applicable to internet 
platforms and the platforms’ freedom to issue the terms of service they seem appropriate. The 
platforms’ freedom to decide their terms of service is acknowledge in Art. 14(1) of the Digital Services 
Act. Unless that provision is repealed, the alignment of the platforms’ terms of service with societal 
objectives and values will, at best, be moderate. A compromise solution that does not require any 
statutory amendments is to adopt the advocate General’s interpretation in his opinion in Case C-401/19 
Republic of Poland v. European Parliament and Council of the European Union97 according to which the 
platforms should remain free to remove content which falls within the scope of copyright’s exceptions 
or limitations on grounds other than copyright issues. 

The application of human rights often involves a balancing of the interests underlying the different 
fundamental rights. Thus, in relation to Art. 17 of the DSM Directive, the ECJ has stated that in the 
application of Art. 17, a fair balance has to be struck between the various fundamental rights protected 
by the EU Charter.98 

In the context of copyright law, the balancing of interest is typically illustrated by the protection of 
intellectual property on one hand and access to culture and freedom of expression and access to culture 
on the other hand. In UNDHR article 17(2) the protection of ‘intellectual property’ is worded as ‘the 
protection of the moral and material interests resulting from any scientific, literary or artistic production 
of which he is the author.’ Protecting the ‘material interests’ is not only about the interest of the author 
in the effective enforcement of right and prevention of infringements. The material interests may also 

 
96 Laidlaw, Regulating Speech in Cyberspace Gatekeepers, Human Rights and Corporate Responsibility, (Cambridge 
University Press, 2015), p. 48. 
97 EU:C:2022:297. 
98 Case C-401/19, Republic of Poland v. European Parliament and Council of the European Union, EU:C:2022:297, 
para. 99. 
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be the interest in the results of any scientific, literary or artistic production being disseminated. Artists, 
and particularly, upcoming artists, sometimes choose a business model that aims at disseminate the 
works on the internet as wide as possible without claiming remuneration in order to become renown 
and use that status to generate revenue in other ways. If such an artist’s works are taken down from the 
internet platform, the material interests of the author is harmed. The acknowledgement that the 
dissemination of copyright protected works as wide as possible may be the material interests of the 
authors creates another factor in the balancing of human rights that may turn the scale towards under-
enforcement rather than over-enforcement. 

An alternative to making international human rights directly applicable to sharing platforms is to adopt a 
clear an adequate liability norm that covers sharing platforms taking down legal content. Such a norm is 
lacking at the moment99 and is needed in order to equalize the platforms’ incentives to under-enforce 
with the incentives to over-enforce.100 

 

7.3. Competences 

The last part of the model on rough justice concerns the competences of humans who are involved in 
content moderation. Most of the codes and the Digital Services Act contain provisions to that effect. 
According, to e.g. Art. 20(4) of the Digital Services Act platforms shall ensure that the decisions on the 
submitted complaints are taken under the supervision of appropriately qualified staff. Similar wordings 
are found in the codes. The European Council Recommendation suggest that staff should also be 
provided with appropriate working conditions. 

One may critizise the various instruments for not being precise in the provisions on the professional 
qualifications and working conditions for humans involved in content moderation activities. On the 
other hand, it would clearly be very difficult to establish appropriate and precise criteria for professional 
qualifications and working conditions. Obviously, a trained judge or lawyer is not required, much less 
would suffice. More important than setting up precise standards for qualifications and working 
conditions, is to impose an obligation on the platforms to inform on the internal criteria for appropriate 
qualifications and working conditions (transparency), so the users of the platform themselves are able to 
assess the legitimacy of the content moderation process. 

Algorithmic content moderation involves a risk of biases both original biases and developed biases. To 
reduce the biases and ensure accuracy, there must be a certain level of human involvement. The 
existing instruments suggest human involvement in the appeal stage which seems to be a sound 
principle. In addition to this, there is also a need of a certain degree of human involvement in the first 
stage of automated content moderation to rectify biases. It is claimed that the design of the algorithms 
always is the result of subjective choice and judgment on the part of programmers and, thus, that all 

 
99 Cf. above in para. 5. 
100 Cf. Sander, “Freedom of Expression in the Age of Online Platforms: The Promise and Pitfalls of a Human Rights-
Based Approach to Content Moderation”, (2020) Fordham International Law Journal, 968. 
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algorithms are originally biased.101 In addition, it is well-known from a number of studies that algorithms 
develop biases.102 

A means to rectify biases is to impose a duty on platforms to do random tests of accuracy in the first 
stage of automated content moderation. The quality can be ensured if the platforms each establishes an 
oversight board comprised of person with special qualifications that substantially exceed the 
qualifications of the ordinary staff that moderate content.103 

  

 

 
101 Cf. Artificial Intelligence A National Strategic Initiative, Tencent Research Institute, CAICT Tencent AI Lab, 
Tencent open platform (Palgrave Macmillan, 2021), 199: ‘The design of the algorithms is always the result of 
subjective choice and judgment on the part of programmers. Whether they can impartially write existing legal or 
moral rules into their programs is questionable. Algorithmic bias has become a problem that needs to be tackled. 
The translation of rules into code brings issues of opacity, inaccuracy, unfairness, and difficulty of investigation that 
require serious consideration and research’, p. 199. 
102 See in general Keats Citron, “Technological Due Process”, (2008) Washington University Law Review, 1249-1313. 
103 Cf. Van Loo, “Federal Rules of Platform Procedure”, (2021) The University of Chicago Law Review 870: ‘Congress 
should thus consider mandating that each large platform fund an external oversight board comprised of salaried 
judges.’ 
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1. Introduction 

In a(n overly) simplistic worldview, in any content moderation scenario there should be a 
“right” and a “wrong” outcome. In a copyright content moderation context, this is because such 
decision basically answers the question “is this illegal” and there should be only one answer.3 

 
1 Associate Professor, Centre for Information and Innovation Law (CIIR), University of Copenhagen, and Adjunct 
Associate Professor, Norwegian Research Center for Computers and Law (NRCCL), University of Oslo. E-mail: 
sebastian.felix.schwemer@jur.ku.dk. 

2 Acknowledgements: This research is conducted under the reCreating Europe project, which has received funding 
from the European Union’s Horizon 2020 research and innovation programme under grant agreement No. 870626. I 
thank student assistant Philip and Heidi for their help and Thomas Riis for valuable comments. 

3 This is disregarding the fact that, empirically, the perception by creative content producers may not correspond 
to the legal reality, see Dergacheva, D. Katzenbach, C., and Otero, Paloma (2022). “Losing authenticity: social 
media creators’ perspective on copyright restrictions in the EU” submitted to ICA 2023. Furthermore, content 
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Sometimes such decision might be straightforward, for example, in instances where content –
in the words of the European Commission– is “manifestly illegal”.4 Sometimes such decision 
might require a detailed assessment by domain experts or even call for the involvement of the 
courts. In any case, however, we should be able to assess the “quality” of such content 
moderation decision.  

The moderation of content has been increasingly automated and the reliance on algorithms is 
not only here to stay but likely to continue to increase. Already in 2018, for example, the 
European Commission “encouraged” online platforms to take proactive measures to detect 
illegal content, including by automated means.5 The Digital Services Act, even though setting 
outer boundaries via due diligence obligations, continues this tendency, for example, with the 
inclusion of a good Samaritan clause in Article 7 DSA.6 Algorithmic copyright content 
moderation might by volume very well be one of today’s biggest use cases of automated (micro) 
legal decision making (or, if you prefer a fancier term, the use of “AI”). In a manner of speaking, 
content moderation is legal decisions on steroids. 

The Digital Services Act is the first European framework to provide a legal definition of 
“content moderation” (Article 3 lit. t DSA): it refers to the “the activities, automated or not, 
undertaken by providers of intermediary services aimed, in particular, at detecting, identifying 
and addressing illegal content or information incompatible with their terms and conditions, 
provided by recipients of the service, including measures taken that affect the availability, 
visibility, and accessibility of that illegal content or that information, such as demotion, 
demonetisation, disabling of access to, or removal thereof, or the recipients’ ability to provide 

 
moderation in practice is not only concerned with illegal information but also information that might be considered 
“lawful but awful” where no clear benchmark is available. 

4 See, e.g. in the context of See European Commission, Guidance on Article 17 of Directive 2019/790 on Copyright 
in the Digital Single Market, Brussels, 4.6.2021 COM(2021) 288 final, pp. 20-23. See also AG Øe, who refers to 
“information the unlawfulness of which is obvious from the outset, that is to say, it is manifest, without, inter alia, 
the need for contextualization”, Case C-401/19, Opinion of Advocate General Saugmandsgaard Øe delivered on 15 
July 2021, Republic of Poland v European Parliament and Council of the European Union, ECLI:EU:C:2021:613, 
para. 198 and also para. 201. 

5 Point 18 in Commission Recommendation (EU) 2018/334 of 1 March 2018 on measures to effectively tackle illegal 
content online, C/2018/1177. This specific recommendation, however, is only directed to instances where such 
measures are “appropriate, proportionate and specific” and furthermore, in the context, of algorithmic content 
moderation, subject to certain safeguards. See also, T Riis and SF Schwemer, “Leaving the European Safe Harbor, 
Sailing Towards Algorithmic Content Regulation”, Journal of Internet Law (2019), 1–21, 
<https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3300159>. 
6 See, e.g. A Kuczerawy, “The Good Samaritan that wasn’t: voluntary monitoring under the (draft) Digital Services 
Act” (Verfassungsblog, 12.1.2021) < https://verfassungsblog.de/good-samaritan-dsa/> (last accessed 10 November 
2022); SF Schwemer, “Digital Services Act: A Reform of the e-Commerce Directive and Much More” prepared for 
A Savin, Research Handbook on EU Internet Law (Edward Elgar 2022), 
<https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4213014>. 
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that information, such as the termination or suspension of a recipient’s account.”7 In essence, 
content moderation can contain a large variety of activities that address content that is illegal 
or deemed incompatible with the private regulatory framework by that respective platform in 
form of terms and conditions.8 It is also distinct from content recommendation, which is not 
addressed in this article.  

Much has been discussed on the multiple issues related to the large-scale automation both 
within copyright and beyond. In this context, “false positives” and “false negatives” are regularly 
used as examples in legal and policy discourses. This article aims at conceptualizing these 
notions and explore the implications. I argue that we need to increasingly focus on decision 
quality in (copyright) content moderation. First, I propose the benchmark for decision quality. 
Then, I explore the various mechanisms proposed in the context of Article 17 of the CDSM 
Directive and the Digital Services Act with a view to introduce where exactly in the decision-
making process mitigation mechanisms come into play. Finally, I structure to what extent 
these safeguards or mitigation mechanisms influence decision quality. 

 

 

2. What’s the benchmark for decision quality in copyright content moderation? 

In order to assess the quality of a decision, we need to rely on a benchmark. So, what is the 
“right” decision? In the context of content moderated by online platforms, I see two main 
starting points:9 firstly, the existing substantive legal rules which are “operationalized” by 
(automated or manual) content moderation. Secondly, the existing private rules inter partes 
based on contract, be it in the form of terms and conditions or community guidelines. Related 
to this is compliance with those rules (i.e., their enforcement by the platform) including any 
secondary legislation regarding this. A final route, namely users’ normative perception of either 
legal rules or policies by online platforms is outside the scope of the following analysis. 

 
7 On further definitions and conceptualisations of content moderation, see, João Pedro Quintais, Péter Mezei, István 
Harkai, João Carlos Magalhães, Christian Katzenbach, Sebastian Felix Schwemer, and Thomas Riis, “Copyright 
Content Moderation in the EU: An Interdisciplinary Mapping Analysis”, reCreating Europe Report (August 2022), 
p. 33ff. 
8 Note also the broad definition of terms and conditions in the Art. 2 lit. u DSA, which covers “all clauses, irrespective 
of their name or form, which govern the contractual relationship between the provider of intermediary services and 
the recipients of the service”. 

9 A third perspective is omitted in this article: namely, instead of taking existing rules as starting point, requiring 
content moderation to consider how rules ought to be in a de lege ferenda or political perspective.  
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“Regulation in the real world is far from optimal, and it is perhaps unrealistic to believe that 
it ever will be”10 notes Train (1991). Nonetheless, for this analysis, let me set out the following 
assumption for our basic analytical model: Let us assume that the European copyright 
framework regarding substantive rights represent the starting point of “optimal” regulation.11 
The intermediary liability (exemption) framework then is a second layer that can be adjusted 
for changing intermediaries’/platforms’ behaviour, either by adjusting conditions for liability 
exemption themselves or by adjusting the procedural rules around it. 

Transferred to the context of copyright content moderation12 by online platforms and the 
impact on access to culture this means the following. The “quality” of copyright content 
moderation is correlated to access to culture, because access to culture is considered embedded 
in the existing copyright framework.13 Since the existing framework is assumed to strike the 
appropriate balance between exclusivity in copyright protection and access to culture, any 
variation in that balance – beyond the margin of interpretation allowed by law – will impact 
on access to culture. Consequently, both excessive and insufficient content moderation will 
have a negative impact on access to culture. Simply put, excessive content moderation by 
platforms restricts access to culture.14 Conversely, insufficient content moderation increases 
access to culture in the short run, but in a harmful way because it encroaches on the legitimate 
interest of copyright holders and thus distorts the optimal balance and concomitantly harms 
access to culture in the long run. In other words: the smaller the difference between actual 
content moderation performed by intermediaries and the correct application of the legal 
framework, the smaller the negative impact on access to culture. 

The case becomes trickier when private regulation is at work. Per today, online platforms enjoy 
wide contractual freedom15 and may, for example, voluntarily go “beyond” what is required by 
law. A popular non-copyright example of this is Instagram’s policy on nudity and the 

 
10 Kenneth Train, Optimal Regulation: The Economic Theory of Natural Monopoly (MIT Press 1991) 297. 

11 See also Quintais et al. (2022), p. 55. By optimal regulation we mean that the legislative framework strikes the 
appropriate balance between conflicting interests and fundamental rights, namely by recognizing time-restricted 
exclusive rights and corresponding exceptions and limitations with a utilitarian view to incentivize creators. By 
“appropriate” we mean the balance that was struck as a result of the normal operation of a democratic legislative 
process. In other words, we do not mean to pass a value judgment on the desirability of such balance from the 
perspective of any normative theory or viewpoint about copyright law. 
12 The use of copyright moderation for non-copyright purposes and the use of non-copyright moderation (e.g. 
privacy) for copyright purposes is not addressed in the following. 

13 See Quintais et al. (2022), p. 53 f. 
14 Note, however, that AG Øe for example in light of the CJEU’s case law argues that “the effectiveness of the 
protection of the rights of rightholders may justify certain cases of ‘over-blocking’”, see Case C-401/19, Opinion of 
Advocate General Saugmandsgaard Øe delivered on 15 July 2021, Republic of Poland v European Parliament and 
Council of the European Union, ECLI:EU:C:2021:613, para. 183. 
15 But see, e.g., Article 14 DSA on Terms and Conditions. 



DRAFT 30 November 2022 

 5 

differential treatment of male and female nipples.16 Terms and conditions (i.e., the “contract” 
between user and platform) may also in certain instances where permitted deviate from the 
fallback substantive rules in the EU acquis. Since thus private regulation is permitted under 
the democratically legitimized legal framework, however, for the sake of argument, let us here 
also assume that this private regulation itself is an eligible benchmark for content moderation 
decision quality.17 

 

 

3. Quality and Errors  

In any case then, the “quality” of content moderation can in simple terms be described in terms 
of correct and false results. For simplicity, let us in the following differentiate between illegal 
content (i.e., infringement of copyright) and legal content (i.e., no infringement of copyright).18  

The following attempt to describe outcomes is borrowed from statistics and popularly referred 
to in the context of content moderation (e.g., Sartor 202019). There are four theoretical 
outcomes that need to be distinguished, as displayed in Figure 1 below. For simplicity, the 
following focusses on making illegal content unavailable without going into technical details or 
considering other measures such as, e.g., demotion, demonitisation or measures related to the 
user’s account.20 

 

Figure 1. Error Types in Copyright Content Moderation 

 
16 https://www.nytimes.com/2019/11/22/arts/design/instagram-free-the-nipple.html 

17 That is despite that private regulation to the extent permissible by law, too, can restrict or distort “access to 
culture”.  
18 Outside of copyright, we would also have to consider harmful content which is not necessarily illegal (i.e. “lawful 
but awful”). 

19 Sartor, Giovanni and Loreggia, Andrea (2020). The impact of algorithms for online content filtering or moderation. 
European Parliament, Study requested by the JURI committee, PE 657.101. 
20 Cf. content moderation definition in Art. 3(t) DSA. 
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No error 

The first set of outcomes relates to correct result of content moderation (i.e., the absence of 
error): if illegal content is taken down, there is no error in the moderation (true positive). The 
following example illustrates this scenario: Imagine that a copyright-infringing (i.e., not covered 
by a limitation or exception) musical work uploaded in its entirety by a user to the platform 
that is identified and removed by said platform’s content moderation tools and practices. The 
platform’s content moderation comes with the correct result.  

Similarly, if legal content is not taken down, there is no error present in the moderation (true 
negative). The following example illustrates this scenario: Imagine the upload of a copyright-
protected work that is covered by a limitation or exception and thus is not copyright-infringing 
and consequently not identified and reacted upon by said platform’s content moderation tools 
and practices. Also in this scenario, the platform’s content moderation comes with the correct 
result.  

This set of outcomes (true positive and true negative) represents the optimal state of content 
moderation based on benchmark for decision quality; naturally, since this benchmark, as per 
above, is building upon the legal framework de lege lata (e.g., what is permitted under copyright 
law or not) or the existing private regulatory framework, it does not necessarily represent the 
optimal state of regulation (i.e., how the rules and private policies should be). 

 

Error 

yes no 

 

True Positive (TP) 
False Positive 
(type-I error) 

False negative 
(type-II error) 

 

True negative (TN) 

”Takedown” 

yes 

no 

Copyright infringing 
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The second set of outcomes relates to false results of content moderation, i.e., the presence of 
error.21 Error is present, firstly, in instances where legal (i.e., non-infringing) content is taken 
down. This is also referred to as false positive (or type-I error). The following examples 
illustrates this false positive copyright content moderation scenario: Imagine a (copyrightable) 
work which is in the public domain but (falsely) identified as copyright-protected work and 
taken down. A second, far trickier copyright-specific example relates to a copyright-protected 
work, where its use is permitted because it falls under a limitation or exemption.22 In the 
context of online content sharing service providers, Article 17 (7) CDSM Directive introduces 
a specific mandatory regime for selected limitations and exceptions, namely: (i) quotation, 
criticism, review; (ii) use for the purpose of caricature, parody or pastiche.23 These limitations 
and exception –to varying degree– require a contextual analysis24, profound knowledge of 
national and EU copyright law and sometimes the involvement of the CJEU, as, e.g., in the 
case of parody.25 

Secondly, error is present in instances where illegal content is not taken down. This is also 
referred to as false negative (or type-II error). An example of this would be the unlicensed use 
of a copyright-protected work where the platform’s content moderation fails to detect the 
copyright-infringing material. 

 

The “upstream” question of the “right” balance 

Based on the above assumption, this implies firstly that (1) any moderation by intermediaries 
that comes with type-I errors (false positives) or (2) type-II errors (false negatives) is assumed 

 
21 These errors can be introduced at various stages by the platform, for example, when its policies and practices 
deviate from substantive copyright rules or when the concrete decision fails to correctly assess limitations and 
exceptions. 

22 Article 17(7) first sub-paragraph CDSM Directive includes a general clause on exceptions and limitations, 
according to which the preventive obligations in 4(b) and (c) should not prevent that content uploaded by users is 
available on OCSSPs if such an upload does not infringe copyright, including if it is covered by an exception and 
limitation. 

23 These were optional in Articles 5(3)(d) and (k) InfoSoc Directive. See also MAPPING REPORT p. 99 ff. See on 
the special role of these selected limitations and exemptions also recital 70. 

24 See on this point also the European Commission’s Guidance on Article 17 which notes that the scope and meaning 
of the notions of pastiche, criticism and review in Article 17(7) CDSM Directive “must be determined by considering 
their usual meaning in everyday language, while also taking into account the context in which they occur and the 
purposes of the rules of which they are part” with reference to the CJEUs case law C-476/17 Pelham, para 70, and 
C-201/13 Deckmyn, para 19. See European Commission, Guidance on Article 17 of Directive 2019/790 on Copyright 
in the Digital Single Market, Brussels, 4.6.2021 COM(2021) 288 final, p. 19. 
25 C-201/13 – Deckmyn, Judgment of the Court (Grand Chamber), 3 September 2014, ECLI:EU:C:2014:2132. 
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to have a negative impact on access to culture.26 This suggests, in other words, that the pure 
availability of content is not always optimal for access to culture at least in a broader copyright 
context.27 Secondly, if the basic hypothesis and framework are accepted, then true positives 
and true negatives are not detrimental to access to culture; their impact on access to culture 
is neutral.28 The simplified nature of this descriptive model, however, comes with several 
drawbacks. Chief among them the fact that it does not consider the normative aspects of 
copyright law. It is, for example, unclear whether true positive outcomes (i.e., takedown of 
illegal content) or under-enforcement (i.e., false-negative) will always have a negative effect on 
access to culture. Furthermore, this model does not account for the uncertainty associated with 
the margin of discretion that platforms may have when designing their content moderation 
terms and conditions or other means such as licensing. This normative “upstream” dimension 
of access to culture challenges the assumption on which this present model is on based and 
regards the copyright balance struck in the existing legal framework as such. It is, however, 
outside the scope of this article. 

 

 

4. How much error is acceptable de lege lata? 

Now, based on the above, the principal question should be: what error rate is acceptable under 
the legislative framework (and thus, society)? This question of the quality of content 
moderation –or the question of error– is (implicitly) addressed in several dimensions in the 
legislative framework.  

The Digital Services Act29, a horizontal (i.e., not-copyright-specific) framework that will apply 
to all intermediary service providers, for example, addresses content moderation error rates in 
the context of several provisions. In relation to voluntary measures by online platforms30 to 
ensure the unavailability of illegal (in our context copyright-infringing31) content, recital 26 

 
26 Seen in isolation and outside the broader copyright context, a false negative could be considered to have a positive 
impact on access to culture if focusing exclusively on the accessibility dimension, even if it is harmful in other ways. 

27 If one accepts the premise of the incentive doctrine of copyright, one could for example ask whether the wide 
availability of copyright-infringing content, i.e. under-enforcement, would lead to a reduction in the production of 
copyright-protected works. 

28 That is because technically it enforces the –presumed– optimal regulation. 

29 Regulation (EU) 2022/2065 of the European Parliament and of the Council of 19 October 2022 on a Single Market 
For Digital Services and amending Directive 2000/31/EC (Digital Services Act), OJ L 277, 27.10.2022, p. 1–102. 

30 Also referred to as good Samaritan actions, see Article 7 DSA. 

31 On the applicability of the horizontal DSA vis-à-vis the sector-specific regulation of online content sharing service 
providers in the CDSM Directive, see, JP Quintais and SF Schwemer, The Interplay between the Digital Services 
Act and Sector Regulation: How Special Is Copyright? European Journal of Risk Regulation, 13(2), 191-217. 
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DSA states that automation technology must be “sufficiently reliable to limit to the maximum 
extent possible the rate of errors”. The recital refrains from further specifying what would be 
considered “sufficiently reliable” but note the superlative in relation to the limitation of error. 
At first glance, both parameters (i.e., “sufficiently” and “maximum”) seem somewhat self-
contradictory. In another content moderation context, Article 17 of the CDSM Directive, 
further explored below, for example, requires certain measures to be “in accordance with high 
industry standards of professional diligence”. Recital 26 DSA does not put forward a 
requirement of a high industry standard but in lieu of other benchmarks, a high industry 
standard could be the relevant concept for understanding the “maximum extent possible”. 

In yet another context in relation to transparency reporting, Article 15(1)(e) DSA obliges 
intermediary service providers32 to include in their transparency reporting information on “any 
use made of automated means for the purpose of content moderation, a qualitative description, 
a specification of the precise purposes, indicators of the accuracy and the possible rate of error 
of the automated means used in fulfilling those purposes, and any safeguards applied”.33 It is 
not further specified how this possible rate of error should be calculated.34 Furthermore, it can 
be assumed that once a platforms discovers erroneous decisions in the preparation of reporting, 
it is likely that such error would be corrected. The number of complaints received through an 
internal complaint-handling (cf. Article 15(1) lit. d DSA) can provide only one starting point, 
since it is unlikely that all wrong content moderation decisions necessarily lead to such a 
complaint.35 In any case, both examples underline the crucial role of error in content 
moderation. They, however, also imply, that error rates are not (and need not) equal zero. 
Importantly, the DSA does not differentiate between type-I (false-positive) or type-II errors 
(false-negative).  

 
doi:10.1017/err.2022.1; A Peukert et al, “European Copyright Society – Comment on Copyright and the Digital 
Services Act Proposal” (European Copyright Society 2022) 
<https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4016208> (last accessed 8 February 2022); E Rosati, “The 
Digital Services Act and Copyright Enforcement: The Case of Article 17 of the DSM Directive” in Unravelling the 
Digital Services Act Package (Strasbourg, European Audiovisual Observatory 2021). 

32 Which includes not only (very large) online platforms but notably also “regularly” hosting service providers and 
even mere conduit or caching providers; on content moderation outside the platform see, e.g., SF Schwemer, 
“Location, location, location! Copyright content moderation at non-content layers” in E Rosati, The Routledge 
Handbook of EU Copyright Law (Routledge, 2021), 378–395. 

33 Emphasis added. 
34 In the context of very large online platforms Article 42 (2) lit. c DSA adds that these indicators need to be 
broken down by each official EU language. This is of interest, for example, with regards to potential biases or 
differences in accuracy between certain language markets. 

35 Furthermore, an internal complaint mechanism is according to Article 20 DSA only required by online platforms, 
however, not by those intermediary service providers that only provide hosting, caching or mere conduit. 
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Another starting point in the DSA relates to content moderation activities in light of 
fundamental rights.36 All intermediary service providers, including online platforms are 
according to Article 14(1) DSA required to inform users in their terms and conditions of inter 
alia of “measures and tools used for the purpose of content moderation, including algorithmic 
decision-making and human review”. In the context of error, Article 14(4) DSA is of special 
interest. It obliges intermediary service providers to “act in a diligent, objective and 
proportionate manner” and “with due regard to the rights and legitimate interests of all parties 
involved, including the fundamental rights of the recipients of the service, such as the freedom 
of expression, freedom and pluralism of the media, and other fundamental rights and freedoms 
as enshrined in the Charter” when applying and enforcing their terms and conditions. Its exact 
extent remains vague but this implies a connection between error rates and fundamental rights. 
Even more relevant, however, only in the context of very-large online platforms (VLOPs) such 
as Youtube or Instagram, i.e. those that have more than 45 million active users.37 Under certain 
circumstances, those platforms will be required to perform a risk assessment and risk 
mitigation.38 Under Article 35(1) DSA, VLOPs would be required to mitigate risks, e.g., by 
“adapting content moderation processes, including the speed and quality of processing notices 
related to specific types of illegal content and, where appropriate, the expeditious removal of, 
or the disabling of access to, the content notified, in particular in respect of illegal hate speech 
or cyber violence, as well as adapting any relevant decision-making processes and dedicated 
resources for content moderation”39 (lit. c). As can be seen, copyright is not mentioned as a 
specific area of attention. This, however, does not mean that such adaption of content 
moderation would not be relevant in a copyright context.40 

The copyright-specific framework for online content sharing service providers (OCSSP), too, 
can be understood as addressing decision quality. By comparison, however, it seems to have a 
somewhat more idealistic starting point: With regards to content moderation by OCSSPs like 
YouTube, Twitter, Pornhub or similar, Article 17 CDSM Directive appears to have a 
stunningly clear and equally surprising answer by the legislator: taking the text of the Article 
at face value, it seems that the acceptable rate of error is very close to “zero”.  

Firstly, Article 17(4) lit. b CDSM Directive requires OCSSPs’ best efforts to ensure the 
unavailability of specific works in accordance with high industry standards of professional 

 
36 See SF Schwemer, “Digital Services Act: A reform of the e-Commerce Directive and much more” (2022). 

37 cf. Article 33(1) DSA. 
38 Cf. Articles 34 and 35 DSA. 

39 Emphasis added. 

40 On the interplay between the DSA and CDSM Directive, see Quintais, J., & Schwemer, S. (2022). The 
Interplay between the Digital Services Act and Sector Regulation: How Special Is Copyright? European Journal of 
Risk Regulation, 13(2), 191-217. doi:10.1017/err.2022.1. 
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diligence, as noted above.41 Article 17(7) CDSM Directive states that the cooperation between 
OCSSPs and rightholders “shall not result in the prevention of the availability of works or 
other subject matter uploaded by users, which do not infringe copyright and related rights, 
including where such works or other subject matter are covered by an exception or limitation.” 
Since this cooperation has direct influence on a platforms’ content moderation practices, the 
question is what standard exactly is set by the requirement that lawful uses of copyright-
protected works may not be prevented. Read alone, Article 17(7) CDSM Directive could be 
interpreted in a way that merely prohibits systematic over-enforcement. Read in conjunction 
with Article 17(9) para. 3 CDSM Directive, however, it seems that the standard might be 
stricter than that: this provision notes in a more straight-forward fashion that the Directive 
“shall in no way affect legitimate uses, such as uses under exceptions or limitations provided 
for in Union law (…)”. On the one hand, it could be argued that Article 17(9) paras. 1 and 2 
CDSM Directive merely deals with complaint and redress mechanisms and that therefore also 
para. 3 only relates to the ex post mitigation of errors. On the other hand, however, the very 
wording of Article 17(9) para. 3 CDSM Directive points to a more holistic standard. This 
reading is also supported by the requirement that it shall “shall not lead to any identification 
of individual users nor to the processing of personal data” unless in compliance with the GDPR. 
It is unconvincing to argue that such data protection consideration should only apply to redress 
mechanisms but not the content moderation decision in the first place. 

Furthermore, as mentioned above, the provision in Article 17(7) CDSM Directive also 
harmonises the mandatory limitations and exceptions for quotation, criticism, review and the 
use for the purpose of caricature, parody or pastiche. Since this in practice is unfeasible –
whether involving automation or not–, redress mechanisms are put in place to mitigate errors. 
In this context, the European Commission’s Guidance on Article 17, however notes that “to 
restore legitimate content ex post (…) once it has been removed or disabled” would “not be 
enough for the transposition and application of Article 17(7)”.42 Therefore, “automated 
blocking, i.e. preventing the upload by the use of technology, should in principle be limited to 
manifestly infringing uploads”.43  

The question of copyright content moderation quality and error in the context of this provision 
was also touched upon by Advocate-General Øe in his opinion in Case C-401/19, Poland v 
Parliament and Council. Øe points out that Article 17(7) CDSM Directive “does not mean that 
the mechanisms which lead to a negligible number of cases of ‘false positives’ are automatically 

 
41 In other words, it sets the standard for false-negatives. 

42 See European Commission, Guidance on Article 17 of Directive 2019/790 on Copyright in the Digital Single 
Market, Brussels, 4.6.2021 COM(2021) 288 final, p. 20. 

43 See European Commission, Guidance on Article 17 of Directive 2019/790 on Copyright in the Digital Single 
Market, Brussels, 4.6.2021 COM(2021) 288 final, p. 20. 
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contrary to that provision”.44 Yet, the AG notes that error rates “should be as low as possible”.45 
Therefore, AG Øe argues that in situations where the current technological state of the art for 
automatic filtering tools is not sufficiently advanced to prevent a significant false-positive rate, 
the use of such tool should be precluded.46 In conclusion, Article 17 CDSM Directive contains 
both indicators as to the acceptable error rate for false-negatives and false-positives. It is, 
however, noteworthy that over-blocking –i.e. a higher false-positive rate– according to AG Øe 
may be justified in certain cases in in light of “effectiveness of the protection of the rights of 
rightholders” in light of the CJEU’s case law.47 Thus, the acceptable error rate for false-positives 
does not necessary correspond to that of false-negatives in copyright content moderation by 
OCSSPs. 

 

5. But when does error rate say something about decision quality? 

In any case, however, the issue of error rates in all above examples can only consist of a concrete 
contextual analysis in order to provide meaningful information on decision quality.  

First, it is necessary to have information available on how error rates are calculated, i.e. how 
much error is present. As noted above, the number of complaints received through an internal 
complaint-handling (cf. Article 15(1) lit. d DSA) can provide only one starting point, since it 
is unlikely that all wrong content moderation decisions necessarily lead to a complaint. There 
may be instances where a user simply decides not to appeal the decision. The question is then 
what other aspects could be taken into consideration for identifying error. One way could be 
to work with an estimate of what percentage of (wrong) decisions will not be overturned, to 
perform random (statistically significant) samples where the legality of content is assessed, i.e. 
the course of pre-flagging.  

Second, whereas the mere percentage of error in content moderation might provide a first 
insight into whether the moderation activities are somewhat precise, it is per default only a 
superficial metric. In the example of large-scale content moderation, a low percentage of error 
(error rate) would still constitute a high number of actual “wrong” content moderation 
decisions. Consider, the following: if bots would post millions of evidently infringing copyright-
protected works on a platform, which are automatically removed, the error rate for uploads by 

 
44 Case C-401/19, Opinion of Advocate General Saugmandsgaard Øe delivered on 15 July 2021, Republic of 
Poland v European Parliament and Council of the European Union, ECLI:EU:C:2021:613, para. 214. 

45 Case C-401/19, Opinion of Advocate General Saugmandsgaard Øe delivered on 15 July 2021, Republic of 
Poland v European Parliament and Council of the European Union, ECLI:EU:C:2021:613, para. 214. 

46 Case C-401/19, Opinion of Advocate General Saugmandsgaard Øe delivered on 15 July 2021, Republic of 
Poland v European Parliament and Council of the European Union, ECLI:EU:C:2021:613, para. 214. 

47 See Case C-401/19, Opinion of Advocate General Saugmandsgaard Øe delivered on 15 July 2021, Republic of 
Poland v European Parliament and Council of the European Union, ECLI:EU:C:2021:613, para. 183. 
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users which constitute transformative uses, would be lower than for a platform where less 
evidently infringing copyright-protected works are posted. A second factor should relate to the 
actual volume of content moderation decisions taken. 

It is also questionable whether error rate is a one-size-fits all or whether there are varying 
acceptable error rates. A third factor should therefore relate to the “harm” caused by the error, 
i.e. the wrong content moderation decision, and whether and to what extent such harm can be 
mitigated ex post. In the case of hate speech or child sexual abuse material, for example, it 
might be societally more acceptable to have a higher false-positive rate (over-removal), simply 
because of the seriousness of the potential infringement and the difficulty to mitigate the harm 
for the object of protection. In any case, the negative effect of a delayed posting due to pre-
flagging might be relatively small. In as far economic rights are concerned (including copyright-
protected content), on the other hand, consideration should be given to the fact that economic 
damage can be remedied.48 Thus, it could be assumed that the acceptable rate of error in light 
of fundamental rights is lower. 

 

 

5. Conclusions 

This present exercise of oversimplification underlines the importance of analyzing and 
differentiating the different strategies aiming at mitigating issues of automated (copyright) 
content moderation. The simplified model introduced above allows us to compartmentalize the 
specific issues of copyright content moderation by online platforms: in this model, the focus is 
consequently on the “downstream” issue of mitigating of (type-I and type-II) errors in content 
moderation. In this downstream mitigation, both ex ante obligations as well as ex post 
procedural redress mechanisms become relevant. As mentioned above, this paper does not 
address the “upstream” question of the “right” balance49, e.g., by introducing or interpreting a 
broad liability exemption, thereby minimizing platforms’ incentives to over-enforce.50 In other 
words, this perspective just took the “existing” framework as starting point; the more perfect 
automatic enforcement, the better. But it is (and will remain) unrealistic to achieve “0” error. 
What becomes clear though is that ex post mechanisms such redress mechanisms as well as 
transparency mechanisms do not have a direct effect on error on the initial content moderation 
decision. Concomitantly, not all are equally fit for minimizing error (or, increase quality of 

 
48 Note in this context also the relevance of Article 17(1) CDSM Directive. 

49 see above point 2 on benchmarks 

50 See also Kuczerawy, Aleksandra: Remedying Overremoval: The Three-Tiered Approach of the DSA, VerfBlog, 
2022/11/03, https://verfassungsblog.de/remedying-overremoval/ 
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decision-making). The following table lists measures and their expected effect on error in the 
(automated) content moderation. 

Measure Effect on error in decision making 
Changing substantive copyright rules [not addressed in this paper] 
Introduce broad liability exemptions Minimising error because of decreased complexity and 

concomitantly fewer grey zones 
Increase / reduce copyright protection Minimising error because less need for content 

moderation in the first place 
Other measures 
Introduce presumption rules Ex ante: Minimising error because of legal fiction  
Better technology Ex ante: Minimising errors; also: minimizing need for 

copyright experts 
Redress mechanism Ex post: No effect on error in CoMo 
Transparency mechanism Ex post: No effect on error in CoMo 

Table 1: Measures and anticipated effect on error in content moderation 

 

A further simplification of this perspective lays in the fact that content moderation consists of 
activities that go beyond takedown, namely measures that “affect the availability, visibility, 
and accessibility of that illegal content or that information, such as demotion, demonetisation, 
disabling of access to, or removal thereof, or the recipients’ ability to provide that information, 
such as the termination or suspension of a recipient’s account”.51 In the context of copyright 
infringement, however, takedown may be the only appropriate response to the exclusive right 
of right holders. In order to minimise error, however, a mix of moderation techniques might be 
able to strike a more appropriate balance.52 If the legal status of an uploaded work is uncertain, 
its visibility could for example be lowered until a final decision is taken. Furthermore, it is not 
necessarily a case of either full automation or manual moderation. The importance of human 
involvement (in form of review) in the automated content moderation process (and not merely 
ex post) is exemplified by the case YouTube, which reduced its workforce in response to 
COVID-19. This reduction in human reviewers, according to YouTube means it removes “more 
content that may not be violative of our policies”.53 

Arguably, the quality of decision making should be a central perspective when regulating how 
copyright-protected material is enforced. With regards to copyright content, it has been argued 
that Article 17 CDSM Directive has tipped the balance in favour of rightsholders and OCSSPs 

 
51 Article 3 DSA. 

52 However, difficult to reconcile with Article 17(1) DSM Directive; see also AG Øe and CJEU in its caselaw. 

53 See Google, “YouTube Community Guidelines enforcement”, https://transparencyreport.google.com/youtube-
policy/removals?hl=en (last accessed 15 November 2022) 
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may be incentivised to over-enforce.54 Also outside the copyright-specific special regime of 
Article 17 CDSM Directive, the Digital Services Act’s rules, applying from 17 February 202455, 
further incentivises online platforms (and in fact all intermediary service providers56) to conduct 
voluntary own-initiative investigations including to “take other measures aimed at detecting, 
identifying and removing, or disabling access to, illegal content” in Article 7 DSA.57  

Ex post mitigations (redress mechanisms) or transparency do not reduce error but merely 
mitigate effect of error, which may vary from instance to instance. Thus, it seems that “users” 
bear the larger risk of error/low decision quality. In conclusion therefore it is necessary to focus 
on decision quality as distinct aspect in addition to ex post mitigation mechanism.  

 

 

 

 

 

 

 

 

 

 
54 Schwemer, S. F., & Schovsbo, J. (2019). What is Left of User Rights?–Algorithmic Copyright Enforcement and 
Free Speech in the Light of the Article 17 Regime. Intellectual Property Law and Human Rights, 4th edition 
(Wolters Kluwer, 2020), 569-589. Just as Article 17(1) CDSM Directive establishes direct liability for online 
platforms vis-à-vis rights holders, it could for example be argued that there needs to be a liability basis for 
overenforcement. In this context, Article 54 DSA might provide an interesting train of thought, which establishes 
that users “shall have right to seek, in accordance with Union and national law, compensation from providers of 
intermediary services, in respect of any damage or loss suffered due to an infringement by those providers of their 
obligations under this Regulation. 
55 See Article 93(2) DSA. 

56 On the issue of copyright content moderation on the DNS layer, see, e.g., Schwemer, S. F. (2021). Location, 
location, location! Copyright content moderation at non-content layers. In The Routledge Handbook of EU 
Copyright Law (pp. 378-395). Routledge. See also the recent study prepared for WIPO by Dean Marks and Jan 
Bernd Nordemann, The Role of the Domain Name System and Its Operators in Online Copyright Enforcement, 
2022, https://www.wipo.int/edocs/mdocs/enforcement/en/wipo_ace_15/wipo_ace_15_7-
executive_summary1.pdf 
57 See, however, the arguments above with regards to terms and conditions of intermediary service providers. 



15.11.22, 12:38Algorithmic propagation: do property rights in data increase bias in content moderation? Part I - Kluwer Copyright Blog

Seite 1 von 6http://copyrightblog.kluweriplaw.com/2022/06/08/algorithmic-propaga…roperty-rights-in-data-increase-bias-in-content-moderation-part-i/

Kluwer Copyright Blog
(http://copyrightblog.kluweriplaw.com/)

(http://www.wolterskluwer.com)
  

  

!  (https://www.facebook.com/wolterskluwer) "  (https://twitter.com/wolters_kluwer)

#  (https://www.linkedin.com/company/wolters-kluwer) $  (https://www.youtube.com/user/WoltersKluwerComms) %

COPYRIGHT (HTTP://COPYRIGHTBLOG.KLUWERIPLAW.COM/CATEGORY/COPYRIGHT/) ,  
EUROPEAN UNION (HTTP://COPYRIGHTBLOG.KLUWERIPLAW.COM/CATEGORY/JURISDICTION-2/EUROPEAN-
UNION/)

Algorithmic propagation: do property rights in
data increase bias in content moderation? Part
I
(http://copyrightblog.kluweriplaw.com/2022/06/08/algorithmic-
propagation-do-property-rights-in-data-
increase-bias-in-content-moderation-part-i/)
Thomas Margoni (http://copyrightblog.kluweriplaw.com/author/thomas-margoni/) (Centre
for IT and IP Law (CiTiP), Faculty of Law, KU Leuven
(https://www.kuleuven.be/english/kuleuven/index.html)), João Pedro Quintais
(http://copyrightblog.kluweriplaw.com/author/joao-pedro-quintais/) (Institute for
Information Law (IViR) (https://www.ivir.nl/)), and Sebastian Felix Schwemer
(http://copyrightblog.kluweriplaw.com/author/sschwemer1/) ( Københavns Universitet
Centre for Information and Innovation Law (CIIR), University of Copenhagen
(https://jura.ku.dk/ciir/english/staff/?pure=en/persons/389492)) / June 8, 2022
(http://copyrightblog.kluweriplaw.com/2022/06/08/algorithmic-propagation-do-property-
rights-in-data-increase-bias-in-content-moderation-part-i/) / Leave a comment
(http://copyrightblog.kluweriplaw.com/2022/06/08/algorithmic-propagation-do-property-
rights-in-data-increase-bias-in-content-moderation-part-i/#respond)

Introduction

This two-part blog post offers a reflection on
the topic of content moderation and bias
mitigation measures in copyright law. It
explores the possible links between conditional
data access regimes and content moderation
performed through data-intensive technologies
such as fingerprinting and, within the realm of
artificial intelligence (AI), machine learning (ML)
algorithms. More specifically, this post explores
whether current EU copyright rules may have
the effect of favoring the propagation of bias
present in input data to the algorithmic tools
employed for content moderation and what
kind of measures could be adopted to mitigate
this effect.

Our analysis explores the dynamic of “bias
propagation” in relation to the obligations
stemming from Article 17 CDSM Directive
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(https://eur-lex.europa.eu/eli/dir/2019/790/oj). In simple terms, Article 17 incentivizes certain
platforms to filter content uploaded by users to comply with their “best efforts” obligations to
deploy preventive measures against infringing content. Prior to the introduction of this legal
regime, however, some platforms already “voluntarily” relied on similar automated content
moderation (e.g., YouTube’s’ ContentID). At the current state of technology, filtering appears to be
done mainly through matching and fingerprinting. However, these tools are incapable of assessing
contextual uses (see, e.g. here  (https://www.communia-association.org/2019/12/03/article-
17-stakeholder-dialogue-day-3-filters-not-meet-requirements-directive/)). Therefore, they are
not suitable to ensure the required protection of freedom of expression-based exceptions like
parody, criticism and review, as required by Article 17(7). Accordingly, more sophisticated tools
seem necessary to enable preventive measures while respecting users’ rights and freedoms, as
recently confirmed by the CJEU in case C-401/19  (https://curia.europa.eu/juris/liste.jsf?
language=en&num=C-401/19) (see here  (https://verfassungsblog.de/filters-poland/)). This
suggests that ML algorithms may increasingly be employed for copyright content moderation
given their alleged superiority in identifying (understanding?) contextual uses.

Against this background, a crucial question emerges for the future of online content moderation
and fundamental rights in the EU: what happens when these tools are based on “biased”
datasets? More specifically, if it is plausible that any bias, errors or inaccuracies present in the
original datasets be carried over in some form onto the filtering tools developed on those data: (1)
How do property rights in data influence this “bias carry-over effect”? and (2) what measure
(transparency, verifiability, replicability, etc.) can and should be adopted to mitigate this
undesirable effect in copyright content moderation in order to ensure an effective protection of
fundamental rights?

Part I of this post briefly discusses the concept of bias and examines the role of property rights in
data and factual information, with a focus on copyright. Part II explores the potential of property
rights to increase bias in content moderation by looking at the topic from the perspective of Article
17 CDSM Directive.

Bias, data, and property rights

Looking at the common meaning of the word, bias may be defined as the tendency to favor or
dislike a person or thing, especially as a result of a preconceived and often unfairly formed opinion
that affects behavior. In scientific literature, bias is usually defined in relation to a specific field,
area or group (e.g., cognitive bias, algorithmic bias, confirmation bias, gender bias, etc.). Common
denominators  (https://onlinelibrary.wiley.com/doi/full/10.1002/9781119125563.evpsych241)
are the presence of an error that is due to systematic imprecisions, or to deviations from standards
in judgement which lead to unfair, inaccurate, illogical or discriminatory conclusions. Wikipedia
lists more than 200 types of bias  (https://en.wikipedia.org/wiki/List_of_cognitive_biases),
just within the field of cognitive sciences.

In the field of AI, bias may be present at various stages of the development of an application
including the design of the algorithms, the designers of the algorithm, the identification and
sampling of the learning information and the curation, annotation
(https://arxiv.org/abs/2007.14886), and verification of the input data (see, e.g., here
(https://hbr.org/2019/10/what-do-we-do-about-the-biases-in-ai) and here
(https://www.turing.ac.uk/research/interest-groups/fairness-transparency-privacy)). Bias in
AI may be particularly treacherous due to the specific technical and societal characteristics that
this technology has acquired. On the one hand, it is often said that AI operates as a black box
(https://cyber.harvard.edu/story/2019-07/intellectual-debt-great-power-comes-great-
ignorance) in the sense that it is not possible for humans to really understand the learning process
that happens within the algorithm and therefore to detect bias and inaccuracy by employing
traditional approaches. On the other hand, given the widespread adoption of AI in our society and
the fact that in an increasing number of cases these applications rely on the same or similar pre-
trained models (i.e. already processed input data, such as BERT
(https://en.wikipedia.org/wiki/BERT_(language_model)), GPT-2
(https://en.wikipedia.org/wiki/GPT-2), GPT-3  (https://en.wikipedia.org/wiki/GPT-3) in the
Natural Language Processing (NLP)
(https://en.wikipedia.org/wiki/Natural_language_processing) secto
(https://en.wikipedia.org/wiki/Natural_language_processing)r), any bias present in these pre-
processed datasets may be transferred to all implementations of that system giving rise not only to
some sort of “bias carryover” but also “bias multiplication” effect.
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The focus of our analysis is on those elements of the EU copyright acquis that create conditions
for access and reuse of non-personal data and that could therefore play a role in the propagation
of bias. In doing so, it is important to highlight some key traits of the EU acquis. First, when we
refer to input or training data (a technical category) we mean material that from a copyright law
perspective could be either works of authorship, other protected subject matter or mere facts and
data. Second, although mere facts and data as such are not protected by copyright, their
extraction from protected subject matter (works, non-original databases, etc.) often requires
authorization under EU copyright law. Third, exceptions and limitations for the extraction of
information from works are narrower in the EU than in many other non-EU legal systems (see e.g.,
here  (https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3578819)). Fourth, as a
consequence of the above, EU copyright law can be said to protect information needed as input
data for AI applications to a greater extent than other legal systems (see e.g., here
(https://zenodo.org/record/5082012)).

The mechanism by which these key traits of EU copyright law may influence bias is relatively
simple. By regulating access to training data through the imposition of costs or other use
conditions, property rights may create unanticipated incentives that drive AI developers towards
“more available”, “cheaper”, “less risky” or as it has been called “low friction” data (Levendowski
2018  (https://www.levendowski.net/copyright-ai-bias)), which incidentally are more easily
found outside the EU. However, whether these data represent the optimal choice in terms of
quality, accuracy, and representativeness or whether they are simply chosen to reduce the
economic, informational, or legal certainty costs, regardless of their suitability for the task, is far
less clear.

Attempting a first categorisation of “data types”, the following five scenarios may be logically
derived from an application of the EU acquis to the specific field of input or training data.

Scenario (1): Public Domain

The public domain is arguably the “cheapest” source of data. The main problem with this category
is that to enter the public domain underlying works are on average at least 70 years old, and often
much older. Accordingly, there is a risk that data extracted from this source may likewise convey
outdated, disproved or surpassed information.

Scenario (2): Open Licenses

Open Licenses are likely the closest scenario to the Public Domain in terms of “costs”. Tools such
as Creative Commons  (https://creativecommons.org/about/cclicenses/) licenses (e.g.,
Wikipedia), GNU General Public License (e.g., Free and Open Source Software) and open
government licenses (e.g., reuse of Commission documents  (https://eur-
lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2011:330:0039:0042:EN:PDF)) play a major
role here. However, openly licensed information is not necessarily immune from bias
(https://en.wikipedia.org/wiki/Ideological_bias_on_Wikipedia) just for being openly available,
even though openness certainly allows for greater transparency and thus closer scrutiny of the
underlying dataset.

Scenario (3): Exceptions and Limitations

Next in terms of “costs” is information accessible thanks to exceptions and limitations (E&Ls)
allowing data analytics or computational uses (e.g., text and data mining or “TDM”
(https://zenodo.org/record/5082012)). As mentioned above, under EU law, exceptions for TDM
purposes or use (in Articles 3 and 4 CDSM Directive) are arguably narrower than in other
jurisdictions, such as the US, Canada or Japan. Accordingly, the training of AI systems in the EU is
conceivably more “expensive” which, in turn, operates as an incentive for the training of AI
systems in “cheaper” jurisdictions or to import from those jurisdictions “pre-trained” models. The
deeper implications of these dynamics are far from clear. For instance, will a ML algorithm trained
in the US learn the meaning of a given concept, e.g., “parody”, within the US socio-cultural
context and then apply that meaning in the EU when asked to perform a function such as “filter
copyright infringing videos”? Is this technically plausible? If yes, what impact could this have in an
online regulatory environment that is increasingly relying on privatized algorithmic enforcement?

Scenario (4): Third party content

When the above scenarios are not applicable or deemed not adequate by virtue for instance of a
cost-benefit analysis, access to the information needed for training purposes may follow
“traditional” contractual arrangements. Two main situations may be envisaged. Firstly, the required
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training information may already be hosted by the entity interested in the training, as it is arguably
the case for all major Internet platforms hosting large amounts of third-party content which is
licensed in a way that usually allows the platform to develop its own services. Secondly, the entity
interested in the training needs to acquire access to third party content often hosted in large
commercial databases, examples of which may be scientific commercial databases offering TDM
licenses to commercial or academic users. This scenario seems to favor the strengthening of the
dominant position of large platforms which will not need to pay the extra price to train on third
party content they already host, a price that conversely other, usually smaller, players who do not
own these large databases will need to pay thereby further reducing their competitiveness in this
market.

A third case may be conceived where right holders are compelled to contribute “relevant and
necessary information” about their content to qualifying platforms to develop dedicated filtering
tools, as provided in Article 17(4) CDSM Directive. This is an interesting development, which
however requires a dedicated analysis. Among among other aspect, such analysis will need to
distinguish among the technologies adopted i.e., fingerprinting and hashing, or ML algorithms, and
assess the specific role of the provided data.

Scenario (5): A risk-benefit analysis leading to opacity

Finally, it is at least plausible that EU-based firms developing AI systems decide to perform training
activities regardless of all the above considerations, knowing that it is unlikely they will be
“discovered” engaging in potentially copyright-infringing activity. Once trained, especially
employing modern algorithms that reach deeper levels of abstraction, it will be difficult to “reverse
engineer” the models, i.e., to go back from the model to the training data and therefore to
demonstrate infringement. This scenario – the plausibility of which should be further tested – may
lead to an increased opacity in the training process: firms will have strong incentives not to
disclose details about the training sources to avoid acknowledging their own infringement of third-
party rights.

In conclusion, the identified “costs” associated with the uneasy case of property rights in data
have the potential to favor the use of outdated and lower quality data sources, or to disincentivize
transparency and accountability in the training process, all ideal conditions for bias and errors.
This will push AI developers in high-cost data legal systems, such as the EU, to either outsource
data analytics to non-EU legal systems – with the unexplored consequences on fundamental rights
and cultural dynamic sketched above – or to be even more opaque in their data policies with
similar negative consequences on fundamental rights and freedoms.

Following the above discussion of the concept of bias and the role of property rights in data and
factual information, with a focus on copyright, the second part of this post will explore the
potential for property rights to increase bias in content moderation. We will do so by looking at the
topic from the perspective of Article 17 CDSM Directive.
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briefly discussed the concept of bias and examined the role of property rights in data and factual
information, with a focus on copyright. This second part explores the potential of property rights to
increase bias in content moderation by looking at the topic from the perspective of Article 17
CDSM Directive.

 

Article 17, content moderation tools, and the Commission’s Guidance

Article 17 CDSM Directive regulates online content-sharing service providers (OCSSPs) through a
complex set of rules. The provision states that OCSSPs carry out acts of communication to the
public when they give access to works or subject matter uploaded by their users, making them
directly liable for their users’ uploads. At the same time, the provision includes a liability exemption
mechanism in paragraph (4), as well as several mitigation measures and safeguards in paragraphs
(5) to (9).

The liability exemption mechanism in Article 17(4) encompasses a series of cumulative obligations
of “best efforts” on OCSSPs to: (a) obtain an authorisation; (b) ensure unavailability of specific
protected content provided they have received “relevant and necessary information” from right
holders; and (c) put in place notice and take down and notice and stay down mechanisms,
provided they have received a “sufficiently substantiated notice” from right holders.

In interpreting these provisions, the Commission’s Guidance  (https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX%3A52021DC0288) (COM/2021/288 final) states that information is
considered “relevant” if it is at least “accurate about the rights ownership of the particular work or
subject matter in question”. The consideration of whether it is “necessary” is trickier, and it will
vary depending on the technical solutions deployed by OCSSPs; in any case, such information
must allow for the effective application of the providers’ solutions, where they are used (e.g.,
“fingerprinting” and “metadata-based solutions”).

The Guidance further states that measures deployed by OCSSPs must follow “high industry
standards of professional diligence”, to be assessed especially against “available industry
practices on the market” at the time, including technological solutions. When discussing current
market practices that emerged from the Stakeholder Dialogues  (https://digital-
strategy.ec.europa.eu/en/policies/stakeholder-dialogue-copyright), the Guidance highlights
content recognition based on fingerprinting as the main example, although recognising that is not
the market standard for smaller OCSSPs. Other technologies identified include hashing,
watermarking, use of metadata and keyword search; these can also be used in combination. Such
technologies are sometimes developed in-house (e.g., YouTube’s ContentID
(https://support.google.com/youtube/answer/2797370?hl=en) or Facebook’s Rights Manager

 (https://rightsmanager.fb.com/)), and other times acquired from third parties (e.g., from
Audible Magic  (https://www.audiblemagic.com/) or Pex  (https://pex.com/)). Crucially, the
Guidance is a non-binding document published in the shadow of the action for annulment in Case
C-401/19  (https://curia.europa.eu/juris/liste.jsf?language=en&num=C-401/19), and which
itself recognizes that it might need revising in light of that judgment.

 

The CJEU’s interpretation of Article 17 and content filtering (C-401/19)

In its recent Grand Chamber judgment in Case C-401/19
(https://curia.europa.eu/juris/document/document.jsf?
text=&docid=258261&pageIndex=0&doclang=en&mode=req&dir=&occ=first&part=1&cid=10742191)
(discussed here (http://copyrightblog.kluweriplaw.com/2022/04/26/article-17-survives-but-
freedom-of-expression-safeguards-are-key-c-401-19-poland-v-parliament-and-council/),
here (http://copyrightblog.kluweriplaw.com/2022/04/28/cjeu-upholds-article-17-but-not-in-
the-form-most-member-states-imagined/), here
(http://copyrightblog.kluweriplaw.com/2022/06/01/the-meaning-of-additional-in-the-poland-
ruling-of-the-court-of-justice-double-safeguards-ex-ante-flagging-and-ex-post-complaint-
systems-are-indispensable/), and here
(http://copyrightblog.kluweriplaw.com/2022/06/06/constitutional-safeguards-in-the-
freedom-of-expression-triangle-online-content-moderation-and-user-rights-after-the-cjeus-
judgement-on-article-17-copyright-dsm-directive/)), the Court clarified that Article 17(4)(b) does
in fact require prior check of content by OCSSPs. In many cases, the only viable solution for
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platforms to moderate content is to deploy automated recognition and filtering tools, i.e., “upload
filters” which constitute a justified restriction of users’ freedom of expression (see here
(https://verfassungsblog.de/filters-poland/)).

The Court advances a number of arguments why Article 17 constitutes a proportionate restriction
of OCSSP’s users’ freedom of expression. In essence, such arguments relate to the legislative
design of Article 17 and how the provision should be interpreted and implemented in light of
fundamental rights. It is also noteworthy among these arguments that the Court outlines the scope
of permissible filtering. For our present purposes, the key points are the following.

 

First, only filtering/blocking systems that can distinguish lawful from unlawful content are
compatible with the requirements of Article 17 and strike a fair balance between competing
rights and interests. Despite this important statement, establishing exactly what kind of
thresholds or error rates are admissible in practice remains unclear and arguably one of the
key issues in this new system.

 

Second, Member States must ensure that filtering measures do not prevent the exercise of
user rights to upload content that consists of quotation, criticism, review, caricature, parody
or pastiche under Article 17(7). It is here where we argue that AI/ML tools will probably
become essential given their superiority over fingerprinting and hashing in determining
contextual uses (e.g., parody). Whether this superiority is sufficient to protect users’
fundamental rights remains an open question, but it is clear that the role played by bias and
errors in this assessment is decisive.

 

Potential bias in copyright content moderation and error rates

So, what does the Court’s judgment mean for our discussion on bias propagation?

First, it is clear from Article 17 and the CJEU’s judgment that the only acceptable point of
reference to deploy (re)upload filters is the information and/or notice provided by right holders
under Article 17(4)(b) and (c). Depending on the technology employed, the information provided
will play a critical role in the correct identification of the allegedly infringing material. A dedicated
analysis should be carried out for each of the two main groups
(https://journals.sagepub.com/doi/full/10.1177/2053951719897945) of content moderation
approaches adopted in this field: matching (fingerprinting, hashing, metadata, etc.) and predictive
analysis (AI/ML). It suffices here to say that the process of identification of the input data and its
use to classify users’ uploaded content is liable to embed the potential bias and errors identified in
the first part of this blog. This bias may very well influence the ability to correctly identify content
(false positives and/or negatives), the ability to establish acceptable thresholds (e.g., a 20% match,
a 90% match), and, most importantly for the analysis here developed, the (in)ability to correctly
determine contextual uses in order to safeguard users’ fundamental rights as provided for in
Article 17(7).

Second, such filters must be able to distinguish lawful from unlawful content without the need for
an independent assessment by the providers. As major platforms have admitted during the
stakeholder dialogues, current moderation tools are not capable of assessing these contextual
uses. That suggests both a future push towards a more AI/ML intensive approach but also
explains the current dependence of existing filters on error thresholds to distinguish between what
content is blocked and what content stays up.

According to the above, the core question may be reformulated as a question about what type of
errors or bias are legally acceptable. The Advocate General (AG) in his Opinion
(https://curia.europa.eu/juris/document/document.jsf;jsessionid=9A2E213F410CBACEB5D5E2F8EA49FA08?
text=&docid=244201&pageIndex=0&doclang=EN&mode=lst&dir=&occ=first&part=1&cid=164140)
considered it crucial to ensure that the error rate of “false positives” resulting from the deployment
of content recognition tools by OCSSPs “should be as low as possible”. Hence, where “it is not
possible, in the current state of technology… to use an automatic filtering tool without resulting in
a ‘false positive’ rate that is significant, the use of such a tool should… be precluded” [para 214].
In the AG’s view, allowing ex ante filtering in such cases of ‘transformative’ content would “risk
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causing ‘irreparable’ damage to freedom of expression” [para 216]. Although the Court was less
detailed than the AG, it generally endorsed this approach of preventing overblocking and the risk
of chilling freedom of expression by focusing on avoiding false positives.

In spite of the above, the question as to what degree of error is acceptable and how to ensure
unbiased results remains largely answered. The most difficult step may well be the design and
training of algorithms able to assess potentially complex copyright law questions, e.g., under what
conditions a certain use should be classified as parody or criticism. On the one hand, it seems
almost impossible to encapsulate the concept of parody or criticism in an error-rate percentage.
On the other hand, when ML algorithms are deployed instead, it appears similarly dubious that the
priority followed in selecting training data was to allow filters to replicate legally educated answers.
As we have seen in Part I, the incentives currently driving this market, especially in the EU, point
towards other priorities, such as cost reductions, legal certainty and in-house confidential
development. Consequently, if the scenarios introduced in Part I are plausible, parties involved or
affected by algorithmic content moderation will need to familiarise themselves with questions in
cluding how a US model trained for parody detection may influence error rates in the EU market;
or how algorithms trained on large language corpi or pop music would perform on smaller
languages, or niche repertoires. In the light of the CJEU’s judgment, questions like these remain
open. Delegating market or industry dynamics to offer answers carries the risk of denying effective
protection to user rights in Article 17(7).

 

Conclusions: looking forward

It seems that –at least prima facie– property rights in data may possess the unexpected effect of
favoring errors and bias propagation into the trained AI. This effect seems noticeable in areas
where AI is already deployed such as in the context of content 
(https://www.jipitec.eu/issues/jipitec-13-1-2022/5515)recommendation

(https://www.jipitec.eu/issues/jipitec-13-1-2022/5515), but it may be expected to also become
more relevant in algorithmic content moderation, especially with the increasing adoption of ML
approaches.

As argued, bias propagation does not follow a unique pattern, but may develop along different
lines depending on the type of technology employed and how this technology relates to input
data. The general principles and the arrival point, however, appear to be similar. A reduced
availability and transparency of input/training data has a negative effect on access, verification and
replication of results, which, in turn, are ideal conditions for bias and errors to the detriment of
users’ rights.

What mechanisms or remedies can we envision to mitigate the propagation of bias from data to
AI? Can they be found within the field of property rights? Several approaches may be conceived:

 

Internationally, a broad call for user rights to research in AI has been proposed, which would
enhance data retrieval from protected works
(https://digitalcommons.wcl.american.edu/research/48/). This would enhance access to
relevant data (especially training data) and consequently favor a more open, transparent and
verifiable data ecosystem.

 

In legal systems relying on open standards such as the US, fair use has been identified by
some authors as a powerful bias mitigation device
(https://www.levendowski.net/copyright-ai-bias) (Levendowski 2018). At the same time,
other authors have pointed out the risk that algorithmic enforcement systems deployed by
large-scale platforms like YouTube (ContentID) or Meta (Rights Manager) may ultimately
“become embedded in public behaviour and consciousness”, and thus progressively shape
the legal standard itself, by habituating the “participants to its own biases and so
progressively altering the fair use standard it attempts to embody” (Burke 2017
(https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3076139)).

 

This same risk is clear for the algorithmic content moderation systems of large-scale
OCSSPs under Article 17 CDSM (some of which will qualify as “very large online platforms”
under the Digital Services Act). Such large platforms have the power through their algorithms

2/) Estonia
(http://copyrightblog.kluweriplaw.com/category/jurisdiction-

2/estonia/) European Union
(http://copyrightblog.kluweriplaw.com/category/jurisdiction-
2/european-union/) Exhaustion
(http://copyrightblog.kluweriplaw.com/category/exhaustion/)

France
(http://copyrightblog.kluweriplaw.com/category/jurisdiction-
2/france/) Germany
(http://copyrightblog.kluweriplaw.com/category/jurisdiction-

2/germany/) Infringement
(http://copyrightblog.kluweriplaw.com/category/infringement/)
Italy
(http://copyrightblog.kluweriplaw.com/category/jurisdiction-

2/italy/) Jurisdiction
(http://copyrightblog.kluweriplaw.com/category/jurisdiction-
2/) Landmark Cases
(http://copyrightblog.kluweriplaw.com/category/kluwer-
copyright-cases/) Legislative
process
(http://copyrightblog.kluweriplaw.com/category/legislative-
process/) Liability
(http://copyrightblog.kluweriplaw.com/category/liability/)
Limitations
(http://copyrightblog.kluweriplaw.com/category/limitations/)
Making available (right of)
(http://copyrightblog.kluweriplaw.com/category/making-
available-right-of/) Moral rights
(http://copyrightblog.kluweriplaw.com/category/moral-
rights/) Neighbouring rights
(http://copyrightblog.kluweriplaw.com/category/neighbouring-

rights/) Netherlands
(http://copyrightblog.kluweriplaw.com/category/jurisdiction-
2/netherlands/) Originality
(http://copyrightblog.kluweriplaw.com/category/originality/)
Ownership
(http://copyrightblog.kluweriplaw.com/category/ownership/)
Poland
(http://copyrightblog.kluweriplaw.com/category/jurisdiction-

2/poland/) Remedies
(http://copyrightblog.kluweriplaw.com/category/remedies/)
Remuneration (equitable)
(http://copyrightblog.kluweriplaw.com/category/remuneration-
equitable/) Reproduction (right of)
(http://copyrightblog.kluweriplaw.com/category/reproduction-
right-of/) Software
(http://copyrightblog.kluweriplaw.com/category/software/)
Spain
(http://copyrightblog.kluweriplaw.com/category/jurisdiction-
2/spain/) Subject matter (copyrightable)
(http://copyrightblog.kluweriplaw.com/category/subject-
matter-copyrightable/) Sweden
(http://copyrightblog.kluweriplaw.com/category/jurisdiction-
2/sweden/) Transfer (of right)
(http://copyrightblog.kluweriplaw.com/category/transfer-of-right/)



15.11.22, 12:38Algorithmic propagation: do property rights in data increase bias in content moderation? – Part II - Kluwer Copyright Blog

Seite 5 von 7http://copyrightblog.kluweriplaw.com/2022/06/09/algorithmic-propaga…operty-rights-in-data-increase-bias-in-content-moderation-part-ii/

to crystallize the cultural and ultimately legal meaning in the online environment of the
concepts underlying the E&Ls for quotation, criticism, review, caricature, parody or pastiche.

 

From a legal design perspective, an adversarial procedure has been proposed, i.e. the ability
to contest algorithm
(https://journals.sagepub.com/doi/full/10.1177/2053951720932296) determinations by
introducing a public adversarial AI which embeds counterbalancing values (Elkin-Koren,
2020). In this way, users and the public at large may be empowered in their challenges
against algorithms that are designed by platforms in collaborations with right holders.

 

In the EU, it could be interesting to explore to what extent AI applications employed for
content moderation could or should be considered as high-risk AI systems in the sense
proposed by the AI Act  (https://eur-lex.europa.eu/legal-content/EN/TXT/?
uri=CELEX%3A52021PC0206). As stated in the AI Act proposal, “for high-risk AI systems,
the requirements of high-quality data, documentation and traceability, transparency, human
oversight, accuracy and robustness, are strictly necessary to mitigate the risks to
fundamental rights”. Whereas this solution certainly needs further consideration, it possesses
several of the elements necessary to mitigate the discussed perils of bias propagation in
content moderation.

 

Algorithmic content moderation is a powerful tool that may contribute to a fairer use of copyright
material online. However, it may also embed most of the bias, errors and inaccuracies that
characterize the information it has been trained on. Therefore, if the user rights contained in Article
17(7) CDSM Directive are to be given an effective protection, simply indicating the expected
results omitting how to reach them, may not be sufficient. The problem of over-blocking is not
simply a technical or technological issue. It is a cultural, social and economic issue, as well and,
perhaps more than anything, it is a power dynamic issue. It is unrealistic to put on equal footing
the threat of a (primary) copyright infringement action brought by right holders due to under-
blocking on the one hand, with that of individual users experiencing the removal of their parody or
criticisms on the other, especially considering that users normally agree in the terms of service of
platforms that blocking of their content is at the sole discretion of the platform. Recognizing
parody, criticisms and review as “user rights”, as the CJEU does in C-401/19, may be a first step
towards the strengthening of users’ prerogatives. But the road to reach a situation of power
symmetry with platforms and right holders seems a long one. Ensuring that bias and errors
concealed in technological opacity do not circumvent such recognition and render Article 17(7)
ineffective in practice would be a logical second step.
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ABSTRACT 

Social media platforms' rise is accompanied by longstanding calls for more transparency on their 

internal processes, decisions, and practices of content moderation and governance. Platforms have 

reluctantly responded to this call with increasing release of information. In this context, Transparency 

Reports have become a common practice and platforms’ key instrument to demonstrate legitimacy 

and accountability. This paper investigates the evolution and status quo of transparency reporting 

across seven major platforms in a 10Y timespan from 2012 to 2021. We firstly investigate what kind 

of information and data is being shared in the reports, and secondly we analyse and compare across 

platforms the actual numbers that are reported for copyright-related content moderation. Our results 

indicate the establishment of reporting standards across platforms, driven by increasing political and 

public pressure as well as mutual observation and mimicry. The substantive numbers on copyright 

content moderation do not align, however, indicating that both practices and rules are still unstable 

in this context.   

KEYWORDS  

Platform Governance; Content Moderation; Transparency; Accountability; Copyright 

 

INTRODUCTION 

Social media platforms have established themselves as key intermediaries of our societies and political 

systems. In recent years, their roles and responsibilities have become increasingly the object of public 

and political debate. While they were striving to position themselves as neutral intermediaries in their 
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early years (Haupt, 2021), there is now broad consensus that they need to take responsibility for 

communication and interaction on their sites (Katzenbach, 2021). With hate speech and 

misinformation becoming major issues of concern in democratic societies, platforms are increasingly 

under pressure to take action and to regulate and moderate the content on their sites more actively. 

This includes the development of elaborate platform policies (Katzenbach et al., 2022), the expansion 

of content moderation teams (Roberts 2019), and the deployment of automated systems of content 

moderation (Gorwa et al., 2020). 

This development of platforms’ increasing power is accompanied by longstanding calls for more 

transparency on their processes, decisions, and the actual content being removed. The more content 

platforms take down the more they become the “new governors” or “custodians of the Internet” 

(Gillespie, 2018; Klonick, 2017). This sizable degree of power requires both accountability and 

transparency to be legitimate. In this context, platforms’ transparency reports are a response to both 

the deployment of content moderation at scale and the increasing demand for more transparency. 

Since 2012, when Twitter published the first transparency report of a major social media platform, the 

practice has become a virtual necessity. The “techlash” of the 2010s has put platforms under pressure 

from political stakeholders to improve operations and to increase transparency. Increasingly as well, 

transparency reporting is being demanded by governments to make platforms more accountable 

(Nonnecke & Carlton, 2022). Against this background, it seems that social media platforms have 

strongly aligned in transparency reporting in a way that might be similar to the “isomorphism through 

algorithms” that Robyn Caplan and Danay Boyd (2018) have observed for the development of social 

media and the larger data-driven industry in the early 2010s. In any case, transparency reports have 

become a key tool “to cultivate legitimacy with users and civil society organizations” (Suzor et al., 

2018, p. 393). 

Copyright is an interesting case for the study of content moderation and transparency in this field. It 

has been the most prominent early subject for moderation on platforms. This is due to the fact that 

most early platforms were set up in the United States, where speech rules are relatively liberal – apart 

from user content that infringes upon economic interests such as those related to intellectual 

property. The currently predominant model of copyright rules is based on the US Digital Millennium 

Copyright Act (DMCA) of 1998, which was born in a pre-platform digital age. Under this regime, 

copyright infringements are usually brought to the attention of an intermediary platform by the 

copyright holder, instead of the latter having to go to court immediately. Consequently, platforms 

“offer a natural point of control for monitoring access to illegitimate content, which makes them ideal 
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partners for performing civil and criminal enforcement” (Perel & Elkin-Koren, 2015, p. 473) in this area. 

Outfitted with this power, platforms have long been compelled to shed light into their moderation 

practices in the field of copyright notices and subsequent take-downs. However, differences persist in 

how content removal is structured and reported upon across platforms.  

This paper investigates the evolution and status quo of transparency reporting with a focus on 

copyright-based content removal. It describes changes over time and analyses how these changes 

surface competing pictures of convergence and divergence in social media platforms’ content 

moderation practices. The paper situates these two fields of practices in the general competition 

between platforms to win market shares, regulatory approval and gain legitimacy. We show that a 

competition to set new standards for transparency reporting (if not for content moderations as a 

whole) leads to increasing isomorphism of these practices, as – arguably – no platform can afford to 

fall behind and be scolded by politicians, advertisers and civil society. At the same time, we observe 

that although platforms' transparency regarding the data for copyright content moderation is a rising 

trend, the type of data that platforms disclose in this area does not converge as much and the limits 

of transparency for each platform remains. 

The paper first outlines the background conditions under which transparency reporting and 

specifically copyright-based content removal occurs. To that end, we discuss the general trend toward 

greater accountability of non-state actors and the relationship between accountability and legitimacy. 

We also discuss some of the existing public and civil society demands for increased transparency of 

social media platform content moderation. Thereafter, we outline our empirical approach, first 

focusing on our research design and then on definitions of social media platform reporting criteria, 

including specifically those for copyright-based content moderation.  

MAKING CONTENT REMOVALS TRANSPARENT: COPYRIGHT ENFORCEMENT 

AND BEYOND 

Accountability of non-state actors is an important topic in the governance literature due to the 

increased power of both corporations and other non-state actors in transnational affairs. While 

political theory and practice have long debated the ways in which public organizations can be held 

accountable (e.g., through elections, referenda or the right to strike and protest), transnational non-

state actors have not had the same attention until the late twentieth century (Redeker & Martens, 

2018). Due to the immense power of Internet-based corporations, particularly social media platforms 

e.g., with their influence on the outcomes of democratic elections or on the things that can be 
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communicated online, the discussion of transparency of transnational corporations has further 

increased. The goal of platforms when engaging in transparency-increasing measures - such as the 

creation of transparency reports, transparency microsites (“centers”) that bring together various 

metrics and by engaging researchers and others - is to gain legitimacy. Legitimacy relates to the “right 

to govern” in the eyes of the users (the governed) but also, as a response or pre-emptive measure to 

public regulation, in the eyes of politically powerful stakeholders.  

Legitimacy is the currency attained and retained by platforms that they require to respond to political 

and societal stakeholders such as the press and non-profit pressure groups (Suzor, 2018). Platforms 

have to prove that their governance over content lives up to standards of democratic legitimacy, 

specifically “throughput legitimacy”; transparency also, at least in principle, can lead to better results 

for users and societies (“output legitimacy”), but may not be a replacement for a debate on who 

should be at the table when rules are made (“input legitimacy”) (Haggart & Keller, 2013). When 

platform content governance rules are being perceived as legitimate, intrusive regulation such as the 

recent Texas law on political standpoint neutrality (Brodkin, 2022) or the blocking of social media 

services such as the Twitter ban in Nigeria could be prevented (Akinwotu, 2022). Greater transparency 

about the type of content and the reasons for removal might help. But what specifically is demanded 

by various stakeholders with regard to transparency of content moderation in general?  

Civil society organizations have put out a number of documents over recent years that enumerate 

transparency principles, which they demand to be recognized and implemented by the platforms. A 

recent study analyzed 40 such documents, finding that around half of them explicitly include “good 

governance principles” such as transparency and accountability among the demands civil society has 

for content moderation (Celeste et al., 2022). One of the most well-known advocacy documents 

pertaining to transparency in content moderation are the 2018 Santa Clara Principles on Transparency 

and Accountability in Content Moderation. The Santa Clara Principles, which exist in a revised second 

iteration since 2021, include ten principles signed jointly by fourteen civil society organizations such 

as the Electronic Frontier Foundation, Access Now and Ranking Digital Rights. A detailed principle on 

transparency demands from platforms to report detailed key indicators on their content actions, with 

a specific set of information demanded in cases where platforms follow state actions that prescribe 

content or account takedowns. Platforms “should report information that reflects the whole suite of 

actions the company may take against user content and accounts due to violations of company rules 

and policies, so that users and researchers understand and trust the systems in place” (Santa Clara 

Principles, 2021). A number of platforms have signed up to the content of the Santa Clara Principles, 
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among them Facebook and Instagram (Meta), YouTube (Google), Reddit and Twitter (Crocker et al., 

2019). 

Increasingly, regulators prescribe how platforms are required to report about their content 

moderation practices. India’s Information Technology (Intermediary Guidelines and Digital Media 

Ethics Code) Rules of 2021 requires larger platforms to produce monthly reports about complaints 

and actions taken (Tewari, 2022). The EU’s Digital Services Act (DSA) and the Platform Accountability 

and Transparency Act (PATA) are two legislative proposals that would increase transparency 

requirements for platforms significantly. Transparency can further be enhanced by providing data on 

content moderation to academic researchers. Consequently, regulators increasingly perceive “access 

to data for empirical research (...) as a necessary step in ensuring transparency and accountability” 

(Nonnecke & Carlton, 2022, p. 610). The DSA specifically, “seeks a new level of granularity in 

transparency surrounding content moderation practices” surpassing previous national transparency 

reporting requirements such as the bi-annual requirement of the German NextDG and India’s 

transparency rules (Tewari, 2022). Less in the focus of public attention yet already codified are 

transparency reporting standards for platforms toward their business partners as part of the EU’s 

Platform-to-business Regulation of 2019 (European Union, 2019). Based on this, Meta now regularly 

reports to their advertisers not only the number of complaints lodged against decisions and the type 

of complaint, but also the average time to process such appeals.  

With regard to copyright-related notice-and-takedowns, additional voluntary transparency practices 

exist. For instance, the Lumen project at Harvard’s Berkman Klein Center for Internet & Society collects 

and makes available DMCA takedown notices from those who receive them. This allows researchers 

and others to gain an understanding of individual practices and overarching trends. As of late 2021, 

Lumen included more than eighteen million notices, most of them copyright-related, from companies 

such as Wikipedia, Google (including YouTube) and Twitter (Lumen, 2022). 

Pending the passage of some of the more stringent legislative proposals, what is the level of 

transparency if platforms are being compared? Until 2019, the Electronic Frontier Foundation 

produced an annual report in which content moderation practices of 16 online platforms were 

compared based on six overarching categories such as transparency about government takedown 

requests, transparency about content removal based on the platform’s policies, transparency about 

appeals and even endorsement of the Santa Clara Principles (Crocker et al., 2019). In 2019, for the last 

iteration of the report, Reddit was able to receive a star in all six categories with Facebook, Instagram, 

Vimeo and Dailymotion performing particularly poorly.  
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Ranking Digital Rights produces an annual Big Tech Scorecard, which evaluates the corporate 

accountability of 14 (2022) large digital platforms from the US, China, South Korea and Russia, 

subdivided by offered services (such as WeChat and QQ for Tencent Holdings Ltd. or Facebook and 

Instagram for Meta Inc.) (Ranking Digital Tech, 2022). The report includes indicators on content 

moderation transparency reporting in its section on freedom of expression, such as the reporting of 

"data about government demands to restrict content or accounts" and data about platform policy 

enforcement. Overall, in that section, the report finds that Twitter Inc. “took the top spot, for its 

detailed content policies and public data about moderation of user-generated content” (Ranking 

Digital Tech, 2022b). 

New America’s Transparency Report Tracking Tool is a continuously updated project that currates data 

from transparency reports of six services of five platform companies (Singh & Doty, 2021). The tracking 

tool allows readers to find in one place the categories of transparency reporting included in 

transparency reports of Facebook, Instagram, Reddit, TikTok, Twitter, and YouTube. The tracking tool 

also allows an over-time view of when certain reporting categories have been added or dropped by 

the services. What is not included is any attempt to find common categories of transparency reporting 

that would allow to compare changes over time between the different platforms.  

In this report, we aim to provide a new way of looking into platform transparency reporting through 

comparison of what is being reported on between platforms and over time. In addition to this meta-

perspective, we investigate the reporting of the same set of platforms with regard to actual numbers 

of copyright-related content moderation, in order to understand both trends and the quality of 

information that is available through this reporting.  

METHODS 

RESEARCH DESIGN AND SAMPLE 

The research design for this paper is a longitudinal comparative approach, operationalized with a 

qualitative content analysis of published transparency reports of major platforms and the information 

given in their transparency centers. We compare reporting practices and substantial copyright-related 

decisions of seven of the largest social media platforms: Facebook, Instagram, Pornhub, TikTok, 

Tumblr, Twitter and YouTube. These were selected based on content production, user traffic and 

economic impact.  
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To create a baseline for reporting, we surveyed a larger set of 20 social media platforms to arrive at a 

broad understanding of how platforms report1. From this broader sample, we created a set of generic 

operational definitions of transparency categories (Table 1) and operational definitions of copyright-

related transparency categories (Table 2). Based on these categories, a qualitative content analysis 

was performed on a narrower sample of seven platforms’ transparency reports. For the first analysis, 

we coded whether certain transparency categories are reported on. For the second analysis with a 

focus on copyright, we performed a substantive coding in line with the categories set for substantive 

copyright-based moderation reporting. An important aspect of the study is its focus on longitudinal 

changes. The chosen platforms’ transparency reports were investigated since the year 2012, which is 

the year the earliest transparency data are available. The data collection extends until 2021, which is 

the year the latest complete data for transparency are available (as of mid-2022). This allows us to 

identify trends on transparency of platforms and changes in how copyright-based content moderation 

changed over time. In addition, for the substantial copyright-related data, this approach allows us to 

observe the impacts of new regulations on content moderation. 

DIMENSIONS OF PLATFORM TRANSPARENCY REPORTING 

For the criteria comparison part of the study, the data collection for disclosed data is made through 

an investigation of platforms’ transparency reports and newly established “transparency centers” 

including, if available, revealed datasets. In addition, platform policies were also scrutinized to better 

understand the reporting and to be able to construct the transparency categories.  

Following an examination of the 20 platforms' transparency practices, every reporting measure 

regarding content moderation is categorized in Table 1. We excluded data that is unrelated to 

platforms’ own content moderation, for example transparency about transfer of user data in the 

context of governments’ information requests. Thus, the collection of transparency categories in Table 

1 was created by taking similarities and differences into account considering the following three 

aspects: (1) the data which are directly relevant to content moderation, (2) information about the 

platforms’ way of presenting data, (3) information about how platforms moderate the content. 

(1) Reporter ID Whether the platform reveals the identity of the copyright reporters 

 
1 In addition to those mentioned previously, we also examined transparency actions of Audius, Diaspora, Dribble, 
DTube, FanFiction, Mastodon, Periscope, Pixelfed, Soundcloud, Twitch, Vimeo, Vine and WordPress. 
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  Effects on Users Whether the platform shares data about how many users were affected due to the 

content removals 

  Exemplary Cases Whether the platform shares exemplary cases or detailed information about content 

removal requests 

  Invalid Requests Whether the platform shares how many of the copyright infringement reports were 

invalid 

  Disputes Whether the platform shares how many content removals due to copyright 

infringement were disputed by the creators 

(2) Since Since when the platform shares transparency reports 

  Dataset Whether the platform shares an accessible dataset in addition to the report 

  Regional Data Whether the platform shares separate data for different countries 

  Language Whether the platform provides transparency reports in multiple languages 

  Percentage Whether the platform provides percentages about the removed content apart from the 

absolute numbers 

  Sub-annual 

reporting 

Whether the platform shares data for content moderation on a monthly or quarterly 

level 

  Visualization Whether the platform provides visual materials related to content moderation data, 

including the processes involved in platform governance  

(3) Legal Requests Whether the platform shares data on legal requests for content removal 

  Guideline 

Enforcement 

Whether the platform shares data for content removal due to the platform’s own 

guideline 

  Management 

Tools 

Whether the platform reveals any data about the algorithmic tools or the way the staff 

manage the content removal process 
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  Investment and 

Goal 
Whether the platform shares how much they invest in the field of content moderation 

based on algorithmic decision-making systems. 

Table 1: Operational definitions of transparency categories 

If information in the transparency categories can be accessed through any of the abovementioned 

sources (reports, transparency centers), we take this as disclosed data. Moreover, if the data is 

accessible indirectly, it is also accepted as disclosed data. For instance, if a platform reveals the 

number for the copyright notices and only the valid requests, the invalid requests are considered to 

be disclosed data too, since the actual number can be calculated. However, if the data provided by 

the platform is too vague, then it is understood to be  undisclosed data. For example, Facebook, until 

2019, reported the removal rate for the copyright requests as the number of notices sustained rather 

than the number of individual posts deleted (notices may relate to several posts). Due to this, although 

Facebook provides data for reports submitted and removed content, it does not indicate Invalid 

Requests (one of our transparency categories) per se before 2019.  

INDICATORS FOR COPYRIGHT CONTENT MODERATION 

For the substantive comparison of copyright-related content moderation, we have used the same set 

of sources. Where platforms release numbers bi-annually or quarterly, these numbers were 

aggregated up and annualized. When data for the whole year is not available, it is indicated in the 

footnotes. Table 2 shows two kinds of indicators or copyright-related categories, (1) absolute 

numbers, (2) percentages of copyright related data. The aim of this separation is to allow for useful 

comparison across platforms.  

(1) Number of Copyright Removals The total number of pieces of content removed due to copyright infringement in a given 

year. Trademark and counterfeit data are not included. 

  Number of Copyright Reports The total number of copyright reports (notices) provided to a platform in a given year. If 

notices may contain reports for multiple posts, it is indicated in the footnotes. 

  Number of Disputed Claims The total number of disputed claims related to copyright infringement 
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  Number of Removed Content due 

to Guideline Enforcement 

The total number of pieces of content removed due to the enforcement of guideline of 

platform 

  Number of Removed Content due 

to Legal Request 

The total number of removed content due to the demands of governments and courts in 

a given year. 

(2) % of Copyright Removal as Share of 

Overall Reports (Notices) 

The percentage of removed content as share of the total number of reports in a given 

year 

  % of Disputed Claims Decided in 

Favor of Uploaders 

The percentage of disputed claims concerning content removal due to copyright 

infringement resulting in favor of uploaders as share of the total number of disputed 

claims 

  % of Disputed Claims Decided in 

Favor of Reporters 

The percentage of disputed claims concerning content removal due to copyright 

infringement resulted in favor of reporters as share of the total number of disputed 

claims 

Table 2: Operational definitions of copyright-related transparency categories 

Some platforms do not disclose absolute numbers but only percentages for copyright reports, 

disputed claims, or copyright removals. To gain a more complete and comparable view, we conducted 

reverse calculations. For instance, the approximate number of the removed content is accessed 

through a reverse calculation from the disclosed percentages. 

RESULTS: PLATFORM TRANSPARENCY REPORTING TRENDS  

This section outlines the results of the longitudinal comparative study of seven social media platforms 

investigating the scale of transparency reporting and aiming to reconstruct the evolution of these 

practices.  

TRANSPARENCY REPORTING ON COPYRIGHT CONTENT MODERATION BY INDIVIDUAL PLATFORMS 

We start with portraying the inclusion and chronological occurrence of transparency categories (see 

Table 1) in transparency reports of the seven major social media platforms.  

Figure 1: Inclusion of reporting criteria in platform transparency reports over time 

(cumulative) 
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Twitter has published detailed transparency data since 2012, including the identity of the top 

reporters. Besides, the monthly numbers can be found in the graphs and tables on its transparency 

website. Except for information concerning the tools and investments for algorithmic detection of 

copyright, Twitter is quite transparent for all criteria. Twitter consistently sustained the disclosure of 

data over the years since the first transparency report. 

Figure 2: Inclusion of reporting criteria in Twitter’s platform transparency documents 

 

Tumblr has published data regarding copyright content moderation since 2015 but it does not produce 

a dataset nor does it reveal information about the tools and investments for algorithmic detection of 

copyright. Additionally, Tumblr only revealed data about the total number of disputed claims and valid 

counter-notices by the uploaders until 2018. Since then only the number of valid disputed claims was 

revealed. Thus, the actual number of disputed claims and the actual rate for the disputes resulting in 

favor of uploaders or reporters remain undisclosed. 

Figure 3: Inclusion of reporting criteria in Tumblr’s platform transparency documents 
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In 2017, Facebook and Instagram started to disclose data about copyright-based moderation, first 

ones among the investigated platforms. Since then, they reveal the number of removed content due 

to copyright infringement. Facebook started to calculate the copyright removal rate differently in 

2019, taking the actual number of items which are subject to a copyright report. Before that, the 

company reported removal rate as the share of reports causing (partial) removal actions. Considering 

that a report can contain files for a vague amount of content, it is impossible to calculate the actual 

rate of the removed content as a share of the reported content, producing challenges for 

transparency. Facebook and Instagram also have never disclosed any data concerning disputed claims 

unlike platforms such as Twitter, Tumblr, YouTube. 

Figure 4: Inclusion of reporting criteria in Facebook’s platform transparency documents 

 

Figure 5: Inclusion of reporting criteria in Instagram’s platform transparency documents 

 

In 2019, TikTok started to publish data about copyright content moderation, albeit in a very limited 

way. An essential information regarding content moderation, the number of removed posts was never 

revealed. The platform reveals only the number of notices and the removal rate. However, it is not 

certain whether this removal rate is only for the number of contents or notices which are subject to 

partial action-taking. Since a copyright-notice might include multiple reports, the actual amount and 

rate of valid requests are not transparent. Moreover, TikTok does not reveal any data about disputed 

claims and their results. Thus, not much information is available about TikTok’s moderation of 

copyright content. 
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Figure 6: Inclusion of reporting criteria in TikTok’s platform transparency documents 

 

In 2020, Pornhub began to reveal data about copyright removal. For the year 2020, there is only the 

total number of removed content. For 2021, additionally they revealed the data of the number of 

received notices. However, Pornhub does not publish the number of videos reported, but the number 

of notices which one may contain claims for several videos. Hence, it is impossible to calculate the 

removal rate as a share of videos included in notices. 

Figure 7: Inclusion of reporting criteria in YouTube’s platform transparency documents 

 

Lastly, YouTube published numbers for copyright content moderation for the first time with 2021 a 

quite comprehensive transparency report. The number of removed content, the number of copyright 

notices, the removal rate, the number of disputed claims and the results of the disputes were 

revealed. Besides, Youtube gave information about their tools, investments and goals for further 

development of algorithmic systems.  

Figure 8: Inclusion of reporting criteria in Pornhub’s platform transparency documents 

 

COMPARATIVE ANALYSIS OF TRANSPARENY REPORTING ON COPYRIGHT CONTENT MODERATION  

When looking  comparatively at transparency reporting with a focus on copyright content moderation, 

disclosure of numbers for invalid requests is an important parameter. It allows to assess the excessive 

use of copyright laws by copyright owners against user-generated content, indicating strategy by 

rightsholders to systematically overblock content. Twitter shares data about invalid requests since 
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their first report in 2012. Tumblr joins Twitter on disclosing the number of invalid requests in 2014. 

Facebook, Instagram and TikTok started to reveal the data for invalid requests simultaneously in 2019. 

This represented the first time that TikTok disclosed any data publicly. Tumblr has disclosed such data 

since 2015. Facebook and Instagram started to be relatively transparent regarding copyright-related 

issues in 2017. YouTube disclosed the data for invalid requests on its first transparency platform in 

2021. Pornhub, on the other hand, never revealed such data in its transparency reports. Twitter is the 

only platform revealing the IDs of most frequent copyright reporters. Although Twitter discloses such 

data since the first transparency report, none of the other platforms have revealed such data. 

Summing up, platforms have adopted a common transparency practice with regard to the core issue 

of invalid requests, only with Pornhub as an exception.  

Also with regard to content removal based on conflict with platform content policies (also community 

guidelines) there is isomorphism across platforms, only Tumblr is not disclosing data on this. The 

evolution of this common practice is interesting, though. It is actually one of the latest category that 

was introduced into transparency reporting. The number of moderated contents was first shared by 

Facebook and YouTube in 2017. Only subsequently in 2018, Twitter started to disclose the data for 

content removed due to its “Twitter Rules” content. Instagram, Pornhub, and TikTok started to reveal 

the data for such platform-policy based moderation of content then in 2019 whereas Tumblr, 

considering that it is one of the platforms publishing transparency reports relatively early, surprisingly, 

never disclosed such data. 

Figure 9: Comparative chronological inclusion of policy-based removal data in platform 

reporting 

 

Since algorithmic tools are involved in various ways in many elements of the content moderation 

processes of large platforms, and due to their significant societal and political implications, 
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transparency regarding the tools is also important (Gorwa et al., 2020). Considering that their first 

disclosed data for content taken down due to platform policies or copyright actions is from 2017, we 

can assume that Instagram and Facebook have been transparent about their algorithmic detection 

tools since 2017. Pornhub and TikTok provided information about the algorithmic detection tools they 

deploy in 2019, and YouTube introduced its algorithmic tools for content moderation in 2021. 

When it comes to copyright content moderation, the most essential data relates to the scale of 

removed content. Twitter leads the other platforms in this category, too, by starting to reveal the data 

for the number of removed content items already in 2012. Tumblr joined Twitter in 2015, followed by 

Facebook and Instagram two years later, in 2017. Since 2020, Pornhub declares the number of 

removed content items. YouTube, perhaps the most discussed platform with respect to copyright 

enforcement, disclosed relevant data only in 2021, in its first transparency report. Tiktok reveals only 

the number of copyright notices received, rather than the number of removed content for copyright 

reasons. 

Figure 10: Comparative chronological inclusion of copyright-based removal data in platform 

reporting 

 

.  

The number of copyright notices is a transparency category all platforms agreed to reveal at some 

point. Many of them share these notices with Lumen as discussed above. In 2012, Twitter began to 

publish data about copyright notices sent to the platform. Tumblr followed in 2015. Facebook and 

Instagram publish data on notices since 2017, while TikTok does so since 2019. Pornhub and YouTube 

reported the numbers only in 2021. 
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Figure 11: Comparative chronological inclusion of data on copyright notices in platform 

reporting 

 

The number of disputes is another category, which is relevant to the merit of requests. Disputes arise 

when the platform and copyright owner agree while the user who posted the content counter-noticed 

the platform arguing that the post was lawful. This category is key to understanding copyright 

practices, as it reflects a platform’s sensitivity towards any kind of unrightful removal of user-

generated content, and platform users’ tendency to protect their rights when they feel their rights are 

violated. However, interestingly, the data for disputed claims remains one of the most obscure 

transparency categories in transparency reports. Twitter discloses the number of disputed claims since 

its first report. Although Tumblr starts to reveal data for disputed claims in 2015, it abandoned this 

practice after three years, and now only reveals absolute numbers of disputed claims that resulted in 

favor of users. This does not allow us to understand the overall number of disputed copyright notices 

and the share of those disputes with a favorable result for the user. YouTube revealed data for the 

disputed claims only in 2021. The other platforms do not reveal any data for the number of disputed 

claims. Unlike invalid requests, disputed claims reflect the conflict between not only copyright owners 

and users, but also users and platforms. Hence, it seems quite interesting that Facebook, Instagram 

and TikTok do not reveal such data at all, and Tumblr changed reporting to decisively less relevant 

data point on this matter. 

Figure 12: Comparative chronological inclusion of data on disputed copyright claims in 

platform reporting 
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Last but not least, transparency concerning the number of removals based on government requests or 

injunctions by courts is also a noteworthy category. Strikingly, Facebook started to disclose much 

earlier than many other platforms in our sample when it began to do so in 2013, still one year later 

than Twitter. In 2015, Tumblr started to share the number of content removals due to government 

demands. However, this practice only lasted for two years. From 2017 to 2020, it did not publish such 

data, publishing the data again in 2021. Instagram shares data on this matter since 2017. TikTok, 

Pornhub, and YouTube made such data available in their first transparency reports in 2019, 2020 and 

2021 respectively.  

Figure 13: Comparative chronological inclusion of state-requested removal data in platform 

reporting 

 

RESULTS: SUBSTANTIAL ANALYSIS OF COPYRIGHT CONTENT MODERATION 

After review the kind of data shared by platforms in transparency reports, we now turn to the actual 

numbers in the reporting with a focus on copyright content moderation. This will provide us with a 
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quite comprehensive picture of copyright-based moderation practices, comparing several platforms 

across the several dimensions of content moderation – but also helps to understand the opportunities 

and limits of transparency reporting as a means to understanding content moderation.  

CHRONOLOGICAL OVERVIEW ON COPYRIGHT CONTENT MODERATION NUMBERS 

We start by giving a descriptive chronological overview of content removal due to copyright 

demands. Twitter is the only platform in our sample providing numbers for 2012-14, and Tumblr is 

joining in 2015 (cf. Table 3). As mentioned above, there is no data for the policy-enforcement based 

content moderation for Tumblr at all and for Twitter until 2018, therefore such data is lacking in this 

table. 

 

 
2012 2013 2014 2015 2016 

 
Twitter Twitter Twitter Twitter Tumblr Twitter Tumblr 

Copyright Removal 13,079 54,759 96,229 146,849 362,242 290,771 284,863 

Copyright Reports 6,646 12,433 25,847 33,733 25,882 59,371 23,626 

Removal Rate 46 61 69 70 84 70 84 

Disputed Claims 5* 16 31 148 115 516 205 

Disputes resulted in favor of 

Uploaders 

100 100 96 100 40 100 70 

Disputes resulted in favor of 

Reporters 

0 0 4 0 60 0 30 

Legal Requests Removal 44 264 2,233 5,707 103 3,712 255 

*: The data is only for the second half of the year. 

Table 3: Twitter’s and Tumblr’s content moderation data for 2012 - 2016. 
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For 2012, the scale of moderation due to copyright notices and juridical demands the former is clearly 

more significant quantitatively. And in 2013, possibly because of the rising popularity of the platform, 

Twitter was subject to a significant increase both for the number of copyright notices and the amount 

of removed content. Unsurprisingly, legal demands were increasing in hand with the platform’s 

popularity. Yet, the rate for the number of disputed claims resulting in favor of uploaders remained 

the same. Also, in 2013 Facebook reported the content removal data caused by legal demands for the 

second half of the year which was 7,371. In 2014, numbers almost doubled. And in the same year, one 

and only disputed claim resulted in favor of reporter has occurred. And Facebook removed 18,481 

content due to legal demands. 

In 2015, Tumblr joined in disclosing data. The numbers for Twitter kept increasing and the number of 

removed contents whereas the removal rate did not show any significant change. On the other hand, 

at Tumblr the number of content removals due to copyright was even greater than the twice the size 

of Twitter’s despite the lower number of notices. And, unlike Twitter, there was no advantage for 

uploaders in the case of disputes. Yet the number of government-censored contents was drastically 

lower than the copyright censored contents consistently over the years, just like Twitter. Also, in 2015 

Facebook reported 76,395 removed content because of the legal demands. 

In 2016, after four years of transparency data reporting, the number of removed contents due to 

government demands decreased for the first time, on Twitter. Tumblr’s data shows the opposite 

pattern. The government demands caused 255 content removals, almost 2.5-times greater than the 

previous year. Facebook, with a significant decrease, removed 16,610 pieces of content due to 

jurisdictional requests in 2016.  

2017 represents the first year for which Facebook and Instagram disclose copyright removal data (cf. 

Table 4). There is no disclosed data for the number of disputed claims but the number for platform 

guideline-based removals of content amounted to more than 1.4 million items - for the final quarter 

of 2017 only. In 2017, Tumblr did not disclose any data regarding judicial and government demands 

for post removal. Data about Youtube’s guideline enforcement for the final quarter of 2017 can be 

reached through Google’s transparency center. Data shows that 7,762,431 videos were removed 

because they were contradicting the platform’s terms and policies. 

 
Facebook Instagram Twitter Tumblr 
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Copyright Removal 3,7 M 805,065 441,702 201,510 

Copyright Reports 479,329 189,077 87,828 20,053 

Removal Rate 68.1*! 67.6*! 78 86 

Disputed Claims   924 104 

Disputes resulted in favor of Uploaders   100 97 

Disputes resulted in favor of Reporters   0 3 

Legal Requests Removal 42,330 
 

2,784  

*!: Facebook’s reported removal rate. 

Table 4: Facebook, Instagram, Tumblr and Twitter’s transparency data for 2017. 

In 2018, there was a considerable setback in reporting numbers on content governance (cf. Table 5). 

Alas, Tumblr stopped disclosing the numbers of disputed claims in 2018 after it had done that for 3 

years. 2018 was also the only year in which Instagram shared data for the legal requests causing 

content removal, albeit only for the second half of the year. Twitter disclosed the data for the 

platform’s content removal due to its policies for the first time, yet only for the second  half of the 

year. Lastly, according to Google’s data, Youtube removed 32,923,038 videos because they did not 

suit the platform’s rules. 

 

 
Facebook Instagram Twitter Tumblr 

Copyright Removal 3,7 M 2,8 M 734,573 222,084 

Copyright Reports 664,311 501,743 111,149 20,873 

Removal Rate 73.6*! 71.4*! 66 93 
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Disputed Claims   2,214 27 

Disputes resulted in favor of Uploaders   100  

Disputes resulted in favor of Reporters   0  

Guideline Enforcement Removal 8,5 M  1,2 M*  

Legal Requests Removal 49,500 1,800* 5,307  

*!: Facebook’s reported removal rate. 

*: only for the second half of the year 

Table 5: Facebook, Instagram, Tumblr and Twitter’s transparency data for 2018. 

2019 was a year in which on the Meta side, there was not a significant increase in copyright removals 

(cf. Table 6). Also, Youtube removed 31,935,763 videos, slightly less than 2018. A fortunate point for 

the sake of transparency is that both Facebook and Instagram began to calculate the removal rate 

upon the exact number of reported contents rather than taking even the reports which caused partial 

actions as valid ones. Also, 2019 is the year when Instagram began to reveal the numbers for content 

removal due to guideline enforcement, besides being the first year for Twitter’s first report on the 

same case for the complete year. In 2019, TikTok also reported transparency data for the first time. 

(cf. Table 6).  

 

 
Facebook Instagram Twitter TikTok Tumblr 

Copyright Removal 3,6 M 2,7 M 1,3 M  92,599 

Copyright Reports 752,358 392,901 229,709 4,683 7,775 

Removal Rate 76.5 76.2 47 84 88 

Disputed Claims   10,463  15 
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Disputes resulted in favor of Uploaders   100   

Disputes resulted in favor of Reporters   0   

Guideline Enforcement Removal 15,6 B 20,2 M 4,7 M 49,2 M*  

Legal Requests Removal 32,400 1,186 5,726 53  

*: Only for the second half of the year 

Table 6: Facebook, Instagram, Tumblr, TikTok and Twitter’s transparency data for 2019. 

In 2020, a general increase in copyright-related numbers is observed (cf. Table 7). Although Instagram 

close to being identical to 2019, Facebook and Twitter showed a significant increase in these terms 

while Tumblr repeated the significant decrease in 2020. In terms of guideline enforcement, Facebook 

and Instagram showed the opposite patterns while Facebook removed almost 1/3 less than the 

previous year, and Instagram removed almost five times greater than 2019. In 2020, presumably due 

to its increased popularity, legal requests caused 15,763 content removal at TikTok while it was only 

53 in 2019. A significant increase can be observed on Instagram too, as it removed 17,200 contents, 

almost 17 times greater than the previous year. And 34,707,336 videos were removed by Youtube in 

2020 due to guideline enforcement. Also, Pornhub published its first transparency report in 2020.  

 

 
Facebook Instagram Twitter Pornhub TikTok Tumblr 

Copyright Removal 5,3 M 2,7 M 4,4 M 650,862  45,656 

Copyright Reports 1 M 501,748 283,205  51,547 6,700 

Removal Rate 83.9 88.5 57  48 77 

Disputed Claims   6,477   14 

Disputes resulted in favor of 

Uploaders 

  100    
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Disputes resulted in favor of 

Reporters 

  0    

Guideline Enforcement Removal 11,1 B 97,8 M 6,3 M 653,465 193,6 M  

Legal Requests Removal 47,500 17,200 5,688 1,081 15,673  

Table 7: Facebook, Instagram, Tumblr, TikTok, Pornhub and Twitter’s transparency data for 2020. 

2021 can be considered as the most suggestive year not only because it is the most recent one, but 

also due to the inclusion of the most platforms and criteria. We present the numbers of platforms in 

our sample at the Table 8. 

 

 
Facebook Instagram Twitter Youtube Pornhub Tiktok Tumblr 

Copyright Removal 5,7 M 3,4 M 2,5 M 1,5 B 8,547*  49,545 

Copyright Reports 1,6 M 709,651 318,653 1,5 M 6,585 139,607 7,581 

Removal Rate 81.6 88.4 32.3 99.7  49 88 

Disputed Claims   20,057 7,5 M   16 

Disputes resulted in favor of 

Uploaders 

  100 61.2    

Disputes resulted in favor of 

Reporters 

  0 38.8    

Guideline Enforcement Removal 10,7 B 162,2 M 11 M 25,8 M 245865 320,7 M  

Legal Requests Removal 123,100 14,600 15,135 528,025 388 23,033 9,201 

 

*: Pornhub does not publish the number of videos reported, but the number of reports which one 
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may contain claims for several videos. Therefore, the removed content number is higher than the 

report and it is impossible to calculate the removal rate in percentage. 

Table 8: Platforms’ transparency numbers for 2021. 

 

COMPARATIVE ANALYSIS OF COPYRIGHT CONTENT MODERATION NUMBERS  

Next, we analyse the data described above across the platforms under study and years for a selected 

set of categories. Figure 14 shows the amount of content removed for copyright reasons. Over the 

years, it is possible to observe a general increase in the amount of removed content overall on the 

social media platforms, driven by the growth of the user base and impact of Facebook, Instagram and 

Twitter, specifically.  

Figure 14: Amount of content removed due to copyright claims per platform 

 

 

A similar pattern can also be observed concerning the number of copyright notices reported to the 

platforms. Except for Tumblr, almost every year platforms receive more such takedown notices 

compared to the previous year. For Twitter the increase is relatively mild whereas for Instagram, 

numbers increase significantly. As can be seen in Figure 15, there has been a considerable acceleration 

in the number of notices received by Facebook, particularly: from 2019 to 2021, the number of notices 

has almost doubled.  
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Figure 15: Number of takedown notices received per platform 

 

With regard to the removal rate, though, there are interesting and far more complex trends. Twitter, 

displays a remarkable downturn starting in 2017 after consistent increase, pointing at some structural 

change, either in the nature and merit of the takedown notices or in the (political) attitudes toward 

these notices and to the platform’s users. A similar decrease is also visible for TikTok. In 2019, the first 

time TikTok revealed numbers for its removal rate, it was around 80 percent, while the next year it 

decreased to around 40 percent, staying steady in 2021, too. For Facebook and Instagram, a general 

increase is significant. As seen in Figure 16, no particular time period was subject to an overall increase 

or decrease, so there does not seem to be a common force to affect removal rates or a sense of 

convergence of copyright moderation practices across platforms. YouTube published a transparency 

report only for 2021, so it does not allow for an over-time comparison yet; the existing data point 

indicates a far greater removal rate than other platforms. 

Figure 16: Removal rate for copyright-based moderation per platform 
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Data for disputed claims is one of the least disclosed data by the platforms. Only Twitter reveals the 

numbers consistently since 2012. In Figure 17, a remarkable increase is visible: 2019 was subject to a 

significantly higher number of disputed claims. Although there is a decrease in 2020 compared to 

2019, the number of claims significantly increased as it almost doubled the number of 2019 in 2021. 

Figure 17: Number of disputes about copyright-based moderation, data for Twitter 
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The share of disputed claims resulting in favor of uploaders is surprisingly high and consistent for 

Twitter. Except for 2014, in which one case resulted in favor of the reporter, uploaders were found to 

be right in all claims every year. A sharply increasing trend is visible with Tumblr. From 2015 to 2017, 

the rate more than doubled, increasing from 40 percent to over 90 percent. However, it is not possible 

to track the trend ever since, because Tumblr is not transparent about disputed claims since 2017. 

YouTube declared the rate as 60 percent in its transparency report in 2021. 

Figure 18: Share of disputes resolved in favor of uploaders per platform 

 

 

What are the most-important reasons for a platform to remove content? Looking at Twitter as an 

example - since it reports data for the longest period of time and most consistently, we can observe 

that content removal has generally increased in recent years (see Figure 19). We can also see that the 

majority of deletions occurred due to guideline enforcement, followed by copyright-related reasons. 

Demands by governments and courts play a smaller role, at least in terms of overall numbers (not 

necessarily in terms of political importance).  

Figure 19: Reasons for content removal, data for Twitter 
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*: Data for guideline enforcement in 2018 was only for the second half of the year. To create the 

consistency in the graph, the number was doubled as a representative figure of 2018. 

 

DISCUSSION AND CONCLUSION 

In this paper, we examined two different questions: How do large social media platforms practice 

transparency reporting? And, secondly, what does the reporting reveal about the scale and nature of 

copyright-related moderation of these platforms?  
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With regard to the first part, in which we analyze which transparency categories can be found in the 

transparency reports and transparency centers, and to what extent seven large social media platforms 

report in these categories, we argue that a significant trend toward convergence can be observed. 

Over the years, transparency reports have added additional categories for reporting - most recently 

data about algorithmic tools deployed and about investments aimed to improve these tools. But it 

also seems as if a regulatory competition between platforms is in full swing. We observe a strong 

tendency toward converging transparency reporting practices in the field of content moderation and 

we suggest that platforms - through extended reporting - try to outcompete each other for positive 

attention from important social and political stakeholders. They by no means react to the same 

political and judicial pressures that have increased in recent years. But they also, no doubt, observe 

the practices of their competitors in order to match increased transparency. From these results the 

race for more comprehensive transparency reporting as we have seen it when examining the reports 

of different platforms over time. Interestingly, it appears that - while no doubt imperfect in its 

transparency reporting - Twitter is the innovator the competitors follow, to not be left behind.  

In the field of copyright-based content moderation, which we investigated based on substantive 

reporting data from the same seven social media platforms, we find that notable divergences 

characterize the developments in recent years. Rather than mirroring the trend toward convergence 

seen in the first part of the analysis, here platform practices of reacting to takedown notices became 

entrenched or changed in idiosyncratic ways that no common practice can be identified. Perhaps, 

because copyright has been a highly political topic since the start of the digital revolution, platforms 

find their own ideological niche that is expressed by the degree to which they aim to empower users 

(vis-a-vis alleged copyright holders) or protect the intellectual rights of creators (or how they balance 

the two). Internal mechanisms of content moderation, management processes and ideology might all 

contribute to diverging outcomes for copyright holders and those who upload content. Platforms can 

stand at the side of uploaders (like in the case of Twitter) or they can have a less protective stance 

(such as the one data point we know from YouTube or Tumblr in 2015 and 2016. A low removal rate 

might also mean that a variety of actors use takedown notices and their chilling effects to pursue 

economic or political interests (Seltzer, 2010).  

Any transparency reporting, and this report subsequently, have a number of important limitations 

that potentially jeopardize platforms’ perceived accountability and positive effects of the reporting on 

their legitimacy in the eyes of external stakeholders. First of all, “aggregated data in transparency 

reports only shows the platforms’ own assessments, and not the merits of the underlying cases (and) 
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researchers cannot evaluate the accuracy of takedown decisions or spot any trends of inconsistent 

enforcement” (Keller & Leerssen, 2020, p. 228). Additional limitations of transparency reports in their 

current form are that they largely focus on the removal of content (and accounts) rather than other 

(often called “softer”) forms of moderation. More recently, practices described as “shadow banning” 

have taken hold on platforms; users’ content is not outright deleted but instead merely not shown to 

wider audiences, effectively stymying free expression (Savolainen, 2022). Due to the lack of notice of 

users and their resulting inability to dispute such a moderation measure, shadow banning or the 

related downranking of content are controversial issues. Even the extent of such “softer” practices is 

still relatively opaque as “platforms like Instagram, Twitter and TikTok vehemently deny the existence 

of the practice” (Savolainen, 2022, p. 1092). Shadow banning is likely less relevant for copyright-based 

moderation, since there are more categorical issues when intellectual property is being reproduced 

without permission. In general, the lack of information on how moderation algorithms work is a 

shortcoming for platform transparency; platforms often engage in “black box gaslighting” to deflect 

critique (Cotter, 2021). All in all, there is still room for improvement of platform transparency 

practices, as there is for their moderation practices. 
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Abstract 
This article presents the results of measuring possible over-blocking and changes in diversity of 

cultural products supply on YouTube in the EU member states.   We used a comparison of the 

YouTube mapping by Reider et al (2020) and the current platforms’ snapshot of selected channels 

and videos collected in 2022 to answer the research questions.  We assessed how the increased 

automated copyright moderation related to the Copyright in the Digital Single Market (CDSM) 

Directive (2019/790) passed in the EU might have influenced content removal.  We also studied 

diversity of cultural supply according to Stirling’s model of diversity using dual-concept diversity 

index (McDonald & Dimmic, 2003).  To our knowledge, this is the first attempt to measure 

changes that were predicted to happen in cultural diversity supply on YouTube after the new 

rules on copyright came into force in the EU. Over-blocking and possible impact on cultural 

diversity are notoriously difficult to study and we hope that this research would lay down some 

ground for further explorations.  

Introduction 
Spring of 2019 saw thousands of people marching through the capitals of EU countries (Martin, 

March 2rd, 2019) protesting the future EU Copyright directive which would have made social 

media platforms liable for user-generated content. Critics were concerned that when forced to 

automatically filter and remove content, social media platforms would be characterized by less 
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diversity and more censorship of users (DW, February 14th 2019). The regulation “would mandate 

Internet platforms to embed an automated infrastructure for monitoring and censorship deep 

into their network”, as prominent Internet founding figures and spokesmen said in their open 

letter (EFF, December 6th 2018).   

The move to pass the European Copyright in the Digital Single Market (CDSM) Directive 

(2019/790) has been happening while social media platforms had clearly become key players in 

contemporary societies (van Dijk, 2013), and AI technologies are increasingly presented as 

solutions to the major societal problems (Katzenbach, 2021). Under increasing public and political 

pressure, social media platforms have massively increased their efforts to monitor and moderate 

content on their sites. Platforms have invested strongly in both quickly growing their teams of 

content moderators (Roberts, 2019) as well as in algorithmic systems to automatically govern 

contested content (Gorwa et al., 2020),   

The CSDM Directive now is highly relevant for the future role of platforms as intermediaries and 

their impact on cultural diversity and access to culture. The directive distinctly raises the level of 

platforms’ liability for the content that they host in cases of copyright infringement. For large 

platforms now “automated content filtering is required to comply with the best efforts 

obligations in Article 17(4) CDSMD” (Quintais, April 26, 2022).  Critics’ concern of mandatory 

upload filters and potential structural overblocking thus seems to be real.  YouTube’s latest 

Transparency Reportin December 2021 seems to confirm this prospect: The aggregated data 

show thatin the first half of 2021 YouTube needed to roll back over 2.2 million content take-

downs based on users’ disputes and appeals(The YouTube Team, December 6th, 2021). Thus, 

YouTube’s automated regulatory Content ID system has generated at least 2.2 million unjustified 

copyright actions against its users on behalf of rightsholders. (Keller, 2021). Yet, possibly the 

number of unnoticed take-downs that are unqueally unjustified is even much higher. The issue 

of private platforms algorithmic moderation systems remains opaque if not completely 

untransparent, often compared to a “black box” (Perel & Elkin-Koren, 2017). This opacity is 

multiple, not only technical in nature, as Gray & Suzor (2020, p. 7) note importantly, but includes 

institutional and legal issues. This exacerbates the lack of accountability of intermediaries, and 
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concerns that they fail to respect fundamental rights compared to in cases where the judiciary 

would be involved in the decision-making process.” (Jaques, 2018, p.2) 

The European Copyright in the Digital Single Market (CDSM) Directive (2019/790) has been 

adapted and came into force in June 2019. Countries have had two years to implement the CDSM 

into national law but almost one year after the deadline, on May 19th, 2022, the EU Commission 

sent out a press-release saying that Belgium, Bulgaria, Cyprus Denmark, Greece, France, Latvia, 

Poland, Portugal, Slovenia, Slovakia, Finland and Sweden have not yet notified the Commission 

on changes to national law (Press Release, EU Commission, May 19th 2022).  

Against this background, this empirical study investigates the changes and influences in access 

and cultural diversity on social media and streaming platforms, specifically YouTube, in the 

context of the CDSM Directive and its implementation in the countries of the European Union.  

The Research Questions this study is addressing are:  

1. What is the scope of automated blocking and moderation of social media content in the 

EU with regard to copyright? How much content is being blocked and moderated? How 

does this change over time ? 

2. What are the characteristics of content that is being blocked and moderated? Are there 

structural differences, e.g. with regard to categories? 

3. How do changes (or continuities) in automated copyright content moderation relate to 

the national implementation(s) of Article 17 of the CDSM Directive? 

4. Does (the increasing usage of) automated content moderation lead to a decrease of the 

diversity of content supplied on the YouTube in the EU (as predicted by critics of Article 

17 CDSM Directive)?   

The paper is structured as follows. In the next section we overview previous research on cultural 

diversity within cultural production, issues of copyright moderation, over-blocking and access in 

connection to social media platforms, specifically YouTube.  Methodology and results section 

describes our YouTube data collection strategy, methodology, and presents our findings.  The 

first part presents general findings on the copyright takedowns on YouTube in the EU after 2019.  
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The second part measures the platforms’ diversity index in the four countries of the EU in 2022 

and compares it with the data from 2019 to see if there were any changes in content supply 

diversity during that time and whether is varies by the countries in the sample.   The discussion 

and conclusion part elaborates on the results and introduces the debate whether public policy 

regulations, in the case of European Copyright in the Digital Single Market (CDSM) Directive 

(2019/790), among other factors, could have a negative impact on cultural diversity in social 

media and streaming platforms as suppliers of cultural goods. We conclude by pointing out 

limitations of this research and possible directions for further studies.  

Cultural diversity in cultural production research 
We situate our research on potential effects of platform regulation and automated content 

moderation in the concept of cultural diversity. The concept is very complex and broad, and 

media studies applies it to both source diversity as well as content diversity (Voakes et al., 1996; 

Deacon et al., 2021). Given the policy interest of our study, the UNESCO definition of cultural 

diversity offers an instructive starting point. The concept of cultural diversity as a cornerstone for 

policy  developments in cultural field and international negotiations around it, was developed 

within the UNESCO Universal Declaration on Cultural Diversity (2001) and adopted with the 

approval of the UNESCO Convention on the Protection and Promotion of the Diversity of Cultural 

Expressions (2005).  Article 8 of the Declaration states, “Cultural goods and services are 

commodities of a unique kind… particular attention must be paid to the diversity of supply of 

creative work”.  In line with this definition, we are focusing on the question of diversity of supply 

of creative work on social media platforms, taking YouTube as a case study. We further 

investigate if the diversity supplied on YouTube corresponds to the diversity consumed (Moreau 

& Petlier, 2004) and how they interact with each other on the biggest video sharing platform in 

four selected countries of the EU.  

Previously, diversity in supply of creative work in providing cultural goods and services has been 

the focus of media economics studies, sociology and communication sciences. Cultural diversity 

in the movie industry (Moreau & Peltier, 2004; Lévy-Hartmann, 2011), TV networks Hellman, 

2001; McDonnald & Lynn, 2004), recording companies (Ranaivoson, 2010), publishing 
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(Benhamou and Peltier, 2007), and broadcasting (Farchy and Ranaivoson, 2011) were 

investigated before. Recent studies of platforms which explored exposure diversity in terms of 

algorithmic news curation (Woisjezak et al, 2021; Jungers & Starrk, 2022) is one example of the 

relatively new field of studying platforms as intermediates.  

While studying cultural diversity in supply of cultural goods and services, researchers previously 

used the Stirling model of diversity (1999) which is derived from the models in economics, 

ecology and information theory, and consists of the measurement of three components: variety, 

balance, and disparity.    

According to the model, the greater variety, balance, and disparity, the greater is diversity. As 

Ranaivoson (2011) points out, in order to assess, for example, the diversity of the music industry 

(or any system), it must be first divided into different types of categories, such as for instance 

geographic origin, title or genre, etc.   

Other researchers highlight that it is not always possible to define such component as a disparity 

in cultural production. For example, Benhamou & Peltier (2007) state that the question of 

measuring disparity remains unanswered since it must rely on certain assumptions of a distance 

between for example one geographic origin and another or one movie genre to another. Thus, 

studies have been considered only two components of cultural diversity measurement, balance 

and variety (McDonnald & Lynn: 2004, Benhamou & Petlier: 2011). This corresponds to the 

conceptual paper of McDonald & Dimmic, 2003 who insist that in order to measure cultural 

diversity, at least two components need to be taken into account.  When all the three 

components are taken into account, it is always done at the expense of the huge assumptions 

(Ranaivoson, 2011), as in the cases of Benhamou and Peltier (2007) and Farchy and Ranaivoson 

(2011).  It is important to note that many papers consider the impact of policies and regulations 

on diversity (for example protectionists legislation for movie industry).  Jacques (et al, 2018) 

empirical research sought to assess the diversity in cultural expressions featured on YouTube 

prior to the adaptation of European Copyright in the Digital Single Market (CDSM) Directive. The 

study found that parodies were disproportionally removed by YouTube’s Content ID, but at the 

https://papers.ssrn.com/sol3/cf_dev/AbsByAuth.cfm?per_id=2638311


6 
 

same time videos from the US and the UK, which initially were over-represented in the sample, 

were more taken down, thus balancing the countries representation a bit.  

This study is using a methodological approach which allows international comparison of YouTube 

channels and videos by country. We apply the mentioned Stirling model of diversity to assess 

cultural diversity of YouTube channels in the four countries of the EU, using two components of 

the model: variety and balance, and track how it has changed in time from 2019 to 2022. To our 

knowledge, this is the first attempt to use this framework from media economics and sociology 

in platform studies while focusing on cultural goods supply.   

We also evaluate the impact of recent EU policy regulation, European Copyright in the Digital 

Single Market (CDSM) Directive (2019/790), on cultural production diversity within YouTube, 

tracing the videos blocked and deleted in the EU on YouTube (using a sample of videos).    This 

approach follows Jacques et al (2018) and Gray & Suzor (2020) studies. 

Mapping the YouTube and copyright moderation 
The large-scale study of channels on YouTube, was done by Rieder, Coromina, and Matamorez-

Fernandez in 2020.   This was the first, and due to further inaccessibility of platform’s data, 

perhaps the last large-scale description of the YouTube’s platform media system.  The mentioned 

research relied on a sample of channels of over 36M and explored the platform’s media system 

in three main directions:  stratification and hierarchization in broadly quantitative terms; channel 

categories, their relationships, and their proportions, and finally, channels according to country 

affiliation (Rieder et al, 2020).  Our research relies on the same method of channel sampling 

through network crawling as the one by Rieder et al, thus according to these authors, it differs 

from other YouTube studies which used individual users or issue samples. Due to YouTube’s API 

v.3 restrictions which appeared in 2021, we could not gather a comparable sample but by using 

the same method of network crawling, we ensured that our smaller sample was comparable to 

the previous study.   Other attempts of mapping YouTube, prior to Rieder et al, were also done 

by Burgess and Green (2009 and 2018, second edition), who described YouTube as one of the 

world’s most powerful digital platforms, which combines the logic of community and 

commerciality.  They used content analysis of the most popular YouTube videos for the first 
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edition, and elaborated through analyzing change in YouTube’s development historically, in the 

second.  YouTube’s core structure and network was also examined by Paolillo (2008) through 

tags attached to the published videos.  Bärtl(2018) attempted to present an overall 

characterization of YouTube over the course of the past 10 years, based on a random sample of 

channel and video data.  

Studies of copyright takedowns had previously been multidisciplinary, utilized a variety of 

methodologies and relied on data from different platforms.  Notice and takedown procedures as 

done by Google (Bar-Ziv & & Elkin-Koren,2017; Urbat et al: 2017); YouTube’s Content ID and 

takedown practices (Tushnet: 2014; Edwards, 2018; Erickson and Kretschmer, 2018), Amazon’s 

Kindle world (Tushnet: 2014). 

Perhaps the largest in terms of the data study of YouTube, aimed at understanding copyright 

moderation by the platform, has been done recently by Gray and Suzor (2020). They were able 

to use a random sample of the text metadata of 76.7 million YouTube videos that included 

information about whether and why each video was removed or blocked. Using this data set they 

applied machine learning to understand which videos were mostly taken down by the copyright 

moderation and why it might have been problematic for some content (the borderline between 

fair use and unfair use of copyright material being a very thin one in case of, for example, gaming 

videos or sports-related topics).   Due to latest restrictions of the access to data in YouTube’s API 

v.3, this study is impossible to repeat today. 

Methodology and Results 

Data collection 
In order to collect data on diversity of the creative goods supply in the EU, we built a Breadth 

depth first YouTube crawler in Python by Channels, country, number of subscribers, which works 

with YouTube API. Following the data collection methodology of Rieder et al (2020) but with  

more limited capacity due to reduced data access through YouTube API, we built a sample of 

channels in four EU countries: Germany, France, Ireland and Estonia.  Countries in the sample 

represent both large and smaller member states of the European Union, and their adaptation of 

European Copyright in the Digital Single Market (CDSM) Directive was different in time: while 
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Germany was the first country to implement it into the national law in August 2021, France had 

only done it in november 2021  Estonia was also rather late in implementation (December 2021), 

and Ireland, although implementing the Directive at the same time as France, has a common law 

system, which could also may show. The cut-off in the number of subscribers that we used was 

set at 1000, following both Rieder et al (2020) methodology as well as the logic that YouTube 

uses in monetization program for its creators: the borderline stands at 1000 subscribers. The 

crawlers’ principles of work are shown at the Graph 1: 

Graph 1: principles of crawling the YouTube for channels sampling 

 

 

Our first step in studying over-blocking, was to compare the data base of individual videos in the 

EU .  In order to compare the videos that had been blocked or deleted by the time period from 

June 2019 till June 2022, we gathered through YouTube API v.3 a 2.3 % sample of the metadata 

of the 4 000 000 data set of videos which were previously collected by the research team of 

Bernhard Rieder in 2019, or 94 000 videos meta data.   
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Methodology and results: blocked and deleted videos 
 As Gray and Suzor noted in their research, only approximately 1% of all videos uploaded are 

removed due to an apparent copyright violation (Gray & Suzor, 2020).  We have found that from 

2019 till 2022, in total 2733 videos were blocked in the 27 member states of the EU in our sample 

of 91 000 videos.  This number was surprisingly high: around 3% of all the content, while previous 

research indicated 1% (Gray & Suzor, 2020). 

 

Graph 2: Videos blocked in the 27 member states of the EU (comparison of 2019 and 2022 

samples) 

 

Looking at the channel categories for the videos blocked, we have noticed that once again, 

contrary to previous research, most of these videos were in the “News and politics” category.  

We manually investigated which channels did these videos belong to, and it turned out that most 

of the videos from “News and politics” category that were blocked, belonged to the two blocked 

channels: Russia Today France and Ruptly videos by Russia channels (another product of Russia 
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Today Channel).  Both were blocked by the YouTube after the EU suspended the TV channels 

broadcasting (March 2022) in lieu of the Russian invasion of Ukraine. While the finding might 

have been interesting for other research, these channels were outliners for our copyright 

moderation research questions.  Thus, we have decided to exclude them from our data set, and 

2513 videos belonging to these channels were excluded.  The number of videos blocked without 

the Russian YouTube channels, was 220 in this case, or 0.25% of the data set.   

Graph 3: Videos blocked in the 27 member states of the EU (comparison of 2019 and 2022 

samples), without videos from two Russian channels 

 

In order to understand the relative importance of categories as predictor of a video being 

blocked, we used Dominance-analysis approach for comparing predictors in multiple regression 

(Azen & Budescu, 2003). The determination of relative importance depends on how one defines 

importance; Budescu (1993) and Azen and Budescu (2003) proposed using dominance analysis 

(DA) because it invokes a general and intuitive definition of "relative importance" that is based 
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on the additional contribution of a predictor in all subset models. The purpose of determining 

predictor importance in the context of DA is not model selection but rather uncovering the 

individual contributions of the predictors. 

In case the target is a continuous variable, as in our case, the method determines the dominance 

of one predictor over another by comparing their incremental R-squared contribution across all 

subset models. The results of multimodal regression and dominance analysis done in Python 3.7 

package “dominance analysis”, are presented in Graph 4.  

Graph 4. Relative importance of categories as predictor of a video being blocked in the EU 

from 2019 till 2022 

 

Legend (in order descending in importance) Description 

Categoryid_1 Film & animation 
Categoryid_22 People and blogs 

Categoryid_25 News and politics 

Categoryid_10 Music 
Categoryid_20 Gaming 

Categoryid_27 Education 
Categoryid_26 How to & style 

Categoryid_24 Entertainment 
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Categoryid_17 Sports 
Categoryid_28 Science and technology 

Categoryid_19 Travel & events 

Categoryid_2 Autos & vehicles 

Categoryid_23 Comedy 

Categoryid_29 Non-profits & activism 
Categoryid_15 Pets 

 

We can conclude from the results of this analysis that the five most important predictors for 

videos being blocked in the EU from 2019 till 2022, were belonging to the categories Film & 

Animation, People & Blogs, News & Politics, Music & Gaming. Three of these predictors are 

consistent with previous research on copyright moderation on the YouTube (Gray & Suzor, 2020; 

Erickson and Kretschmer, 2018).  Thus, it makes it possible to suggest that these videos were 

blocked due to the copyright and belonging to these categories remains a strong predictor for 

being subjected to copyright moderation on the platform.  

Further analyses included comparing the sample of videos meta data (91 000) from two data sets 

from 2019 and 2022 and finding deleted videos.  Using R statistical programming language, we 

found that 6524 videos were deleted.  We could get this finding by comparing the data sets and 

seeing that the meta data on these videos, although present in the original data set of 2019, was 

no longer there in 2022.  Unfortunately, contrary to previous research (Gray & Suzor, 2020), 

YouTube API does not longer allow to gather meta data of deleted videos including the reason 

for deletion.  Thus, we had the meta data of deleted videos (from 2019) but could not collect the 

reason for videos’ deletion via API due to restrictions imposed by YouTube.   The only way to at 

least partially find out why the video was deleted, was to manually open the deleted videos pages 

(via video IDs) and read the reason that YouTube provides on these pages.  We found three types 

of reasons: account disactivated; video made private, and video unavailable.  We further 

manually identified unavailable videos – 459 - in a random sample of 1000 deleted videos, and 

once again ran Dominance-analysis approach for comparing predictors in multiple regression 

(Azen & Budescu, 2003) in Python 3.7. The results are presented in Graph 5. 

Graph 5. Relative importance of categories as predictor of a video being deleted in the EU 

from 2019 till 2022 



13 
 

 

Legend (in order descending in importance) Description 

Categoryid_24 Entertainment 

Categoryid_20 Gaming 
Categoryid_1 Film & animation 

Categoryid_22 People & blogs 
Categoryid_25 News & politics 

Categoryid_10 Music 

Categoryid_2 Autos & vehicles 
Categoryid_17 Sports 

Categoryid_27 Education 

Categoryid_26 How to & Style 

Categoryid_29 Nonprofits & activism 

Categoryid_28 Science & technology 
Categoryid_15 Pets & animals 

Categoryid_19 Travel & events 

Categoryid_23 Comedy 

 
As it is visible from the analysis, three out of five main predictors of video deletion on YouTube 

during the period 2019 – 2022 belonged to categories Entertainment, Gaming, and Film & 

animation. Once again, this is consistent with the previous research on copyright moderation on 

YouTube.  While copyright moderation may not be specific reason for unavailability of video, and 
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this data could only be obtained from the platform itself (which is currently not possible), we can 

see that some of these videos belong to the categories mostly deleted via copyright moderation 

according to previous research (Gray & Suzor, 2020).   

Applying the results to our overall sample, we can suggest that 3.6 % of videos were deleted on 

the YouTube (with a specific reason of video being ‘unavailable’, not ‘private’ or ‘account 

deleted’).  Summing this number with the videos blocked (0.25%), we can say that almost 3.8% 

of videos were deleted on YouTube in the EU member states between 2019 and 2022.  This is a 

much bigger number than the usual number for copyright moderation deletion (1% (Gray & 

Suzor, 2020)).  While we can not confirm they were deleted due to increased copyright 

moderation by YouTube only, this possibility exists and requires both further transparencies, as 

well as availability of data from the platform.  

Methodology and results: impact on cultural diversity of channels in four EU countries 
Our sample of channels, gathered in 2022, equals to at least 5% of channels with 1000 and more 

subscribers that was shared with us by the research team of Bernhard Rieder. It consists of 

channels in Germany, France, Ireland and Estonia, gathered by the team of Reider et el in 2019 

and filtered by country and the number of subscribers.  Unfortunately, YouTube quota for 

retrieving data though API is five million of times less in 2022 than in 2019 (10 000 requests versus 

50 000 000 requests per day), thus we were able to compare samples rather than the full data 

sets from 2019 and 2022.  The number of channels from each country are presented in the Table 

1.  

Table 1: number of YouTube in the data set, by country 

Country Number of channels 

Germany 1555 

France 1555 

Ireland 335 

Estonia 224 
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In this section we are assessing whether the diversity of cultural goods has changed in the four 

countries of the EU with different timeline of the Directive implementation and answer the 

Research Question 4: Does (the increasing usage of) automated content moderation lead to a 

decrease of the diversity of content supplied on the YouTube in the EU (as predicted by critics of 

Article 17 CDSM Directive)?   

We use Stirling model of diversity (Stirling, 2008) measures of cultural diversity, using two out of 

the three indicators: variety and balance.  In out data, variety is represented by the number of 

categories the YouTube channels of each country belong to, and balance is represented by a 

number of channels each of the categories has.  We identified categories according to the wiki 

page which YouTube assigns and creators use as their “primary” category of a channel (__).   

Our diversity index, counting both variety and balance, for each country and the years 2019 and 

2022, was the Hirschman-Herfindahl index [Σi (pi) 2 ], which is widely used in social science,  

economics and media studies (Moreau & Petler, 2004; ____) and takes into account two out of 

three indicators of the Stirling model.  While McDonald & Dimmic (2003) had doubts in using the 

Hirschman-Herfindahl index in studying diversity, research on film and TV networks shows that 

that the HHI is, “in reality, an indicator that simultaneously measures variety and balance” 

(Moreau & Petlier, 2004, p. 129), provided there is data on both (which is the case of this 

research).If there is no variety, but complete concentration into a single variant, the index is equal 

to one. Where there is more variety and more balance (distribution of channels by categories), 

the index is closer to zero. Alternatively, if whole percentages are used, the index ranges from 0 

to 10,000 "points". For example, an index of .25 is the same as 2,500 points.  We measured the 

index using R statistical language’s package “diverse”.  

As the first step, we counted all the categories present in each year sample by each country, and 

attributed all the channels to one primary category, using wiki pages definition of the primary 

category (as the channel’s owner chose it).  Further on, we discarded channels where this 

category was unavailable (NA) and counted the diversity index.   Finally, we compared the indexes 

between years and calculated the percentage of channels in top ten categories for each year and 

each of the four countries.  
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Diversity Index. Germany 
Germany was among the few Member States to have met the 7 June deadline of the Article 17 

CDSMD implementation: it entered into force on 1 August 2021 (Brieske & Peukert,2022).  

In Germany, 35 primary categories according to wiki pages were used for identifying channels in 

2019, and 39 were used in 2022.   

Table 1 

 Distribution of channels in YouTube  by category, Germany 2019 

Germany 0 - 1 0 – 10 000 

2019 HHI  0.09585823  HHI 958 

Action game 16.3 % 

Lifestyle  15.7 % 

Entertainment  13.4 % 

Hobby 11.1 % 

Gaming  6.3 % 

Hip hop music 4.7 % 

Sports  3.7 % 

Music  3.6 % 

Pop music 3.2 % 

Electronic music 3.1   % 

 

Table 2 

Distribution of channels in YouTube by category, Germany 2019 

Germany 0 - 1 0 – 10 000 

Categories 2022 HHI  0.1225402   HHI 1225 

Lifestyle (sociology) 30 % 

Entertainment 10.2 % 

Music 6.6 % 

Society 5.6 % 
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Hobby 5.5 % 

Technology 4.8 % 

Video_game_culture 4.7 % 

Hip_hop_music 4.5 % 

Physical_fitness 3.3 % 

Film 3.2 % 

 

 

The Herfindhal-Hirschmann index (HHI)HH  in Germany’s YouTube channels has increased from 

958 in 2019 to 1225 in 2022.  This means that there is less diversity in Germany’s YouTube 

channels production now than it had been then.  It increased by 225 points or 0.225, which is the 

second highest result in four countries of our sample  

Graph 6: most popular YouTube categories by subscribers, France, 2022 

 

YouTube channel categories by subscribers in Germany in 2022 

Categories Subscribers Channels 

Lifestyle 107677630 395 

Entertainment 57540502 135 
Music 54653556 87 
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Film 42252420 42 
Technology 30158572 63 

Hip-hop music 23919126 60 

Video game culture 23880500 62 

Society 19797120 74 

Hobby 9496260 73 
Physical fitness 6866540 44 

 

The most popular categories in Germany (those that had the greatest number of subscribers in 

our sample), were Lifestyle, Entertainment, Music, Film and Technology, which also looks 

different from Rieder et al (2020) findings where Technology did not make it into YouTube’s top 

five categories by subscribers.    

Diversity  index . France 
France has implemented the Directive on Copyright in the Digital Single Market ((EU) 2019/790) 

(CDSM Directive) on 24th   November 2021. 

In France, 36 primary categories according to wiki pages were used for identifying channels in 

2019, and 45 were used in 2022.   

Table 3: Distribution of channels in YouTube  by category, France 2019 

 YouTube channels France 2019 

  

France 0 - 1 0 – 10 000 

2019  HHI 0.09725204  HHI  975 

1) Action game 18.7 % 

2) Lifestyle 14.3 % 

3) Entertainment 14.2 % 

4) Gaming 8.8 % 

5) Hobby 8.0 % 

6) Hip-hop music 7.3 % 

7) Sports 5.2 % 
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8) Society 3.4 % 

9) Music 3.1 % 

10) Technology 3.1   % 

 

Table 4: Distribution of channels in YouTube  by category , France 2022 

YouTube channels France 2022 

  

France  0 - 1 0 – 10 000 

2022  HHI 0.1055009 HHI 1055 

1) Lifestyle 25.9 % 

2) Entertainment 11.2 % 

3) Knowledge 8.3 % 

4) Society 7 % 

5) Music 6.1 % 

6) Hobby 4.6 % 

7) Film 3.9 % 

8) Tourism 3.6 % 

9) Action adventure game 3.2 % 

10) Video game culture 2.9   % 

   

 

The diversity index in France’s YouTube channels has slightly increased from 2019 to 2022.  This 

means that there is less diversity in France’s YouTube channels production now than it had been 

then.  However, it only decreased by 80 points (0.008) which is the lowest result of the three 

countries where it had increased.   
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Most popular categories. France 
Contrary to previous research (Rieder et al: 2020; Paolillo, 2008; Paolillo, et al. , 2019; Bärtl , 

2018); in 2022 YouTube’s API v3 did not allow us to access channel categories (those of YouTube) 

but did allow to access “content description” which also had a primary definition of channel’s 

content on wiki page.  Thus, we analysed those categories and found differences with the 

previous analysis.  This graph represents the diversity consumed in France’s YouTube in 2022.  

Graph 6: most popular YouTube categories by subscribers, France, 2022 

 

The most popular categories in France (those that had the greatest number of subscribers in our 

sample), were Lifestyle, Entertainment, Music, Film and one of the gaming categories, Action-

adventure game.  Contrary to Rieder et al (2020), Society category was lagging behind these most 

popular ones (in terms of numbers of subscribers) but only marginally, while during the previous 

research society had not had many subscribers.  It is also possible that the wiki categories split 

overall Gaming category to sub-categories thus making gaming channels numbers look less 

prominent. For instance, there are two gaming-related channels in France’s sample: Action-

adventure game and Video game culture.  Both YouTube’s own categories (which are not 

available to be collected through YouTube API now) and wiki categories in channel’s 

‘descriptions’ are assigned automatically by the platform.   
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Table 5: YouTube channel categories by subscribers, France 2022 

YouTube channel categories by subscribers in France in 2022  

Categories Subscribers Channels 

Lifestyle_(sociology) 87332154 317 

Entertainment 52525122 137 
Music 37205191 73 

Film 27669678 47 

Action-
adventure_game 

21257835 39 

Society 20248181 85 
Knowledge 9023268 101 

Video_game_culture 10783255 35 
Hobby 7570111 56 

Tourism 350772 44 

 

Diversity Index. Ireland 
Ireland has become the seventh EU Member State to implement the Directive on Copyright in the Digital 

Single Market ((EU) 2019/790) (CDSM Directive) on 19 November 2021 

In Ireland, 33 primary categories were used for identifying channels through wiki pages in 2022 

and 27 categories were identified in 2019.   

Table 6: Distribution of channels in YouTube by category, Ireland 

YouTube channels Ireland 2022 

  

Ireland 0 - 1 0 – 10 000 

Categories 2022 HHI 0.08327914  HHI  832 

Lifestyle (sociology) 19.7 % 

Music 15.3 % 

Technology 5.6 % 

Entertainment 5.2 % 

Knowledge 4.8 % 

Pop_music 4.4 % 

Video_game_culture 4.4 % 

Film 3.6  



22 
 

Independent music 3.2 % 

Action game 2.8 % 

 

Table 7: Distribution of channels in YouTube  by category, Ireland 2019 

YouTube channels Ireland 2019 

  

Ireland 0 - 1 0 – 10 000 

Categories 2019 HHI 0.0984664  HHI  984 

Entertainment  16 % 

Lifestyle  12.4 % 

Action game 4.5 % 

Hobby 4.2 % 

Sports  3.9 % 

Gaming  3.6 % 

Music  3.6 % 

Pop music 2.9 % 

 

The Herfindhal-Hirschmann index (HHI)in Ireland’s YouTube channels has slightly decreased from 

984 in 2019 to 832 in 2022.  It equals a decrease in 152 points. It means that there is more cultural 

diversity in Ireland’s YouTube channels production now than it had been in 2019. This is the only 

country among our sample where the diversity supply has increased.   
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Graph 6: most popular YouTube categories by subscribers, Ireland, 2022 

 

Table 8: YouTube channel categories by subscribers  
  

YouTube channel categories by subscribers in Ireland in 2022 

Categories Subscribers Channels 
Action game 32747060 7 

Video game culture 10733910 11 
Music 7690270 38 

Lifestyle 6389240 49 

Knowledge 5214750 12 
Independent music 3599850 8 

Pop music 3565410 11 
Entertainment 1948700 13 

Film 1697680 9 

Technology 1023480 14 

 

The most popular category in Ireland was Action game, which is different from Germany and 

France.  The other four were Video game culture, Music, Lifestyle and Knowledge.  However, 

there were more Gaming categories (Video game culture) and music categories (Independent 

music, Pop music) that would make these two categories’ subscribers’ numbers even bigger.   
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Contrary tour findings for France and Germany, the ‘Film’ category was not featured that much 

among Irish channels according to the number of subscribers.  

Diversity Index. Estonia 
In Estonia, the act amending the Copyright Act to include the provisions of the DSM Directive 

signed into law on the 20th of December 20In Estonia, 29 primary categories were used for 

identifying channels through wiki pages in 2022, and 24 in 2019.  

Table 9. Distribution of channels in YouTube by category, Estonia, 2022 

YouTube channels Estonia 2022 

  

Estonia 0 - 1 0 – 10 000 

Categories 2022 HHI index 0.142095  HHI index 1420 

Lifestyle (sociology) 19.7 % 

Music 15.3 % 

Vehicle 5.6 % 

Technology 5.2 % 

Video game culture 4.8 % 

Pop_music 4.4 % 

Entertainment 4.4 % 

Electronic music 3.6  

Action adventure game 3.2 % 

Sports 2.8 % 

 

Table 10. Distribution of channels in YouTube  by category, Estonia 2019 

YouTube channels Estonia 2019 

  

Estonia 0 - 1 0 – 10 000 

Categories 2019 HHI 0.09612193   HHI 961 
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Action game 15.3 % 

Lifestyle  13.2 % 

Entertainment  11.2 % 

Gaming 8.3 % 

Hobby 7 % 

Pop music 5.4 % 

Hip hop music 3.7 % 

TV shows 3.3  

Technology 3.3 % 

Society 3.3 % 

 

The Herfindhal-Hirschmann index (HHI)in Estonia’s YouTube channels has increased from 2019 

to 2022. Its’ index had an increase of 459 points, which is the highest among the four countries 

sample.  This means that there is less cultural diversity in Estonia’s YouTube channels production 

now than it had been then.  

Graph 7: most popular YouTube categories by subscribers, Ireland, 2022 
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YouTube channel categories by subscribers in Estonia in 2022 
Categories Subscribers Channels 

Video game culture 3519340 9 

Vehicle 1229590 14 

Lifestyle (sociology) 870470 53 

Music 573200 27 
Technology 424950 12 

Entertainment 251190 6 

Electronic music 106560 5 

Action-adventure 
game 

106030 5 

Pop music 48990 6 

Sport 27110 3 

 

In Estonia, much like in Ireland, gaming category – Video game culture – was the leading category 

according to the number of subscribers.  The other top four were Lifestyle, Music, Vehicle (which 

has appeared for the first time among all four samples) and Technology. 

 As in previous YouTube studies, (Bartl, 2017) we have also found a mismatch of supply and 

demand on YouTube in two out of four countries. In contrast to gaming, categories such as 

“society” and “knowledge” are characterized by a high number of channels and small numbers 

of subscribers in Ireland and Estonia.  Thus we could say that the diversity consumed in Estonia 

and Ireland are similar and  lower that that of  Germany and France, which had a more normal 

distribution of channels and subscribers. 

Four countries in a sample comparison of diversity index 
According to the changes in Herfindhal-Hirschmann index (HHI) among the four countries in or 

sample, only Ireland had the diversity increased, France had it decrease very slightly, Germany 

more so, and Estonia the most.  See Graph 5 which depicts the difference in diversity of YouTube 

channels (cultural products supply) of 2019 and 2022 years among the four countries.  
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Graph 5: differences in diversity  2019 – 2022:  Ireland, France, Germany, Estonia 

 

 

Country  

Difference in Herfindhal-

Hirschmann index (HHI) index 

Estonia 0.04597307 

Germany 0.02668197 

France 0.00824886 

Ireland -0.01518726 

 

 

Discussion and conclusion 
 

One of the key observations presented in this research is the decline of diversity in the supply of 

cultural goods in YouTube during the recent years (2019 – 2022) in three out of four countries of 

the sample. In Estonia, the HHI index displayed the greatest change, and saw a decline of 459 
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points (out of 10 000) from the year 2019.  In Germany, the index decreasedby 266 points in 2022 

compared to 2019, in France by 82 points.  Only in Ireland we saw a slight increase of diversity in 

the supply of YouTube channels (by 151 points). These change do not correlate directly with the 

implementationof Article 17 of the CDSM Directive and its timing, so the  national legislation of 

the four countries under question seems to have had no influence onto the changes oberserved 

in diversity of YouTube channels. While Germany was the first to implement it, it was not 

Germany but Estonia, the last of the countries in question to implement the Directive, that saw 

the biggest decline in channels diversity. It also saw, along with Ireland, lower diversity 

consumed: i.e. more concentrated audience in few YouTube channel categories. Because the 

diversity of YouTube channels may be subject to a lot of variables, including not only policies such 

as the Article 17 CDSM implementation, but also YouTube’s algorithmic and content policies, 

further research and availability of data from the platform is needed to address this change. 

A second takeaway from this study and its comparison with the existing work is that there was 

an increase in blocked and deleted videos in all 27 countries of the European Union during the 

two years (2019 – 2022). Given the available data, it is hard to evaluate possible explanations for 

this raise, but the adaptation of the Article 17 of the CDSM might have played a role, either as a 

direct influence or even more convincing as an anticipation by the platform of more stricter 

regulation in the future. Running a dominance-analysis approach for comparing predictors of a 

video being blocked or deleted, we found that in both cases three of these predictors were 

consistent with previous research on copyright moderation on the YouTube (Gray & Suzor, 2020; 

Erickson and Kretschmer, 2018). These categories are film & animation, music, entertainment 

and gaming: all of these categories remain strong predictors for videos being blocked or deleted 

on the platform. We have also found that the scope of deleted and blocked videos has increased 

to 3.6% compared to previous studies which indicated 1% (Gray & Suzor: 2020). However, due to 

the new YouTube API restrictions on information concerning the reason for video removal, it is 

difficult to distinguish copyright and non-copyright related deletion.  

Some of the research limitations concern the timeline of the study: while the policy was adopted 

officially by the European union in June 2019, actual implementation of  Article 17 of the CDSM 

Directive is not yet fully in place in the countries under study, and it is possible that we could not 
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yet see its full-scale influence. Future and continuing research is needed to assess these 

questions, when the policy implementations become effectivevisible at full scale. It would also 

be of value to study and compare other platforms, either the largest platforms in the EU that are 

also subject to the stricter regulations of Art. 17 (e.g. Meta, TikTok) or smaller ones that cater to 

more niche audiences and that do not fall under Art. 17 obligations (e.g. Vimeo, Twitch). It will 

be interesting to see how these different types of platform develop in terms of their automated 

copyright moderation practices and its effect on cultural diversity once the CDSM Directive is 

fully implemented. Policy might actually have a performative effect here, in shaping platforms’ 

characteristics by obliging them to report and monitor content much more closely. Another 

limitation of the study is the nature of YouTube’s Content ID copyright moderation. It has been 

noted earlier that YouTube has had a robust and through system of copyright moderation for 

years (e.g. Venture, 2018).  Its Content ID system has already been criticized for over blocking, 

and it may be difficult to say which of the automated copyright moderation evidence that we 

have presented had been in place for years without the willingness of the platform to give access 

to this kind of data.  

The main takeaways from this research offer important implications both for research as well as 

for policymaker on platforms regulation.. Yet, current research options are highly limited and 

dependent on internal decisions of platforms.  The main obstacle to our study was the limited 

number of daily API requests that we could make, thus, even small sampling of YouTube videos 

and channels made the data collection tedious and time consuming.  In addition, the platform 

constantly changes its rules of  what kind of data can and cannot be accessed via its API.  Due to 

these arbitrary and opaque restrictions, researchers face uncertainty in what type of data they 

could and could not get, and it changes over time, so the previous research can not be continued 

and the new one has to start from scratch. As Jurgens & Stark highlight, “In addition to the 

theoretical challenges, the difficulty to empirically isolate individual curation mechanisms 

remains a frustratingly persistent problem. Without explicit assistance by platforms, researchers 

can only resort to creative designs make use of the occasional availability of insightful data” 

(Jurgens & Stark, p. 17).   
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Hence there is urgent t need for more robust rules on data access for researchers. Mandatory 

data access clauses such as those included in the German NetzDG, the German CDSM 

implementation as well as in the Digital Services Act pave an important avenue in this regard. Yet 

it remains to be seen how robust and effective these clauses are, since they demand highest 

levels of data security and infrastructure facilities on the side the researchers. Finding practical 

and fair solutions and best practices for data access that are not only accessible to researchers at 

elite and perfectly-equipped institutions is a key challenge for policy and research in the next few 

years. Only if we are successful with this, we can hope to fully understand the real costs and perils 

of platform governance and content moderation. 
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Abstract  
Artists who try to promote their cultural production on social media platforms today have to 

navigate the algorithmic environment which relates not only to the visibility and content 

distribution but also the increasing activity of algorithmic copyright moderation. Social media 

creators and users in the EU saw a rise in algorithmic copyright moderation when the Article 17th 

of CSDSMD was passed and came into force in the nation states (2021). The focus of this research 

is on creators’ understanding and experiences of copyright moderation in relation to their creative 

work and the labor of media production on social media platforms.  The study draws upon semi-

structured interviews with 14 artists from various EU countries.  The sample was drawn from 

those artists who participated in the survey on digitization and digital access to cultural content.  

We found that the anticipation of platform punishments directly influenced the cultural products 

that they produced. Indeed, most of them used self-censorship, avoidance and engaged in content 

adjustment in their creative work before posting it on social media platforms. The research draws 

on a multimodal framework to analyze the copyright governance of creative practices and 

products, focusing on regulative dimension (in our case – adaptation of the Article 17(4) CDSMD)), 

normative dimension (prevalent assumptions about legitimate and illegitimate behavior in a 

specific community) and the influence of technological affordances relevant to creative work. 

 



Introduction 
"YouTube and its users face an existential threat from the EU’s new copyright directive” was one 

of the dozens similarly apocalyptic headlines which appeared in the spring of  2019 in European 

and US media (Feiner, 2019, October 14th).  Indeed, worries about the Article 17 CDCS Directive 

implementation took a lot of people to the streets in Germany (Martin, 2019, March 2rd), 

bothered platforms to the point of saying they would ‘put up a fight’ (Feiner, 2019, October 14th) 

and created fears that the users would flee elsewhere (ibid).  The new directive, which in simple 

worlds made the tech giants such as YouTube and Meta liable for copyright infringement by their 

users (in the EU), had a lot of people worried that it would literally kill the diversity of users and 

contents.  

The step that was taken by the EU legislators has drastically changed the regulatory aspects of 

platform governance. In the previous years, the rhetoric used by platform stakeholders was one 

claiming that they are not media companies, thus allowing them to evade liability for user 

generated content (Gorwa, 2019) . This rhetoric was supported by regulation as well: since most 

of the social media platforms are private companies based in the US, they were regulated by § 

230 of the Communications Decency Act18 (CDA), which gives online intermediaries broad 

immunity (Klonick, 2018).  

In the EU, they were regulated under the “safe harbour” rules of the Directive on electronic 

commerce (E-Commerce Directive), thus were not liable for acts of their users committed 

through their services, in case they did not have knowledge about them (Geiger & Jütte, 2021). 

 In spite of this, social media platforms have created their own robust system of moderation prior 

to Article 17 implementation: YouTube alone has invested $100 plus million in its content filtering 

system since its inception with its Content ID, whose purpose is precisely to identify copyrighted 

content (YouTube: We’ve invested $100 million in Content ID and paid over $3 billion to 

rightsholders, 2018, November 7).  Meta’s Facebook was reported stating to the EU Commission 

that they believed there were two sets of laws: private law (Facebook community standards) and 

public law (legislations) (Politico, 2017).  



Thus, producers of cultural content on social media platforms today have to navigate  the 

algorithmic environment which relates not only to the visibility that its content creates (Bucher, 

2017; Bishop, 2019) and content distribution (Hallinan and Striphas, 2016; Wilson, 2017), but also 

the increasing activity of algorithmic copyright moderation (Gray & Suzor, 2020).  

This study investigates  algorithmic copyright moderation in post-Article 17th Directive 

environment through experiences of producers of cultural content on social media platforms in 

the EU Member States.   

One year into the Directive’s implementation, platforms did not see the mass exodus of users as 

of yet.  But what about the experiences of users themselves, especially those that create the 

valuable content of the platform economy?  Being regulated by platforms is not a new experience 

for them: YouTube itself has imposed various rules on monetization and content (Caplan & 

Gillespie, 2020); both YouTube and Meta had already had in place robust systems of automated 

copyright detection.  Now, it seems, that policymakers in the EU have added an additional layer 

to the surveillance of the creative work.  Indeed, how did the top-down approach to platform 

governance, efforts of the states to improve it for those creating the content (Cunningham and 

Craig (2019), has manifested itself in creators’ experiences?  

Creators on social media platforms have to constantly be involved in pursue of algorithmic 

visibility measured in ‘platformed indices’ of visibility (i.e. likes, views, shares) (Duffy & Meisner, 

2022; Bucher, 2017).  Platforms use ‘whims’ of content moderation, regulations set by platforms 

themselves (and those under government policy influence), evoking the threat of ‘invisibility’, 

and this was described before as being ‘dangerous’ for creators (Cunningham and Craig (2019))  

How much authenticity does this leave in the creative work?  Is it still the work that we would 

have seen without regulations (by platforms and of platforms) or is it something completely 

different? The focus of this article is thus on creators understanding and experiences of copyright 

moderation in relation to their creative work and the labor of media production on social media 

platforms.  To what extent does copyright moderation on the former influence the creations that 

are posted there?  What about the changes to one’s creative process? In order to answer these 

questions, the article uses creator’s experiences and descriptions of their interaction with 



copyright moderation and algorithms.  The goal is to provide a ground of understanding the 

changes and influences that automated copyright moderation brings to creative artistic work. 

“What may have begun as a “partner” revenue sharing arrangement, a bonus offered to already 

motivated and prolific creators, has in practice set the terms for the labor of media production 

at YouTube, imposing specific expectations for users who count on that revenue.” (Caplan, 2022, 

p. ).  Social media users that we discuss in this paper are also sometimes relying on platforms for 

their income; however, they are not producing media that would bring them revenue, but rather, 

use the platforms for promoting their creative work done elsewhere.  They are not the ones doing 

a career our of creating for social media, (with one exception) but they still engage in creative 

labor for these platforms (Duffy & Meisner, 2022) in order to promote the creative work they are 

doing outside (or inside) of them.  

Indeed, our definition of creators in this article is not as business entrepreneurs who receive 

some form of renumeration the major social media platforms (Cunnungham and Craig, 2019) but 

rather artists whose workload consists of marketing their creations on social media platforms, 

among other things that they do for living.   

In this article, we will examine the attitude of creators to the copyright landscape that they have 

to navigate on social media platforms. Our research question here is “How the automatic 

copyright moderation on social media platforms influences the creative work?”   

The present qualitative study aims to look at  the views of  content creators  and how the Article 

17 regulation have affected their production  in  the last two years.   

The study draws upon semi-structured interviews with 14 artists from various EU countries.  The 

sample was drawn from those artists who participated in the survey on digitization and digital 

access to cultural content, done by Proost & ____ (2022) in the context of a large EU-wide project 

The artists interviewed used a vide range of social media platforms: Instagram, Facebook, TikTok, 

YouTube, Behance, Etsy, LinkedIn, Vimeo, Pinterest and Dailymotion. For many interviewees, 

anticipation of platform punishments directly influenced the cultural products that they 

produced. Indeed, most of them used self-censorship, avoidance and  concerted efforts to 

circumvent algorithmic intervention. in their creative work before posting it on social media 



platforms. Our research has also confirmed previous findings on user folk theories regarding 

algorithms (De Vito et al., 2017) and algorithmic gossip, searching for the shared meaning of 

algorithmic moderation practices (Natale, 2019; Bishop, 2020).  We have found evidence of 

“exploitation, insecurity, and a culture of overwork” (Duffy & Meisner, p. 1) among those artists 

whose work and income relates to social media platforms but not depends on it fully.  

The research draws on a multimodal framework to analyze the copyright governance of creative 

practices and products, focusing on regulative dimension (in our case – adaptation of the Article 

17(4) CDSMD)), normative dimension (prevalent assumptions about legitimate and illegitimate 

behavior in a specific community) and the influence of technological affordances relevant to 

creative work. (Katzenbach, 2018). 

 

 

 

Literature review 

One of the main focuses of the research on platform governance of the later years has been on 

algorithmically driven decision-making mechanisms and how content creators perceive how 

algorithmic moderation affects their creative production  (e.g. see De Vito et al. (2017) on 

algorithmically-driven content curation and user resistance;  West (2018) on folk theories of 

content moderation; Savolainen (2021) on algorithmic folklore and shadow banning; Duffy & 

Meizer (2022) on algorithmic invisibility).   

The scholarship on ‘critical algorithm studies’ (Gillespie and Seaver, 2015) studied the major role 

that algorithmic decision-making has in shaping society and culture.   Critical assessment of the 

decision-making mechanisms in platform studies has shown that the process is not transparent 

and easily understood by creators or understood at all (Eslami et al. (2015), Gillespie, 2018; Poell 

et al., 2021).   

Bucher (2017) talks about affective dimensions of algorithm – of how it makes people feel, thus 

analysing algorithmic imaginaries.  In earlier research, she studied algorithmic ranking and 



visibility  on social media, with algorithm establishing a participatory norms through validation 

and punishment (Bucher, 2012). Influence of the platforms’ governance mechanisms on user 

behavior was further investigated by (Bucher and Helmond, 2018 and Weltevrede and Borra, 

2016).  

Other studies on algorithmic visibility (e.g. Bishop, 2019) highlighted algorithmic gossip as a way 

for the creators community engage with algorithms, and Abidin (2016) introduces a concept of 

“visibility labor” of Instagram creators.   Caplan & Boyd (2018) investigate institutional (media 

industry’s) dependency on algorithmic intermediaries. Willson (2017) and Hallinan and Striphas 

(2016) explore the place of algorithmic content distribution in contemporary ‘everyday’.  

More studies have been published recently which study the ways creators and influencers deal 

with the algorithmic systems of the platforms.  Caplan & Gillesebey (2019) examine how YouTube 

creators develop their own theories about demonetization of their content.  Bishop (2020) 

studies so-called YouTube “experts” who claim to help users “mitigate the risk of algorithmic 

invisibility”; Cotter (2021) conceptualizes ‘practical knowledge’ on algorithms through case study 

of a YouTube community’s practices.  The main concern of the study by Cunningham and Craig 

(2019) is that creators are not recognized as stakeholders in contemporary academic or policy 

debates on platform governance.  Duffy et al., 2021 map out methods of studying platformization 

of the cultural industries. “Algorithmic skills’ of enterpreners on platforms are discussed in the 

study by Klawitter and Hargittai, (2018). 

This study contributes to the field of platform governance studies and cultural products creation 

on social media platforms. Following the previous research, we are providing here an insight into 

how platforms’ treatment of users “can be understood within a framework of institutional 

power” (Duffy & Meisner, p. 17).  In our study we are considering how cultural production is 

changing in the eyes of artists who are simultaneously social media creators, influenced by 

governmentality and surveillance, thus adding to the fields of platform studies and the influence 

of automated algorithmic content moderation on copyright  on cultural production   

 



Methods  

 

The design of this survey was such that only those creators who agreed to be interviewed after a 

large-scale EU survey on artists experiences with digital sphere (Poort & Pervaist, 2022) took part 

in the research.  The present paper  focuses on a set of 14 semi-structured interviews conducted 

between May 2022 and July 2022 withntent creators We interviewed 14 creators from the 

following countries of the European Union: The Netherlands, Bulgaria, France, Romania, Croatia, 

Czech Republic, Portugal, Estonia and France. Most of them were visual artists (painters, 

animators, photographers, illustrators), and one of them had vlogging (on YouTube, educational 

art topics) as a full-time profession.  For others, the use of social media platforms, although 

associated with their creative work, was more used as a marketing and visibility tool.  

 This sub-set is derived from the set of participants of a large survey on creative practiced done 

by Poort & Pervaist, (2022), in the context of the EU in relation to digitization and digital access 

to cultural content, mainly done through a multilingual survey. 

A multimodal framework to analyze the copyright governance of creative practices and products 

(Katzenbach, 2018) was adopted in the thematic coding of all content.  We coded our data set in 

in an instrumental sense, namely to summarize, identify and organize themes in the corpus of 

interview transcripts according to the adapted framework. 

Interviews followed a semi-structured interview protocol; and lasted between 30 and 90 

minutes. Participants received a gift card ($50) in exchange for their time and insight, and 

interviews were conducted on Zoom. All the interviews were recorded after acquiring consent 

for this. After the completion of the interviews the audio was transcribed and edited for any 

discrepancies.  From the transcripts, the study’s authors developed the coding categories and 

applied focused codes to the dataset. Throughout the process, we followed a thematic analysis 

approach (Terry et al, 2017) 

 



Results & Discussion 

This study has found the following themes in creators experiences with authomated copyright 

governance on social media platforms.  First of all, there was no understanding of automatic 

copyright moderation among the artists, thus they used user folk theories regarding algorithms 

(De Vito et al., 2017) and algorithmic gossip, searching for the shared meaning of algorithmic 

moderation practices (Natale, 2019; Bishop, 2020).  Thus, there were problematic assumptions 

of content copyright moderation as the first theme.  The second theme relates to the cultural 

content they are producing and how they engage in self-censorship, avoidance and  concerted 

efforts to circumvent algorithmic intervention (Duffy & Meisner, 2022) in their creative work 

before posting it on social media platformsThe last themes were related to technological 

dimensions, and they showed that the copyright moderation is also a question of algorithmic 

gossip (Bishop, 2020), but in reality the creators did face more copyright moderation during the 

last two years than they did before, and they did not find the appeal process that platforms put 

in place either helpful or transparent. 

Normative dimension: problematic assumptions of content copyright moderation  

There is no understanding of the regulatory mechanisms which work on social media platforms 

among the creative content producers.  Assumptions on the ‘right’ and ‘wrong’ practices differ, 

and usually do not correspond to legal realities, thus questioning the ‘regulative dimension’ of 

the provision and enforcement of formal rules.  A tattoo artist from Croatia, who actively uses 

Instagram for her creative work, says:“I think every time an artist wants to show their work, if 

they put it online, it's the moment we put it online, it's we kind of lose a bit of it's not only ours 

anymore, it's if we want the world to see our work, then we have to accept that someone else 

might like it enough to steal it. And that's just the way it is. So, I don't think it can be fixed.”  

Another interviewee, a visual artist from Portugal, is unsure when the ‘laws’ changed. She, like 

many other interviewees, also confuses the rules and regulations that platforms set for their 

users with the legal obligations (laws): “Because the law, the laws regarding music, in YouTube 

videos and posts have changed in the last couple of years, or, like four years. And yes, like I said 

people were used to having like, no copyrights associate to videos. And then suddenly, like four 

years ago, three years ago, everything changed”. 



Consistent with previous studies on understanding the algorithms, creatives on social media 

platforms hey often gain knowledge on issues of copyright through ‘algorithmic gossip’ (Bishop, 

2019). “I don't know much actually. Like what I know. It's from like stories, like close stories, or 

even personal stories never like an actual study about it. And like an actual thing explaining is 

what and how we can do stuff.” Learning by mistakes is also the common practice: “I think it's, 

it's not that explained. For us. We just learn by mistakes for example, putting a song and then 

understanding that we can or we learn by what fellow colleagues tell us never like I never came 

across like an actual workshop or seminar, anything like that”, - adds another interviewee. 

Creative from Spain explains that he does not know anything but two aspects of automated 

platform moderation: “I don't think I'm aware of it.  The only thing that I know that it's that they 

don't allow like very explicit images like sexual very sexual images. And yeah, that's all know. And 

also copy. Coping someone's work. I'm not sure if because I see a lot of the time someone copying 

someone's work without permission before anyone notices actually and reports it. ”Bulgarian 

visual artist agrees with him: “Like, for example, not use other people's content in terms of music, 

and I don't know everything pictures without crediting them. And that's pretty much it.”They 

often feel that the lack of knowledge of automated algorithmic copyright moderation holds them 

back from doing other forms of creative work: “That's something I want to make more clear for 

myself. Because I want to have music for background for my stories, or that people use a lot of 

different music. And I always think that, how, like, is this allowed? Or how does it work?”, - says 

a visual artist from Estonia. A visual artist from Greece added:  “I don't have reels, for example 

because of the copyright laws, because the reels need music to be able to play. And sometimes I 

watch a video on mute, it's a very uncomfortable viewing of the feed. But it means a lot of work 

for me to figure out which one will go with which platform and which algorithm will suppress it, 

because it's copyright violated. So even if you have read the rules, it feels a bit like a guessing 

game. Yes, at the moment, with the laws in Greece.”This observation leads us to another theme 

that has been evident in the interviews.  Does regulatory dimension of platforms copyright rules 

and legal obligations together with technological dimension of copyright algorithmic moderation 

hold creators back from creating?  We have found out that it does. 



Technical dimension influencing normative: self-censorship, cultural content adjustment due to 

algorithmic copyright moderation 

We investigated the attitude to algorithmic content moderation in this study.  The findings were 

that creators, even if they themselves did not experience the moderation, are anticipating it and 

thus adjust the content beforehand. Bulgarian visual artist said: “the music I've had (to adjust) 

too, especially when we're like shooting from shows and we have music playing at the shows. I 

have to… either delete or distort the whole sound of the videos that I'm posting. Because I've 

heard people (having problems because of that). Well, it's not what I would wish to do since it is 

influencing the work. I don't know how to explain it well, it changes the content when you change 

the music. And I think I've done it once or twice with paintings, because they have been like, 

replicas are very close to somebody else's work. So I would change them a bit for social media.” 

Several other interviewees have talked about issues with the music that they have to “solve” 

before posting anything to social media“I wasn't used to it at first and then I had to adjust a few 

things around like for example, asking my friends that have bands or, or my boyfriend who is a 

composer to do like, his own thing, to send me his own music. So that I don't have any copyright 

issues”, - said a creator from Romania.  She added that she did not know how others were coping 

with this strain, as not many people have “boyfriends who write music”. A creator from France 

added that: “when I need to have like cover music, I post my own or like I post one without 

copyright claims. So I'm very careful about not having any (issues) with copyrights”.Some 

interviewees confessed to quitting posting certain products to platforms all together, since they 

were not sure about copyright moderation:“I stopped uploading videos on Facebook because I 

don't know how to make them interesting without all the filters and music and everything so I 

when I post video I always post it only on Instagram”. Instagram, they add, have a special “list” 

of music that one could use without the copyright claim, thus making it on the one hand easier 

for creators but on the other hand governing the creative process by assigning pre-approved 

music. “I think we had a Lip Sync Battle with gallery workers. And we sang a very popular song. 

And we uploaded it because it was like, a promo with gallery workers. And it's got taken down in 

matters of an hour, I think. Yes, it was Instagram”, - said a participant from Bulgaria.After this, 

she only used the “approved” music from the list. “I don't upload my own music. Yeah, I just use 



the music that is there, because it would take too much time. And I think if I upload my own 

music, they will recognize, and you will get an email that it's the copyright and a scam, or you 

know, they will delete it. Or unless you compose the music yourself, obviously, then you're good, 

but I'm not a musician.”, - said another interviewee.An artist from the Netherlands, who also uses 

the pre-approved music for ‘reels’ on Instagram, said that this influences his creative process in 

a direct way: “I think it's a collaboration, more than stealing someone's copy rights or something. 

Like for example, my art is many many times inspired by vintage or classical stuff. So, I use like 

music from the 1920s or 1930s. For example, last time, I drew a Marilyn Monroe, obviously, many 

artists do that. But you will put in that reel… you will put the song of Marilyn Monroe, right? To 

enchant it, to highlight it. And that's it.”In the next section, first of all, we discussed which cases 

of copyright moderation did the creators encounter.  Secondly, we were interested whether the 

instances of such moderation have increased in the last year.  And finally, it was important for us 

to find out what were the practices of platforms in terms of appealing content moderation based 

on copyright issues.  

Process: how platforms block and what types of creations they block 

Nine out of fourteen interview participants either had their creations taken down for copyright 

infringement or knew someone who had. One of the creators from the Netherlands 

remembered: “I remember once or twice using, pieces from movies to post on Instagram, like 

once, something from a generally good movie from the 60s. And strangely, it was blocked. And 

it's because within that movie there was a soundtrack is by The Rolling Stones, and I guess the 

algorithm works really well. Although it really not featuring anything related to the Rolling Stones. 

I tried several times to upload it. And it was immediately removed.” An illustrator from Portugal 

described similar situation with the colleague: “I had a colleague of mine who does posters for 

rock bands. And he uploaded a video from the drop of his most current poster, and on the video, 

music from the band was playing in the background. And not in the background of the music, like 

it wasn't edited in. It was from the video itself, like it was playing live where we shot it. And he 

got taken down, even though he works with the band.” 



Timing: did copyright moderation increase during the last year in the views of creators 

When asked directly, most of the participants did not think that moderation due to copyright 

issues increased during the last year. However, when they remembered instances of such 

moderation, often their cases were from not so distant past, such as “Last Christmas” (Lip Sync 

video, creator from Bulgaria), “last year” (reel, creator from Croatia), “during the past three or 

four years” (video, creator from Romania) .  Another detail is that some interviewees had their 

old videos or posts taken down not long ago: “I had a show reel from 2016. That then I had to 

change the music when that law started to be applied in YouTube.  They sent me something, but 

they blocked it.”Process: how complains and appeals work on social media platforms 

Our participants in general have found the appeal, report and complain processes on platforms 

not very helpful.  Sometimes they have to use network of friends and followers in order to solve 

the issue, so not directly complaining to a platform but using other mechanisms:“It was very 

difficult of a process to solve. I had a artists friend who was catfished. So someone created an 

account, sharing her work as if it was by them on Instagram. And then, she asked everyone to 

report it. And then we all (her friends and followers) reported and the account was taken 

out.”Others do not appeal at all:“I didn't appeal because I thought that it was in there, right. Like 

the song wasn't ours. And we were only lip syncing. So we weren't singing over it. Or we were 

only singing over, like some parts. So I thought that it's, you know, stupid, but fair, I guess”, - said 

a Bulgarian artist.  

Another artist from Croatia remembered how she had no idea of why her video was taken down 

so she had to use Google to find out what was happening since she never got any answers.  She 

did not appeal afterwards, too. “I was struggling with it for a few days before I realized what 

happened. It just saw my video was just taking down. And there was a note saying, like a little 

yellow sign, that something was wrong. And then it said that the video cannot be played right 

now. No other explanation. I tried to write and I tried to upload it again. But nothing happened. 

Then I Googled why”Another one gave up on appealing after reading an article (not on the 

platform) which explained  that it would not “make sense” for platforms to hire someone to 

respond to all the questions. So she “just stopped expecting the answer every time I have a 

problem.” 



Regulative dimension: do the laws work? 

 The European Copyright in the Digital Single Market (CDSM) Directive (2019/790) has been 

adapted and came into force in June 2019.  Countries had the time period of two years to 

implement it within their national law but almost one year after the deadline, on May 19th, 2022, 

the EU Commission sent out a press-release saying that Belgium, Bulgaria, Cyprus, Denmark, 

Greece, France, Latvia, Poland, Portugal, Slovenia, Slovakia, Finland and Sweden have not yet 

notified the Commission on changes to national law.  However, some creators do not think that 

the legislation works.  Even those from the countries which have adapted the Directive, are either 

not aware or have not seen the laws put into action when it comes to protection of their own 

work.An artist from Romania said: “My opinion on platform copyright regulation is that it is hectic 

and illogical for things that I would like to be copyrights regulated, and should be like, obviously 

regulated, since it's like, art theft or something like that. Then it's not regulated at all, because 

the content was changed, so the platform doesn't care. I find it's just confusing and illogical, and 

I don't find it that it works. Like when it should work, it doesn't and when it shouldn't work, it 

does.”A Greek painter thinks that his creations are not protected via copyright on social media 

platforms:“Let's say, I drew a picture, and somebody copied my image and posted it on another 

social media. I can’t track that, you know. That's the issue, I think. And I don't want to track every 

social media to see what's going on. I'm gonna waste a lot of time, you know, doing that.”During 

our research we have found out other issues that worry creators in relation to their work on 

social media platforms.  Themes related to visual labor (or “algorithmic treadmill”, as one of the 

participants described it); benefits and losses that the creators experience in relation to social 

media; issues of algorithmic moderation which does not relate to the copyright have all come up 

in our research.  However, we are not including them in this paper in order to keep the main 

focus of the current study on copyright moderation.  

Conclusion 

For a number of years researchers have expressed concerns about algorithms exercising too 

much power in influencing social realities (Beer, 2009; Gillespie, 2014; Kitchin and Dodge, 2011).  

In addition, algorithmic content moderation on private platforms has been compared to a “black 

box” (Perel & Elkin-Koren, 2017).  “There are multiple sources of opacity – institutional, legal and 



technological – that make it difficult to evaluate automated private regulatory systems.”  (Gray 

& Suzor: 2020).   

As a result of our study, we have found that users of social media platforms which do creative 

work on those, are  influenced by algorithmic content moderation.  Perhaps our most important 

finding which extends understanding on how algorithmic content moderation influence creative 

work on platforms, is that creators engage in self-censorship, avoiding posting certain content or 

adjusting it in advance.For many artists, anticipation of platform punishments directly influenced 

the cultural products that they produced.  In addition, because the regulative dimension of 

algorithmic copyright moderation is opaque for creators, they engage in algorithmic gossip 

(Bishop, 2019) and use user folk theories (De Vito et. Al, 2019) trying to guess which practices are 

accepted and which are not.  We have also found examples of “exploitation, insecurity, and a 

culture of overwork” (Duffy & Meisner, p. 1) among those interviewed.  

Thus, the normative dimension of copyright governance on social media platforms experiences 

changes due to the uncertainty of regulative dimension, which may lead to decrease in cultural 

production on social media platforms.   

We have also found that the technological dimension of appeal and complaint processes on social 

media platforms is currently not very helpful for the creators. In terms of timing, it is difficult to 

say whether social media platforms have started to implement more algorithmic copyright 

moderation after the nation states of the EU approved European Copyright in the Digital Single 

Market (CDSM) Directive (2019/790).   some interviewees had their old and new videos or posts 

taken down during the last year due to the copyright moderation.  

For artists engaging in creative work on social media platforms, there are multi[le uncertainties 

about automated content moderation which leads to changes and self-censorship of their 

creative products.  There are important policy implications from this research, such as more 

transparency in platform governance, both from policy makers and the tech giants themselves.  

As a conclusion, we will use the words of Croatian artist that we interviwed: “I would have more 

actual people look at copyright moderation, because when it's just a computer or an algorithm, 



scanning the internet for repeating sounds and repeating images, it doesn't really work and 

content gets taken down, when it has the right to be used.” 
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