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Since differential equations form the basis of mathematical modeling of processes in chemistry, 

biology, medicine, sociology, construction, architecture, agriculture and economy, all specialists are 

required to have the skills of solving and researching differential equations. 

In the process of learning the course of differential equations, we considered the methods of 

solving differential equations with special forms. These methods cannot cover many other situations. That 

is why the search for universal methods that do not depend on the form of the equation. The development 

of computing machines has made it possible to successfully apply almost any number of methods. 

1. Euler's method 

       Let's start with the Cauchy problem for first-order differential equations. Let's say

                      (1) 

differential equation of the form 

                                                                                                            (2) 

let the problem of finding a solution satisfying the initial condition, i.e. the Cauchy problem, be 

given. In general, the Cauchy problem cannot be solved.  there are ways to find the general 

solution of (1) only in certain forms of the function. In many cases, the methods of approximate solution 

of differential equations are used in practical problems. We assume that the conditions of the theorem on 

the existence and uniqueness of the solution are fulfilled.  around the point  function 

x continuous on, y and satisfy the condition for Lifshitz.  

        (1)-(2) Solution of the Cauchy problem y(x) to  around the point we spread the Taylor 

series: 
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             (3) 

 around the small point, we take the first two terms of the Taylor series and discard the 

remaining terms, as a result, we arrive at the following approximate formula 

                              (4) 

  If we use   the form in formula (1), then formula (4) can be written as follows: 

                                                               (5) 

  (5)- the formula  to generalize to an interval, we divide this interval into n parts. 

Partitioning step: 

. 

The solution to the problem  we aim to find it in tabular form at points. Approx  values 

(5) we find by the formula:  

         (6) 

in this    This formula is called Euler's method. Euler's method 

is a universal method, f(x,y) does not depend on the appearance of , but the error is relatively large. Error 

at every step  is in order, and this error increases step by step until it reaches point b.  can 

increase up to In the coordinate plane  broken line of an integral curve 

formed by connecting points with straight line segments. 

       Note:  with (1)- equation   we determine the approximate solution 

corresponding to the Euler fracture line in If the initial conditions of equation (1) are satisfied and [

the only one identified in cross-section  if a solution exists, then [ any in cross section 

x for 

 

can be proved. 

Euler's method is convenient for programming. Based on the formula (6), arbitrary Cauchy 

problem (1)-(2) can be solved with any previously given accuracy. To increase the accuracy, it is 

enough to increase the number of steps n. For this we use the following relations:                       
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                                                               (7) 

Runge-Kutta method 

        During the study of this course, it was noted that the differential equations section of 

mathematics originated from practical problems. Therefore, the creation of universal methods similar to 

formula (6) has been a constant problem. Representatives of various fields also tried to solve this problem. 

A clear example of this is the Runge-Kutta method, which was created by scientists, one physicist and 

one astronomer. Line (3) served as the basis for the creation of this method. Unlike Euler's method (6), 

they used five terms instead of two. In addition, the Runge-Kutta method proposed formulas that do not 

require the calculation of the derivatives included in row (3). Without dwelling on the theoretical origin 

of these formulas, we will dwell on working formulas. The division step is the same as in Euler's method 

 determined by the formula. 

      The formulas for finding the values of the function are as follows: 

                                (8) 

 .  

It can be seen that the Runge-Kutta method formally increases the calculation volume by 5 times 

compared to the Euler method at each step. The error of the Runge-Kutta method at each step  will 

be in order. It is for this reason that the Runge-Kutta method has become the main method for the 

approximate solution of the Cauchy problem for first-order differential equations. 

           It should be noted that implementation programs for a large number of methods have been 

created and these programs are available in modern computer operating systems. Applying for these 

programs is simplified. Differential equations can be solved using mathematical packages 

(WolframAlpha, Matlab, Mathcad). WolframAlpha is famous for its ability to solve very complex 

equations in mathematics and physics. The right-hand side of the differential equation is f(x,y), the initial 

condition  and  it is enough to give precision.   

An example.   
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Cauchy's problem on the interval (0;1)  find the approximate values of the 

solution in steps h=0.2. 

Solving. 1) Analytical solution: 

  

         this is a linear equation 

p(x) =-0,1,   q(x) =3x . 

 

= = 

= 

  

General solution. . 

Private solution: . 

 

2) Solving by Euler's method: 

Since h=0.2, we divide the interval [0, 1] into 5 parts: 

 

By initial condition .  

We make calculations according to formula (6).

=

      

 

=
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0 0,2 0,4 0,6 0,8 1 

 
0,4 0,41 0,54 0,79 1,16 1,66 

 

3) Solving by Runge-Kutta method: 

count when:  

 

count when:  

 

count when:   

 

count when:   

 

 count when:   

. 

 

 

 
x 0 0,2 0,4 0,6 0,8 1 

y 0,4 0,4913 0,6202 0,8128 1,1009 1,5233 
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