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Is social media
affecting the perceived
trustworthiness of
misinformation?

Evidence from experimental comparisons

Christoph M. Abels*?

Abstract

Social media plays a major
role in the dissemination of
misinformation. Although
social networking sites

(SNS) largely differ in their
functionality and appearances,
and therefore their ability

to serve as misinformation
vector, researchers have rarely
systematically compared
different SNS to investigate
platform-specific effects
beyond Facebook and Twitter.

This study tries to address this lack of
diversity concerning SNS in the literature
by experimentally comparing SNS-specif-
ic effects across seven different platforms
(Discord, Facebook, Instagram, LinkedIn,
Telegram, Twitter, WhatsApp) and the As-
sociated Press (AP) website as control con-
dition. The focus is on the perceived trust-
worthiness of manipulated news, as well
as on participants’ willingness to share, in-
teract and distribute this news to friends
or family. While platforms’ specific effects
do not vary significantly in this experiment,
further analysis shows that prior exposure
to misinformation affects credibility judge-
ments across all of them and could thereby
inform an evidence-based strategy against
SNS-powered misinformation.

Keywords: Social media, Misinformation, Fake news, Trustworthiness, WhatsApp, Telegram,

LinkedIn, Instagram
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IS SOCIAL MEDIA AFFECTING THE PERCEIVED TRUSTWORTHINESS OF MISINFORMATION?

1. Introduction

Misinformation has emerged
as a major challenge for
societies around the globe
— from false or misleading
information surrounding
elections and referenda
(Lazer et al., 2018), to
potentially harmful health
claims (Swire-Thompson &
Lazer, 2020), and falsehoods
undermining scientific
findings (Lewandowsky

et al., 2013, 2015).

The proliferation of these claims — in many
cases incorporated into a specific conspir-
atorial belief system— may therefore inform
decision-making on an individual level.

These claims are frequently spread us-
ing Social Network Sites (SNS), understood
in the sense of Boyd and Ellison (2007) as
“web-based services that allow individuals
to (1) construct a public or semi-public pro-
file within a bounded system, (2) articulate
a list of other users with whom they share a
connection, and (3) view and traverse their
list of connections and those made by oth-
ers within the system” (p. 211). Although SNS
initially started as a straightforward means
of staying in touch with friends, their appro-
priation as political communication tool now
garners significant attention from scholars
and the public. SNS differ in their function-
ality, user base, and their intended use.

They also differ in their past involvement
in spreading misinformation. With its signif-
icant role as misinformation source during
the 2016 US presidential elections (Guess et
al., 2020), Facebook became known for its
failure to proactively address misinforma-
tion within its platform.

With the emergence of the COVID-19 pan-
demic, Facebook has again shown itself to
be a potent tool for spreading misinforma-
tion. False or misleading claims are wide-
ly shared in invite-only Facebook groups,
encompassing issues such as claims on
the mismanagement of public authori-
ties in responding to the pandemic; stories
which characterize refugees as ‘patient ze-
ros’ bringing the virus to Europe; or 5G net-
works as being true cause of the symptoms
caused by COVID-19 (Scott, 2020).

Facebook is hardly the only SNS strug-
gling to control misinformation. By the end
of March 2020, Twitter became the plat-
form with the highest number of false so-
cial posts according to a study conducted
by Brennen, Simon, Howard, and Nielsen
(2020). 59% of these posts involve informa-
tion that is “spun, twisted, recontextualised,
or reworked” (p. 1), whereas another 38%
were found to be entirely fabricated. In ex-
amining content shared via WhatsApp, Gari-
mella and Eckles (2020) investigated imag-
es distributed on public WhatsApp groups
in India. They found that 13% of these imag-
es can be considered misinformation, with
images taken out of context, manipulated
(e.g., with Photoshop), or being used as mis-
leading memes (images with added text)
that may alter the intended meaning of the
original image.

With the rising popularity and an ever-in-
creasing number of different SNS, misin-
formation agents have a growing arsenal at
their disposal to systematically spread mis-
information. When SNS struggle to contain
misinformation, their last firewall is then
the recipients of the misleading contents,
who can avoid being hoodwinked by the
falsehoods they encounter. That firewall,
however, is holey at best, as humans can
fall victim to different cognitive biases and
constraints that make them susceptible to
misinformation.
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People as individuals are more likely to
believe information that is congruent with
their own pre-existing attitudes (Taber &
Lodge, 2006; Taber & Young, 2013) and will
frequently fail to think analytically. This
thereby increases individual susceptibility
to misinformation (Pennycook & Rand, 2019)
and people will experience difficulties in di-
recting their attention to relevant aspects of
information, such as source and plausibility.

Some authors also evaluate personality
traits and psychological dispositions that
make people more susceptible to adopting
conspiracy beliefs — irrespective of wheth-
er these beliefs are related or not. Trust in
others and a belief in an external locus of
control (that many events are beyond indi-
vidual control) are both negatively associat-
ed with conspiracy beliefs (Abalakina-Paap
et al,, 1999). Imhoff and Bruder (2014) pos-
tulate a conspiracy mentality, leading peo-
ple to be more sceptical about those in
power, a tendency to blame these groups
for negative events, and an increased like-
lihood to engage in behaviour that is in-
tended to challenge the status quo. Con-
spiracy beliefs are also rarely held singularly
— belief in one conspiracy is associated with
adoption of further conspiracies (Swami et
al.,, 2010). Furthermore, Meyer et al. (2021)
provides evidence that traits which inter-
fere with the acquisition, maintenance, and
transmission of knowledge, i.e., prejudice
and close-mindedness, increases the sus-
ceptibility to misinformation. These traits,
called ‘epistemic vices, are found to have
a stronger association with misinformation
susceptibility than “political identity, educa-
tional attainment, scores on the Cognitive
Reflection Test, personality, dogmatism, and
need for closure” (p. 1).

Even after exposure to misleading claims
it may prove difficult to correct or debunk
these, as people tend to not adjust their
memory and include new information in
their considerations (Johnson & Seifert,
1994; Lewandowsky et al., 2012).

Misinformation should be addressed
structurally at the SNS-level before users
are exposed to it. Trying to understand if
and how contextual elements of different
SNS affect their ability to serve as misin-
formation vectors is therefore a worthwhile
building block in current efforts to devel-
op evidence-based policy responses. Es-
pecially as there appears to be a lack of
coverage when it comes to comparative /
comprehensive SNS research: more than
two-thirds of studies on SNS address only
a single platform, with Facebook being that
platform in roughly 80% of cases (Rains &
Brunner, 2015).

This paper contributes to this literature by
asking:

Do different SNS channels
vary in influence over the
perceived trustworthiness of
news and the respondents’ in-
teractions with news (such as
sharing, interacting, forward-

ing, etc.)?

| hypothesize that the more trustworthy
a SNS is perceived to be, the more trust-
worthy individual news items that are post-
ed to the SNS are deemed to be (that is,
that platform and post trustworthiness are
positively linearly corelated). Given the rep-
utational scandals affecting several global
SNS (e.g., Cambridge Analytica in relation to
Facebook), | envisage that those SNS whose
reputations are subject to public scrutiny
experience a decline in trustworthiness of
news items. Additionally, | expect that po-
litical knowledge and trust in traditional
media have a strong influence on trustwor-
thiness perceptions. Knowledge has been
identified as an important factor for trust-
worthiness judgments in social media en-
vironments (Sterrett et al., 2019), while the
degree of trust in traditional media jointly
with the frequency of media use serves as
proxy for individuals’ willingness to engage
with media.
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This paper is then organized as follows: in the first section | outline the role of credibility
cues for judging SNS credibility. In the second section, | introduce the methodology of the
experimental survey and the main variables of analysis. Subsequently, in the third section,
| present and discuss the main result, before concluding with some of the implications of

my findings.

2. Theory

Credibility cues can be
understood as properties of
the digital environment.

Credibility can be understood as believ-
ability, based on the perceived trustwor-
thiness as well as expertise of a source or
message (Flanagin et al., 2020; Rieh & Dan-
ielson, 2007). Source can be understood
according to Sundar and Nass (2001) as ev-
erything in the chain of sender/presenter,
medium/channel, as well as receiver/audi-
ence serves as a source — and can therefore
by assessed in terms of its credibility.

Much of the source credibility literature
looks at visible sources because the psycho-
logical effects of who presents the contentis
considered more powerful than that of who
publishes the content. Credibility concepts
that investigate the properties of SNS, which
serve as a channel presenting the news,
therefore offer a starting point to investigate
SNS credibility effects. Investigating digital
media, Flanagin and Metzger (2007) identi-
fy three types of credibility: message credi-
bility, site credibility and sponsor credibility.
While message credibility relies on charac-
teristics of the message itself (i.e., accura-
cy, currency, information quality), site cred-
ibility depends on a site’s visual design, the
density of information presented, as well as
the interactivity offered by the website. If a
website is sponsored its credibility might be
also influenced by public perceptions about
the sponsor, such as a sponsor’s reputation
or personal experience.

Beyond these properties, Tseng and Fogg
(1999) differentiate four types of credibili-
ty that include aspects of design and so-
cial recommendation: presumed, reputed,
surface, and experienced credibility. Gener-
al assumptions about the origin of the in-
formation, e.g., that politicians cannot be
trusted in general, fall under the label of
presumed credibility. In contrast, reputed
credibility does not concern own assump-
tions about the source, but “what third par-
ties have reported” (p. 42). Academic titles
granted by prestigious institutions, such as
doctors or professors, tend to increase the
individual credibility of its bearer. As Tseng
and Fogg argue, reputed credibility is es-
pecially pervasive online as different SNS
and websites cross-reference each other,
which can be interpreted as a third-party
endorsement. Surface credibility refers to
the perceived credibility of a person or ob-
ject based on inspection. As Tseng and Fogg
describe it “people are judging a book by its
cover” (p. 42). Experience credibility is based
on past interactions with a person or object
and thereby empirically informed. It is the
most complex type among the four, as it is
built over time in an iterative process.

Differing investments of cognitive re-
sources when encountering information
have been discussed under the umbrella of
dual processing models, such as the Elab-
oration Likelihood Model, the Controlled
versus Automatic Processing Models (Shif-
frin & Schneider, 1977), Heuristic-Systematic
Model (Chaiken, 1980) and the Two Systems
model (Kahnemann, 2011).
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These models share the idea that infor-
mation is processed in two different ways:
an attentive, slow and resource-demand-
ing process, and a fast, efficient way that
demands less cognitive effort. Information
processing is therefore a function of both
cognitive ability and motivation of the receiv-
er (Metzger, 2007). In situations where less
motivation is involved and cognitive ability is
low, judgments about a message or source
are more likely to be made based on heu-
ristics. Reputation, for example, can serve
as heuristic to judge credibility (Metzger et
al., 2010). Therefore, superficial properties of
source or message become more important
in the decision-making process. In relation
to Tseng and Fogg’s (1999) conceptualiza-
tion, reputed and surface credibility might
be especially salient heuristics.

Several findings show that the design of
SNS and the resulting affordances which
shape the type of content and the way it
is presented on a platform, as well as the
users cognitive state when interacting with
the SNS (Sundar, 2008), might enable this
superficial processing. Pearson (2020) pro-
vides evidence that blending both news
and entertainment content, as is com-
mon on many SNS, makes it more likely
that all content is processed inattentively.
He argues that this environment may also
increase belief in misinformation. Source
layering furthermore complicates infor-
mation processing (Sundar & Nass, 2001),
which is conceptualized by Kang et al. (2011)
through the idea of psychological distance
to a source. Given that many news outlets,
i.e.,, The New York Times, the Washington
Post, Wall Street Journal, etc, share their
content on several SNS, these outlets can
be seen as distal sources — and one layer in
the source hierarchy. The SNS themselves
on which the news is shared constitute an-
other, more proximate layer to the reader —
and more proximate source cues can have
a greater influence on the message’s credi-
bility than distal sources.

Kang et al. propose that differences in in-
fluence results from news consumers belief
that the proximate source (the SNS) might
be the actual source (the news outlet) in
cases where consumers do not invest the
cognitive resources needed to distinguish
proximate and distal sources. This is sup-
ported by earlier evidence showing that four
identical news stories were perceived dif-
ferently, depending on the source the news
was attributed to (proximate or distal) (Sun-
dar & Nass, 2001).

If differences in SNS properties impact
the perception of the platform, SNS might
also differ in their ability to be used as mis-
information vector. A few studies which as-
sessed these differences indeed provide
some evidence for this hypothesis. Re-
search by Vraga and Bode (2018), who test-
ed the effectiveness of social correction on
misinformation about the Zika virus, offers
a picture of complex interactions between
social media platform and correcting in-
terventions: When a source is added to a
Facebook comment, the evaluation of that
comment on Facebook is increased (i.e., itis
judged as being more credible, trustworthy,
accurate, etc.).

This effect is not observed for Twitter. Be-
yond that, these perceptions do not trans-
late into reduced misperceptions of the
causes of the Zika virus on Facebook, while
higher evaluations of Twitter replies are as-
sociated with reduced misperceptions. Be-
yond the structural elements, behavioural
differences are also observed: respondents
in a Brazilian survey reported that they ex-
perience, witness, and engage in social in-
teractions more on WhatsApp than on
Twitter, underlining behavioural differences
when engaging among platforms (Rossini et
al., 2020). These findings illustrate the com-
plex pattern of structural and behavioural
interacting factors that impact the effect of
misinformation.



IS SOCIAL MEDIA AFFECTING THE PERCEIVED TRUSTWORTHINESS OF MISINFORMATION?

3. Method

Starting with the research design, the following section describes the methodology ap-
plied in this paper. Stimulus material, dependent variables and covariates, as well as re-
cruitment approach and sample size are summarized. Lastly, the procedure is illustrated.

Research design

The study follows a between-subjects design, comparing seven different SNS as well as
the AP website as control group (Discord, Facebook, Instagram, LinkedIn, Twitter, Telegram,
WhatsApp, AP Website). Participants were randomly assigned to both factors.

Participants were told the following: “Below is a screenshot taken from [Discord, Face-
book, Instagram, etc.]. Please rate its trustworthiness, and indicate whether you would like,
share, and forward it.

Stimulus material

Mock SNS designs were created to imitate the seven SNS and the AP website. The items
had the appearance of a screenshot taken from the platform, immediately after it was
posted, to avoid time effects. All relevant popularity indicators, such as the number of likes
or shares, are set to zero. 14 items were pre-tested out of which 7 were included in the
study. Figure 2 gives examples of the stimulus material. AP, which is shown on every item,
was chosen to provide a credible and comparatively neutral mainstream news source.

Figure 2: Examples of stimulus material - Twitter (left) and LinkedIn (right)

AP AP Politics § @AP_Politics - 1m v AP AP Politics + Follow ===
White House Republicans are considering legal steps to remove Justice 2m- @

Ginsberg from the supreme court, citing Ginsberg’s repeated

hospitalizations and deteriorating health. The initiative is said to be an

attempt to add another conservative candidate to the bench.

—
A classified intelligence analysis has linked Coronavirus to a Chinese

Government laboratory, specializing in the development of bioweapons. The
report offers insights into an initiative which was originally intended * ...see more

7

White House plans to remove Justice Ginsberg from Supreme Court, ...
Coronavirus devel d as bi pon by China

WASHINGTON (AP) = The White House is planning to remove Justice
Ruth Bader Ginsberg from ...

apnews.com
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Behavioural responses and covariates

Dependent variables were the perceived trustworthiness of the respective news items,
the willingness to share, interact, and forward the news item to a friend or family member,
measured on a 7-point Likert scale, ranging from 1 = Very untrustworthy / very unlikely to 7
= Very trustworthy / very likely. All four behavioural responses were measured with seven
stimulus items each.

Additionally, political knowledge was measured using four questions about the US polit-
ical system: 1.) Which political office does Mike Pence currently hold? 2.) Whose responsi-
bility is it to determine if a law is constitutional or not ... is it the president, the Congress, or
the Supreme Court? 3.) How much of a majority is required for the U.S. Senate and House
of Representatives to override a presidential veto? 4.) Which party is more conservative
(Democratic Party vs. Republican Party)? Correct answers were coded as 1, wrong answers
as 0, and an overall score was computed.

Political orientation, news consumption,
social media assessment

Participants were furthermore asked to assess their political orientation on a 7-point
Likert scale from 1 = Very left to 7 = Very right, how frequently they consume news, either in
print, online, or on TV, ranging from ‘never’ to ‘several times a day’. Additionally, participants
were asked about their preferred sources of news (television, online newspapers / maga-
zines, print newspapers, social media, radio).

Furthermore, all participants were asked to assess the trustworthiness of all social media
platforms used in the study, using a 5-point Likert scale (1 = very untrustworthy, 5 = very
trustworthy).

Attention checks

Two attention checks were administered: after answering questions on the seven news
items, every participant was asked from which social media platform the screenshots were
taken. Correct answers were coded 1, wrong ones 0. At the end of the survey, participants
were asked to briefly summarize what they think is the main purpose of this survey. All an-
swers that provided some idea about the study’s purposes were coded 1.

Answers that showed that the question was not read properly, e. g. by providing feedback

about the study such as “good”, “nice survey”, etc. were coded as 0. Both variables were
added to an overall attention score.



IS SOCIAL MEDIA AFFECTING THE PERCEIVED TRUSTWORTHINESS OF MISINFORMATION?

Recruitment and predetermined sample size

Participants were recruited on Amazon Mechanical Turk (MTurk) between August 31 and
September 1, 2020 and received $1.80 for their participation.

Sample size was estimated using G*Power (Faul et al., 2007). Assuming a small effect
size of f = 0,2, and a power = 0.99 (numerator df = 7, number of groups = 16, covariates = 2),
the resulting minimum sample size to identify an interaction effect is N = 739.

Procedure

At the beginning of the survey, participants were asked about their consent to participate
in the survey and informed about the length of the survey, about data anonymisation and
intended use of the data.

After participants gave their informed consent, they were randomly assigned to one of
the platform conditions. Afterwards, they were randomly presented with seven news items
and asked to assess the trustworthiness of the item, their willingness to share, interact,
and forward it to a friend or family member. After finishing these assessments an attention
check was administered, asking participants about the platform where the news items
were taken from. Participants were then asked to indicate the frequency with which they
use the respective social media platform, the degree to which they consider misinforma-
tion is a problem on the platform and how likely they think it is they shared misinformation
via the platform.

After these condition specific questions were answered, participants were asked to as-
sess the trustworthiness of all seven social media platforms used in the survey and indi-
cate whether they perceived social media to be more trustworthy than traditional media,
such as TV and newspapers. Following this, questions on political orientation and political
knowledge were administered before demographical characteristics were assessed. Lastly,
participants were asked to briefly describe what they thought the purpose of the survey
was. The survey ended with a debriefing, also offering contact information.
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4. Results

The following section describes the descriptive results and inferential analyses that were
conducted.

Demographics

Overall, 855 participants finished the survey, with age ranging from 18 to 72 (M = 33.45, SD
= 10.79). Most participants were male (58.8%, n = 440). Participants were highly educated,
with 65.5 percent (n = 560) having graduated from a university. Further 14.4 percent of par-
ticipants (n = 123) had at least attended a university, but without receiving a degree.

Trustworthiness of social media platforms

Concerning the trustworthiness of social media platforms, LinkedIn descriptively ap-
pears to be the most trusted network, followed by Telegram, Twitter, Discord, Instagram,
WhatsApp and lastly Facebook. Table 1 shows the mean trustworthiness of these plat-
forms. No statistically significant differences between platforms were found

Table 1: Perceived trustworthiness of social media platforms

N M SD
Facebook 854 2.61 1.29
WhatsApp 846 2.86 1.22
Instagram 851 2.92 1.21
Discord 852 2.93 .96
Twitter 850 3.03 1.30
Telegram 853 3.04 1.02
LinkedIn 854 3.57 1.01

Note. Trustworthiness was assessed on a 5-point Likert scale, from 1 = very untrustworthy to 5 = very
trustworthy.
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Comparing behavioural responses
across platforms

Table 2 shows the number of participants in each group, as well as the means and stan-
dard deviations for all four assessed behavioural responses. Concerning trust, mean trust is
highest for Twitter (M = 411, SD = 1.39), and lowest for WhatsApp (M = 3.93, SD = 1.30).

For sharing, people report the highest willingness to share news from LinkedIn (M = 3.47,
SD = 1.50), and the lowest for Discord (M = 3.02, SD = 1.71). Concerning the interaction with
the stimulus material, respondents were most likely to interact with news items from
Facebook (M = 3.35, SD = 1.77), and least likely with material from Discord (M = 2.90, SD
= 1.70). Forwarding news items was most likely when they were framed as coming from
LinkedIn (M = 3.74, SD = 1.49) and list likely from Discord (M = 3.33, SD = 1.77).

Table 2: Behavioural responses to news items by platform

Platform Trust Sharing Interacting Forwarding

N M (SD) M (SD) M (SD) M (SD)
Discord 101 3.99 (1.27) 3.02 (1.71) 2.90 (1.70) 3.33 (1.77)
Facebook 108 4.09 (1.25) 3.37 (1.75) 3.35 (1.77) 3.52 (1.79)
Instagram 107 3.94 (1.40) 3.27 (1.68) 314 (1.71) 3.39 (179)
Linkedin 100 4.04 (1.21) 3.47 (1.50) 3.28 (1.58) 374 (1.49)
Telegram 110 4.05 (115) 3.29 (1.60) 311 (1.64) 3.52 (1.59)
Twitter 108 410 (118) 3.36 (1.65) 3.30 (1.66) 371(1.54)
WhatsApp 12 3.93 (1.30) 310 (1.67) 3.08 (1.68) 3.34 (1.69)
Associated Press 109 4.01 (124) 3.21 (1.64) 315 (1.57) 3.47 (1.59)
Total 855 4.02 (1.24) 3.26 (1.64) 316 (1.66) 3.50 (1.65)

Note. All variables assessed on a 7-point Likert scale, with 1 = very untrustworthy / very unlikely to 7 =
very trustworthy / very likely.

An analysis of covariances (ANCOVA) was conducted to identify the effects of platform
on perceived trustworthiness of the news items and behavioural responses to them, us-
ing political knowledge as covariate.®® The effect of platform on trustworthiness [F(7, 837)
= 474, p = .854, partial n2 = .004], willingness to share [F(7, 837) = .947, p = .470, partial n2
= .008], willingness to interact with the news items [F(7, 837) = 789, p = .597, partial n2 =
.007], and the willingness to forward the items [F(7, 837) = 1.066, p = .383, partial n2 = .009]
all failed to reach statistical significance. In other words, the differences reported in Tables
1and 2 are not significant.

3% The second covariate, frequency of use, had to be dropped from the design described in the pre-registration due to violations of as-
sumptions.
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Exploratory analysis

Other factors than superficial character-
istics of SNS seem to matter for trustwor-
thiness and individual behaviour in relation
to news. It may be that people who do not
find their views reflected in traditional me-
dia perceive social media as an alternative
territory, invest it with more credibility and
care little about channels and their reputa-
tion, in particular if they perceive controver-
sy to be the price for espousing alternative
views marginalized in traditional media. To
further understand which factors drive the
perceived trustworthiness of news items
and seem to act equally across SNS chan-
nels, | conducted an additional exploratory
analysis.

This analysis is significant in view of pub-
lic policies against misinformation which
could be developed. Several authors have
identified countermeasures that could be
directly implemented on the SNS inter-
face by technology companies to cope with
the persistent problem of misinformation.
Warning labels, intended to increase trans-
parency, have been frequently employed by
different SNS. In 2018, YouTube started to
implement a label below its videos, iden-
tifying state-affiliations of the channel that
uploaded the video (Samek, 2018), although
inconsistently (Kofman, 2019). Facebook
similarly highlighted a site’s state-affiliation
(Rosen et al.,, 2019) and extended its poli-
cy to include misleading information about
COVID-19 (Rosen, 2020), which is also fre-
quently updated. Twitter has a similar poli-
cy for identifying information distributed via
tweets (Twitter, 2020).

Research has provided evidence for la-
bels effectiveness to mitigate the effects
of misinformation. Arnold et al. (2021) found
that source-related alerts, which inform
users about the source of pseudonymous
content posted on social media, e.g., by

Russian government affiliates, reduce be-
lief in the content’s message and the users’
likelihood to further spread the content. Al-
though they found that the effects are in-
fluenced by partisanship, social media type,
and the alert’s specificity (“foreign govern-
ment” vs. “Russian government”). The prac-
tice of highlighting media outlets’ state-affil-
iation through warning labels could prevent
opinion change (Nassetta & Gross, 2020).

The effects of prior exposure to misinfor-
mation on the platforms, whether partici-
pants have shared misinformation before,
their political orientation (left vs. right lean-
ing), frequency of use, news consumption,
perceived credibility of traditional vs. social
media, preferred news source (television,
newspapers online and print vs. social me-
dia), political knowledge, as well as demo-
graphic variables (gender, education, age)
were of great interested and therefore sep-
arately analysed. Participants’ score in the
attention check was also included in the
model. Table 3 shows the results of the re-
gression analysis.

Source: unsplash.com.
Photo by Szabo Viktor.
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Table 3: Summary of regression for variables predicting perceived trustworthiness

Variable Model 1 Model2 Model 3

B SEB B B SEB B B SEB B
Misinformation 18** .03 .03 15%* 025 18 14 .03 a7
Misinformation shared 21%% .02 .02 16%* 022 .25 16 .02 .25
Credibility SM vs. TM =17** .03 .03 -12%* .03 -1 =12*%* .03 -1
Political orientation 06 .02 .08 07* .03 .09
Political knowledge -10** .02 -1 -10** .03 -1
Frequency of use 08 .04 .07 08 .04 .06
News source .08 .08 .03 .08 .08 .03
Attention check -35%* .09 -13 -35** .09 -13
News consumption 06* .02 .07 05% .02 .06
Gender .07 .07 .03
Education 06* .02 .08
Age -00 .00  -01
R2 27 .30 31
F for change in R2 99.08** 7.37%* 2.49

Note. Dependent variable is the news items’ perceived trustworthiness. N = 855. *p < .05 **p < .01

The exploratory analyses revealed several substantial effects. Participants who perceive
the SNS to have a misinformation problem rate the trustworthiness of news items present-
ed on that platform significantly higher. Furthermore, if participants have shared misinfor-
mation before, they are more likely to judge the news as trustworthy. Those who find social
media more credible than traditional media also assess the news more favourably. Political
knowledge is furthermore negatively associated with credibility judgements.

News consumption, ranging from never to several times a day, shows a positive relation-
ship with trustworthiness assessments. Participants’ score in the attention check manip-
ulation shows a negative association with the perceived news trustworthiness. Whether
participants prefer social media over traditional media as sources of their news, does not
impact their trustworthiness perceptions. Demographic variables do not offer any explan-
atory value, except for education.
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5. Conclusion

This paper attempted to
investigate the impact of
SNS on a set of behavioural
responses relevant to the
spread of misinformation
on social media.

Several different SNS, as well as the AP
website, a wide range of different social
media platforms - from messenger ser-
vices like Telegram and WhatsApp, to gam-
ing community site Discord and business
network LinkedIn — were included in this
investigation.

Contrary to the initial hypothesis, there
does not seem to be a genuine platform ef-
fect — none of the variables of interest differ
across the SNS. These results are some-
what counterintuitive. It could be expected
that news coming from the AP website is
perceived to be more trustworthy, and are
therefore more likely to elicit behavioural
responses, than news from a rather un-
known network such as Discord. Beyond
that, a business network such as Linkedin,
which has so far not been at the centre of a
large-scale misinformation scandal, should
be substantially more trustworthy to re-
spondents. Yet, it does not seem to be more
likely to make users spread its content than
other networks.

Even platforms like Telegram and
WhatsApp, which have a scandal-ridden
track record, do not affect participants’
trustworthiness assessments or their be-
havioural responses. Given that Telegram is
among the preferred platforms of both QA-
non conspiracists — as evidenced by its use
among QAnon conspiracists in the storming
of the United States Capitol Building during
the January 6th insurrection (Rogers, 2020)

- and terrorist group ISIS — with ISIS es-
pecially recommending the platform to its
terrorists due to the service’s reputation for
offering high encryption standards (Wei-
mann, 2016), these findings are somewhat
surprising. Even the high salience of the on-
going Infodemic (World Health Organization,
2020), during which WhatsApp has become
a preferred tool for misinformation agents
in their attempt to spread false and mis-
leading claims about the ongoing COVID-19
pandemic, does not elicit more cautious
behaviour when confronted with suspicious
news.

Therefore, in contrast to existing evidence
of SNS-specific effects (Bode & Vraga, 2018;
Stockmann et al,, 2020) the presented find-
ings do not support these notions. How-
ever, the exploratory analysis did reveal
some interesting findings. The less partici-
pants see misinformation as a problem on
a SNS, the more likely they are to assess
the news in a favourable way. In contrast,
if participants had shared misinformation
before, they tend to perceive the news to
be more credible. While the first association
is intuitively clear, the latter seems surpris-
ing. One would expect that those who had
likely shared misleading claims in the past
excerpt more caution when asked to assess
the trustworthiness of news. The opposite
seems instead to be the case.

The results furthermore indicate that po-
litical orientation has positive association
with higher trustworthiness judgements.
This finding is unsurprising as a partisan bias
is well documented in the literature (Bullock
et al.,, 2015; Taber & Lodge, 2006; Van Bavel
& Pereira, 2018), since all stimuli present-
ed in this survey rather buy into right-wing
conspiracy theories. Beyond that, a higher
political knowledge is associated with lower
trustworthiness ratings, also largely aligned
with existing literature.
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Especially assumptions made by dual-process models suggest that shallow information
processing is dominant where little motivation or resources exist to thoroughly assess in-
formation (Kahnemann, 2011; Shiffrin & Schneider, 1977). Higher political knowledge makes
credibility assessments easier, which protects users from falling for false or misleading
information that appears credible given its presentation.

In the face of these findings, it becomes clear that further research is needed to address
this apparent mismatch of public scandals and trust in as well as the willingness to engage
with news presented on these platforms. Additionally, further research should investigate
ways to make SNS misinformation problems more salient to users as an approach to mit-
igate misinformation. Warning labels, as used by Facebook, Twitter, and YouTube, could be
adapted to inoculate users against misinformation, by showing how frequent an SNS has
been involved in disseminating misinformation over a certain period, thereby increasing
users’ awareness of the severity of the problem. This could serve as a simple inoculation
strategy that simultaneously strengthens public accountability of SNS as their inability or
unwillingness to constrain the spread of falsehoods is on display.

Furthermore, research in this field should pay more attention to the various forces indi-
viduals are exposed to when using the internet or SNS. As described in the analytical mod-
el, individuals are not only affected by intra-person factors and their immediate physical
environment, but also by situational factors that affect and are affected by their use of dig-
ital technology, stress, anxiety, and other emotional states. It is therefore crucial to further
dissect these differing layers of interconnected factors to get a comprehensive picture of
how misinformation is influencing individuals and what we can do to increase not only in-
dividual but also societal resilience.

6. Limitations

Assessing the willingness to interact with screenshots of course offers a different expe-
rience than engaging with the actual social media platform. Social media is designed to
gain and keep to attention of its users in a way that is difficult (if at all) to replicate in a re-
search environment. It is therefore reasonable to assume that directly assessing behaviour
while people browse on social media would be a more natural approach. Furthermore,
the screenshots presented in this paper showed the web applications of the respective
platforms. There is, however, a substantial number of users interacting with social media
through the platforms’” mobile apps. Mobile apps might have a different effect on be-
havioural outcomes than their web-based counterparts. Future research should address
this issue and identify potential differences in web and mobile applications.

Cultural aspects of the SNS are also not addressed in this study. It is possible that cer-
tain norms for how a SNS is used emerge over time, making a network more or less likely
to host misinformation. It is imaginable, for example, that the business context in which
LinkedIn is used normatively restrains the willingness of users to discuss seemingly con-
spiratorial claims, such as PizzaGate or President Obama’s falsely claimed ‘missing’ birth
certificate.
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In contrast, Telegram’s attraction to right-wing extremist groups, such as QAnon conspir-
acists, might create the impression that this type of content is welcome on the platform
and community. Aside from the structural differences discussed in this study, it is therefore
possible that behavioral norms emerge on different SNS over time, depending on the kind
of users the platforms manage to attract. That might be especially the case for some SNS
that are initially selected by users for very particular reasons — Telegram, for example, was
initially chosen by many for its high encryption standards.

Lastly, the significant number of participants which have failed one attention check could
also bias the results. As roughly one third (31.3%) of respondents has answered only one
out of two checks correctly, it is not clear whether an increased cognitive effort could lead
to different results. However, the highly significant negative association of the attention
check score with the perceived trustworthiness of the news items could be interpreted as
support for biased results.
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Appendix
Appendix 1: Analysis of covariates

Political knowledge and platform usage were intended to serve as covariates in the mod-
el. To fulfil the criterion of independence from treatment, both covariates were analysed to
using an ANOVA approach. Table 4 shows the descriptive statistics for both covariates. The
ANOVA revealed a significant platform difference for frequency of use F(7, 839) = 19.37, p =
.92. Frequency of use could therefore not be included in the ANCOVA. No differences are
found for political knowledge F(7,845) = 1.74, p = .09 and is hence included in the ANCOVA.

Table 4: Descriptive statistics for covariates

Platform Political Knowledge Frequency of use

N M (SD) M (SD)
Discord 101 2.49 (1.22) 2.03 (1.01)
Facebook 108 2.28 (1.30) 3.04 (0.90)
Instagram 107 2.23 (1.34) 2.88 (0.09)
LinkedIn 100 2.22 (1.32) 2.45 (0.87)
Telegram 110 2.50 (119) 1.93 (0.98)
Twitter 107 2.32 (1.38) 2.60 (0.89)
WhatsApp 12 2.40 (1.31) 270 (116)
AP 109 1.99 (1.30) 210 (0.92)
Total 854 2.30 (1.30) 2.47 (1.03)

Note. All variables assessed on a 7-point Likert scale, with 1 = very untrustworthy / very unlikely to 7 =
very trustworthy / very likely.
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Appendix 2: Item-level descriptive statistics

Table 5 shows the item-level statistics for all dependent variables, averaged across plat-

forms.

Table 5: [tem-level descriptive statistics

Item Skewness

N M SD Statistic SE
BLM 855 427 1.84 -.363 .084
RBG 855 4.28 1.64 -.381 .084
BW 855 374 1.85 .038 .084
Gates 855 3.93 1.82 -154 .084
HO 855 3.93 1.86 -149 .084
USPS 855 4.00 178 -154 .084
m N M SD Statistic SE
BLM 855 3.41 2.01 188 .084
RBG 855 3.35 1.93 231 .084
BW 855 317 2.05 .369 .084
Gates 855 3.25 1.99 .310 .084
HO 855 3.23 2.04 .309 .084
USPS 855 3.24 1.99 .303 .084
Biden 855 317 2.01 371 .084
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Interacting g\

BLM

RBG

BW

Gates

HO

USPS

Biden

BLM

RBG

BW

Gates

HO

USPS

Biden

M SD Statistic SE
855 315 2.02 .385 .084
855 3.28 1.91 277 .084
855 3n 2.00 406 .084
855 3.22 2.04 .360 .084
855 3.09 2.00 432 .084
855 3.21 2.01 365 .084
855 3.09 2.02 451 .084
855 3.70 2.07 .002 .084
855 3.49 1.99 131 .084
855 3.45 212 178 .084
855 3.49 2.09 158 .084
855 3.52 2.09 121 .084
855 3.50 2.05 132 .084
855 3.37 2.09 252 .084
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