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About this Webinar

This webinar will guide participants through the six different quantum chemistry
codes, and the open-source libraries developed in the framework of the TREX 
Centre of Excellence, optimised for upcoming Exascale systems and ready to be 
integrated into quantum chemical codes which thus could benefit from the 
Exascale transition.

trex-coe.eu

8 February 2023

https://trex-coe.eu/
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Agenda/ part 1
TREX inter-operable QMC codes for exascale application

8 February 2023

Time Title Speaker

15:00-15:10
TREX Quantum MonteCarlo Methods and benefits from the Exascale transition. Welcome overview
Claudia Filippi, TREX project Coordinator

15:10-15:15 NECI Ali Alavi, Director of the Max Planck Institute for Solid State Research

15:15-15:20 GAMMCOR
Kasia Pernal, Professor at the Institute of Physics at the Lodz University of 
Technology (TUL) and a leader of the Quantum Chemistry Group

15:20-15:25 TurboRVB Kosuke Nakano, Research Associate, SISSA

15:25-15:30 CHAMP Ravindra Shinde, Research Scientist, University of Twente

15:30-15:35 QMC=Chem Anthony Scemama, Senior Research Engineer, CNRS

15:35-15:40 Quantum Package Emmanuel Giner, CNRS, Paris

15:40-15:50 TREX I/O library Evgeny Posenitskiy, a former member of TREX, Qubit Pharmaceuticals
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Agenda/ part 2
Case of use of TREX codes

Time Title Speaker

16:00 – 16:25

Experience in using TREX codes

Anthony Ferté (University of Nantes) - using Quantum Package

Pablo Lopez Rios - using NECI

Giacomo Tenti and Andrea Zen, Sissa

Stuart Shepard (University of Twente) - using CHAMP



Introduction 

TREX Center of 

Excellence

Claudia Filippi

University of Twente, NL



TREX - Center of Excellence in Exascale Computing



TREX - Targeting Real chemical accuracy at the EXascale

— Started in October 2020

− Focus → High-accuracy quantum chemical approaches

In particular, quantum Monte Carlo (QMC) methods Massively parallelisable methods:

memory, (often) little communication

Objective → make codes ready for exascale systems−

− How → provide libraries instead of re-writing codes!

One library for high-performance QMC (QMCkl)

One library for exchanging info between codes (TREXIO)



TREX CoE: Partners

Scientists in quantum chemistry, physics, and machine learning

+ Software and HPC experts + Tech and communication SMEs

+ Representative of user communities



Correlated quantum chemical simulations

Quantum Monte Carlo

→ Stochastic simulation of the quantum interacting problem

Very accurate calculations for medium-large molecules and periodic systems!

Casula and Sorella (2013)

CPU intensive but can scale to massive parallelism



Quantum Monte Carlo and exascale: why now?

Ease in parallelization of QMC is not sufficient for accurate results

Recent methodological advances → new prospects

—Efficient computation of analytical energy derivatives + optimization tools

→ QMC “internally consistent” method

with geometries and wave functions determined in QMC

—Truly exploit freedom of choice of wave function Ψ(r1, . . . , rN)

→ development of new functional forms (geminals, FermiNet ..)



TREX software

Software model → HPC platform of interoperable codes/libraries

QMCkl high-performance (CPU and GPU) library of QMC kernels−

− TREXIO library to exchange wave function data

→ Easy use of TREX + other codes (GAMESS, PySCF, Gaussian ...) in a pipeline

TREX codes refactored and modularized to use these libraries−

− Machine learning tools integrated in our workflows

→ Informatics Framework adopted for workflow managment/HTC



TREX codes

— Real-space QMC: CHAMP, QMC=Chem, TurboRVB

— Full configuration interaction QMC: NECI

— Deterministic quantum chemical codes: Quantum Package, GammCor



TREX codes

— Real-space QMC: CHAMP, QMC=Chem, TurboRVB

NECI

Quantum Package, GammCor

— Full configuration interaction QMC:

— Deterministic quantum chemical codes:

— Machine learning: QMMLPACK

Verificarlo— Performance and optimization tools: MAQAO,

— Software for cloud-style access to HPC resources: MEGWARE



Links

TREX website : https://trex-coe.eu

Training :

https://trex-coe.eu/trex-training-and-educational-programme

TREX repository : https://github.com/TREX-CoE

https://trex-coe.eu/
https://trex-coe.eu/trex-training-and-educational-programme
https://github.com/TREX-CoE


Next

—Presentation of codes and TREXIO library

—Presentation of examples of use of codes



TREX QMC Code: 
NECI

Ali Alavi, 

Director of the Max Planck Institute for Solid State Research

8 February 202317
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NECI

NECI: Stochastic Full Configuration Interaction Solver  
(FCIQMC)

• Second-quantized Schrodinger and Transcorrelated (similarity-transformed) 
Hamiltonians based on Jastrow-factorized wavefunctions

• TC method: Non-Hermitian Hamiltonians and 3-body interactions

• Annihilating random walkers in Slater determinant and Spin-adapted Hilbert spaces 

• Particular emphasis on strongly open-shell chemistry problems (FeS complexes WP5) 

• Strong scaling parallalisability demonstrated up to 20480 processes (MPI)

• TREXIO compatible TCHint library for calculation of 2-body and 3-body interactions 
(WP2).



09/02/202319

NECI

Total time and time lost due to load imbalance for running 100 iterations with 1.6 × 10
9

walkers for the Cr2/cc-pVDZ (28e in 76o) on 640–20 480 cores (not counting 

initialization). The calculations were run on Intel Xeon Gold 6148 Skylake processors with 

a 100 Gb/s OmniPath node interconnect.

Guther et al ; J. Chem. Phys. 153, 034107 (2020) DOI: 10.1063/5.0005754



TREX QMC Code: 

Kasia Pernal, 
Professor at the Institute of Physics at the Lodz University of 

Technology (TUL) and a leader of the Quantum Chemistry 

Group

8 February 202320



GammCor

GammCor: electron correlation and molecular interaction calculations
Authors: K. Pernal, M. Hapka, M. Modrzejewski, M. Przybytek

• Electron correlation energy for strongly correlated molecules
unique feature: capable of treating ~102 strongly correlated electrons

• Molecular interaction energy decomposed into physically meaningful components 
unique features: applicable to electronically excited systems (local excitons), open-shell
molecules, and molecules out of equilibrium geometries; visualization of dispersion energy 
density in real space.



GammCor

GammCor: electron correlation and molecular interaction calculations
Authors: K. Pernal, M. Hapka, M. Modrzejewski, M. Przybytek

• Electron correlation energy for strongly correlated molecules
unique feature: capable of treating ~102 strongly correlated electrons

• Molecular interaction energy decomposed into physically meaningful components 
unique features: applicable to electronically excited systems (local excitons), open-shell
molecules, and molecules out of equilibrium geometries; visualization of dispersion energy 
density in real space.

Interoperability with other codes:

• Requires 1- and particle reduced density matrices

• Compatible with TREXIO library

• Interfaced with: Molpro, Dalton, Quantum Package, Orca



GammCor

Interaction energy in molecular complexes with localized excitons

M. Hapka et al., J. Chem. Theory Comput., 17, 5538 (2021)



GammCor

Interaction energy in molecular complexes with localized excitons

hν

Eint changes by 0.15 kcal/mol. Mainly electrostatic and dispersion interaction effects.

SAPT(MC) in GammCor: up to 102 electrons in 103 basis set functions. 

Wavefunctions for monomers: CASSCF, CI.

M.R. Jangrouei et al., J. Chem. Theory Comput., 18, 3497 (2022)



GammCor

Density Matrix Renormalization Group with
Dynamical Correlation via Adiabatic Connection

E = EDMRG + EAC
corr

1,2-RDMs

P. Beran et al., J. Chem. Theory Comput., 17, 7575 (2021)



GammCor

Density Matrix Renormalization Group with
Dynamical Correlation via Adiabatic Connection

P. Beran et al., J. Chem. Theory Comput., 17, 7575 (2021)

Fe(II)-porphyrin

Quintet-Triplet energy gap

40 active electrons in 42 orbitals 

Wall Time of AC0 calc.: ~103 sec.



TurboRVB and TurboWorkflows

- SISSA (International School for Advanced Studies/Italy)

- NIMS (National Institute for Materials Science/Japan)

Kosuke Nakano 

(Current position)
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Packages: TurboRVB and TurboWorkflows

K. Nakano et al., in preparation (2023)

K. Nakano, C. Attaccalite, M. Barborini, L. Capriotti, M. Casula, E. Coccia, M. Dagrada, Y. Luo, 
G. Mazzola, A. Zen, and S. Sorella, J. Chem. Phys. 152, 204121 (2020)

QMC engines (DFT, VMC, and DMC).

Workflow systems (python).

© Kosuke Nakano (SISSA/JAIST)

Command line tools (python).
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TurboRVB Features

© Kosuke Nakano (SISSA/JAIST)

open-source by July 2023!!

- Variational Monte Carlo (VMC) and Lattice regularized Diffusion Monte Carlo (LRDMC).

- Atomic Forces by exploiting the algorithmic differentiation (AD).

- Flexible ansatz such as Antisymmetrized Geminal Power (AGP) and Pfaffian (Pf).

- Parallelized by MPI/OpenMP (hybrid) and GPU.

The main developer was Prof. Sandro Sorella.

M. Casula et al., Phys. Rev. Lett 95, 100201 (2005)

The project PIs are M. Casula and K. Nakano.

S. Sorella et al., J. Chem. Phys. 133, 234111 (2010)

C. Genovese et al., J. Chem. Theory Comput. 16, 6114 (2020)

O. Kohulak et al., in preraration (2023)

M. Casula et al., J. Chem. Phys. 119, 6500 (2003)
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Example: Potential Energy Surface: C2-dimer

© Kosuke Nakano (SISSA/JAIST)

Wavefunction C atom (Ha) C2 molecule (Ha) Binding (eV)

Jastrow Slater −37.82966(4) −75.8672(1) 5.656(3)

Jastrow Geminal
(Singlet)

−37.8364(1) −75.8938(2) 6.01(1)

Jastrow Geminal
(Singlet + broken sym.)

−37.8364(1) −75.8935(2) 6.00(1)

Jastrow Geminal
(All-pairing, Pfaffian)

－37.8363(1) −75.9045(2) 6.31(1)

Estimated exact -37.8450 −75.9045(2) 6.44(2) (Exp.)

DMC gives a more accurate result than CCSD(T) does for the challenging molecule.

More complex ansatz.

Binding energies of the C2 dimer obtained by LRDMC

C. Genovese et al., J. Chem. Theory Comput. 16, 6114 (2020)
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Example: Phonon dispersion of Diamond

© Kosuke Nakano (SISSA/JAIST)

● Diamond: the conventional 2x2x2 supercell with the experimental lattice parameter

DFT-LDA

VMC

Exp. 40.35 THz

40.65(38) THz

38.55 THz

K. Nakano et al., Phys. Rev. B 103, L121110 (2021)

** These are harmonic frequencies

● Employed the frozen phonon method implemented in Phonopy package. 

A. Togo and I. Tanaka, Scr. Mater. 108, 1 (2015).

* including anharmonic corrections.

Raman Freq. (optical phonon at Γ)
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TurboWorkflows Features

© Kosuke Nakano (SISSA/JAIST)

● Controlling QMC jobs on a python script

● Implemented in object-oriented fashion by Python3

● Solving dependencies and monitoring jobs

In production from 2022 -

● Allowed to define user’s own workflows

● Open source under the BSD3 license (Jul. 2023-)

https://github.com/kousuke-nakano/turboworkflows
K. Nakano et al., in preparation (2023)
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TurboWorkflows Example: Pontential Energy Surface of CO

© Kosuke Nakano (SISSA/JAIST)

PES at the VMC level. PES at the LRDMC level.
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TurboWorkflows Example: Pontential Energy Surface of CO

© Kosuke Nakano (SISSA/JAIST)

It automatically solves the dependencies of the calculations.

A python script defining the QMC workflows.

with TREXIO
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Review and Website

K. Nakano, C. Attaccalite, M. Barborini, L. Capriotti, M. Casula, E. Coccia, M. Dagrada, Y. Luo, G. Mazzola, 
A. Zen, and S. Sorella, J. Chem. Phys. 152, 204121 (2020)

https://turborvb.sissa.it



CHAMP

CHAMP : Cornell-Holland Ab-initio Materials Package

QMC suite of programs for accurate electronic structure calculations of molecular systems

Ravindra Shinde
University of Twente, The Netherlands

08/02/20233
6

TREX Webinar



CHAMP

CHAMP : Cornell-Holland Ab-initio Materials Package

QMC suite of programs for accurate electronic structure calculations of molecular systems

Noteworthy functionalities

• Efficient optimization schemes for ground and excited states in VMC 

State-specific energy minimization implemented

• Efficient analytical interatomic forces in VMC

• Fast evaluation of multi-determinants and their derivatives

• Multiscale hybrid QMC calculations (QMC/PCM, QMC/MM, and QMC/MMpol)

08/02/20233
7

TREX Webinar



Noteworthy functionalities

Efficient analytical interatomic forces in VMC

CHAMP

Geometry Optimization

08/02/20233
8

TREX Webinar



Fast evaluation of multideterminants and their derivs

CHAMP

Noteworthy functionalities

Wavefunction Optimization

08/02/20233
9

TREX Webinar



Noteworthy functionalities

CHAMP

En
er

gy
(H

a)

65000 wave function parameter optimization of C8H10

Efficient optimization schemes for ground and excited states in VMC

08/02/20234
0

TREX Webinar

Both Geometry and 
Wavefunction Optimization



State-specific energy optimization

CHAMP

Noteworthy functionalities

With constraints

08/02/20234
1

TREX Webinar



Interoperability with codes within and outside TREX

CHAMP

08/02/20234
2

TREX Webinar



CHAMP

Massive parallelization and efficient scaling

• Improved vectorization

• QMCkl library for highly-efficient, 
optimized, scalable, common QMC tasks

QMCkl

Run on Snellius/SURFsara AMD Epyc 128 cores/node

Total energy calculation

08/02/20234
3

TREX Webinar



Codes available on GitHub

CHAMP

Thank you!

08/02/20234
4

TREX Webinar



Quantum Package

Emmanuel Giner1, Anthony Scemama2

08/02/2023

1Laboratoire de Chimie Théorique, Sorbonne Université/CNRS Paris

2Laboratoire de Chimie et Physique Quantiques, UPS/CNRS Toulouse



Full-CI

Full Configuration Interaction (FCI)

Exact solution of ĤΨ= EΨ in a complete basis of Slater determinants 

The determinant basis is derived from the one-electron basis set

Only approximation : one-electron basis-set incompleteness 

Intractable : O(N!) scaling

All the post-Hartree-Fock methods areapproximations of the FCI within the same 

basis set



Conventional algorithms



Selected CI



CIPSI Algorithm

CIPSI Algorithm1

Start with D0 = {|HF⟩} and |Ψ0⟩ = |HF⟩.
⟨i |H|Ψn⟩2

E(Ψn)− ⟨ i |H|i ⟩

n PT2 n n

Σ
i i

Dn+1 = Dn ∪ {∪i(selected)|i⟩}

1 ∀|i⟩ ∈ { T̂SD|Ψn⟩} \ {D n} , compute ei =

2 if |ei | > ϵn, select |i⟩

3 Estimated energy : E(Ψ ) + E (Ψ ) = E(Ψ ) + e

4

5  Minimize E(Ψn+1) (Davidson),

n+1 nΨ = Ψ +
Σ

i(selected) ic |i⟩

6 Choose ϵn+1 < ϵn

7 Iterate

1
B. Huron, J.P. Malrieu, and P. Rancurel, J. Chem. Phys. 58, 5745 (1973).



CIPSI
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When Ndet = NFCI, EPT2 = 0, CI is solved exactly.

Every CI problem can be solved by iterative perturbative selection



Extrapolated FCI energy

exFCI : Extrapolate E = f (EPT2) at EPT2 = 0, estimates the complete CI solution.
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HPC

OpenMP / MPI / ZeroMQ 

HPC environments

Cloud environments

Resources can be increased 

dynamically ●
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Applications



Applications



Applications



Quantum Package

https://quantumpackage.github.io/qp2

Open-source programming environment for quantum chemistry

Uses determinant-driven algorithms : can solve CI problems with arbitrary CI 

spaces

Efficient CIPSI and stochastic PT2 computational kernels 

Designed first for for programmers, but easy to use

Usersareencouragedto develop their own plugins, which they can redistribute 

autonomously

https://quantumpackage.github.io/qp2


QMC=Chem

Anthony Scemama

08/02/2023

Laboratoire de Chimie et Physique Quantiques, UPS/CNRS Toulouse



QMC=Chem

What it can do

VMC and DMC of large CI expansions

Ground and excited states

All-electron / Pseudo-potentials (DLA)

Optimization of very large CI 

expansions

Massively parallel calculations

What it cannot do

Periodic systems

T-moves

Sophisticated Jastrow factors 

Backflow

JAGP

Nuclear forces



Algorithm



Design

qmc

Data server

Forwarder

qmc

qmc

qmc

qmc qmc qmc qmc

Forwarder

Compute

Node

Server  

Node

qmc qmc qmc qmc

Forwarder
Com pute  

Node

qmc qmc qmc qmc

Forwarder

Com pute  

Node



Technology

Programming

Wave function preparation: Quantum Package 

Computation: Fortran

Communication + post-processing: OCaml

ZeroMQ for communication =⇒ HPC systems +  Cloud infrastructures 

Fault tolerance + dynamical resource management

Large scale applications

0.96 PFlops/s in 2011on Curie (TGCC/CEA), 76 800cores 

Distributed HPC+Cloud calculations in 2015 (France Grilles)



Scientific applications

Toward an improved control of the fixed-node error in quantum Monte Carlo: The case of the water molecule
M. Caffarel, T. Applencourt, E. Giner, A. Scemama, J. Chem. Phys., 2016, 144, pp.151103.



References

QMC=Chem: A Quantum Monte Carlo Program for Large-Scale Simulations in 

Chemistry at the Petascale Level and beyond

Quantum Monte Carlo for large chemical systems: Implementing efficient 

strategies for petascale platforms and beyond

Quantum Monte Carlo with very large multideterminant wavefunctions 

Optimization of large determinant expansions in quantum Monte Carlo

Toward an improved control of the fixed-node error in quantum Monte Carlo: The 

case of the water molecule

Deterministic construction of nodal surfaces within quantum Monte Carlo: the 

case of FeS

Excitation energiesfrom diffusion Monte Carlo usingselected configuration 

interaction nodes

Taming the fixed-node error in diffusion Monte Carlo via range separation



TREX libraries:

TREXIO & QMCkl

Evgeny Posenitskiy,* Anthony Scemama 

Laboratoire de Chimie et Physique Quantiques (LCPQ) 

@ CNRS and University of Toulouse, France

*currently @ Qubit Pharmaceuticals, France
08/02/2023



TREXIO as I/O format



Situation in 2020



* https://trex-coe.github.io/trexio/trex.html

More details in the TREXIO documentation*



Enhancements
compared to other 
wave function
formats• Fully self-consistent: no code-specific knowledge is required

• Normalization parameters cover all existing ambiguities

• Compact storage of sparse quantities like 2-electron integrals

• No custom text-based formatting, forget about typos!

* https://trex-coe.github.io/trexio/trex.html



TREXIO as I/O library



• Source code in pure C for the best performance and portability

• High-performance I/O backend based on the HDF5 library

• Bindings in Fortran, Python, OCaml

• Very easy to install: Autotools/CMake, conda, Spack, Guix, pip, apt, opam, you name it :-)

https://github.com/TREX-CoE/trexio



Situation in 2023



Adoption of TREXIO enabled

• Enhanced data exchange and I/O performance in TREX codes

• QP ⇨TREXIO ⇨GammCor : SAPT with CIPSI density matrices

• QP ⇨TREXIO ⇨CHAMP : QMC with CIPSI wave functions

•trexio_tools ⇨TREXIO ⇨all TREXIO users are interfaced with 

external programs like GAMESS, Gaussian, PySCF

• QP ⇨TREXIO ⇨QMCkl : user-friendly QMC tutorials in pure Python



• API for main algorithms of Quantum Monte Carlo

• Pedagogical and high-performance implementations

• Low-level functions: linear algebra

• High-level functions: domain-specific

• Bindings in C, Fortran, Python

QMC Kernel Library: QMCkl

https://github.com/TREX-CoE/qmckl



QMCkl use case: Jastrow factor*

*work of Vijay Gopal Chilkuri @ Aix-Marseille University



• TREXIO repository:

• QMCkl repository:

https://github.com/TREX-CoE/trexio

https://github.com/TREX-CoE/qmckl

Thank you for your at ention!
The TREX: Targeting Real Chemical Accuracy at the Exascale project has received funding from the 

European Union’s Horizon 2020 - Research and Innovation program - under grant agreement no.

952165.
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Quantum Package - User Feedback

Anthony Ferté

Laboratoire de Chimie Et Interdisciplinarité, Synthèse, Analyse, Modélisation

8th February 2023



Quantum Package user since 2018

Master 2 Internship, LCT, Sorbonne Université : 

With Emmanuel Giner and Julien Toulouse 

Multideterminant range separated DFT 

Development and implementation in QP

PhD, LCPMR, Sorbonne Université :

With Stéphane Carniato and Richard Taïeb 

Description of double core hole spectroscopies 

Development and implementation in QP

Anthony Ferté TREX webinar - Quantum Package user feedback 1/5



My PhD in a nutshell

I felt a great 

disturbance in the

force...

CO2

X-rays

Theoretical study of double ionisation/excitation in core shell

Quantum Chemistry Computational Chemistry

Spectroscopy - XPS

Anthony Ferté TREX webinar - Quantum Package user feedback 2/5



Why did we need new methodological developments?

Anthony Ferté TREX webinar - Quantum Package user feedback 3/ 5



Why did we need new methodological developments?
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Due to relaxation a given one electron MO basis can not properly 

describe both initial and final systems

A. Ferté et al., J. Phys. Chem. Lett., 11, 4359–4366, 2020

Anthony Ferté TREX webinar - Quantum Package user feedback 3/ 5



Why did I use Quantum Package?

QP do not fight back (Flexible ; IRPF90; EZFIO ; Plugin system)

Easy to find pertinent documentation for developer Especially made

to handle Slater determinants Produces high quality wave functions

Helpful and Friendly team Free and Open

source

Anthony Ferté TREX webinar - Quantum Package user feedback 4/ 5

QP do not fight back (Flexible ; IRPF90; EZFIO ; Plugin system)

Easy to find pertinent documentation for developer



What did I use Quantum Package for ?

Methodological aspects

How to use the native programs of QP for core hole state calculation 

Development of a large plugin series fully interfaced with QP

Simulation / Production
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&
Team ModES (CEISAM)

Experimentalist collaborators :
Jérôme Palaudoux, Francis Penent, 
Pascal Lablanquie, Iyas Ismail, 
Marc Simon et al.

Emmanuel Giner 
Anthony Scemama



Thank you for your attention.

&
Team ModES (CEISAM)

Experimentalist collaborators :
Jérôme Palaudoux, Francis Penent, 
Pascal Lablanquie, Iyas Ismail, 
Marc Simon et al.

Emmanuel Giner 
Anthony Scemama



User Experience 
with NECI

Pablo Lopez Rios,

Max Planck Gesellschaft

8 February 202385



n e c i + t c h i n t work o w

• TC-FCIQMC with n e c i and t c h i n t :

p y s c f

c a s i n o

t c h i n t

n e c i

*.molden

parameters.casl

FCIDUMP (0,1,2-e ints) TCDUMP (3-e ints)



n e c i + t c h i n t results

• TC method provides ∼ 2 cardinal-number advantage:
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User experience 
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Webinar, 8 February 2023 
Giacomo Tenti, - SISSA



TREX High Performance Software Solutions for Quantum Mechanical Simulations at the Exascale

My experience with TurboRVB

First contact with TurboRVB:

Study of the hydrogen chain with a Pfaffian wave function (Master’s thesis with 

prof. Sandro Sorella)

Learning Turbo the hard way (complex workflow, lots of parameters to control…)

8
9



TREX High Performance Software Solutions for Quantum Mechanical Simulations at the Exascale

9
0

The easy way:

Using TurboGenius, the workflow of a typical calculation becomes much 

simpler!

(Best way to learn how to use TurboRVB)

Moreover, advanced users still have complete control of the calculation



TREX High Performance Software Solutions for Quantum Mechanical Simulations at the Exascale

Projects with :

t

Structure optimization and 

CDW states

9
1

Phase diagram of hydrogen 

model systems

Generation of training sets 

for QMC - Machine 

Learning potentials

https://arxiv.org/abs/2301.03570
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Modelling molecules and 
materials using TurboRVB
Andrea Zen

Università di Napoli Federico II



Implicitly multideterminat ansatz



Implicitly multideterminat ansatz

J. Chem. Phys. 152, 204121 (2020)

TurboRVB:A many-body toolkit for ab initio electronic simulations by quantum Monte Carlo



Breaking bonds Transition states

J. Chem. Theory Comput. 2014, 10, 1048−1061

Static and Dynamical Correlation in Diradical Molecules by Quantum 
Monte Carlo Using the Jastrow Antisymmetrized Geminal Power 
Ansatz

J. Chem. Theory Comput. 2015, 11, 992−1005

Quantum Monte Carlo Treatment of the Charge Transfer and 
Diradical Electronic Character in a Retinal Chromophore 
Minimal Model

When do we need a multideterminat ansatz?



• Generally observed a good 
agreement between the CCSD(T) 
and the FNDMC (with a Slater-
Jastrow guide function) evaluation of 
non-covalent interactions.

• Recently observed a disagreement 
in large complexes not coming 
from the known issues (small basis 
set, timestep bias, etc.)

Reference methods: FN-DMC & CCSD(T)

Nature Communications 12, 3927 (2021)

Interactions between Large Molecules: Puzzle for Reference Quantum-Mechanical

Methods



Issue with pi-pi

interactions?
Is FN-DMC
or CCSD(T) 
having 
accuracy 
issues?

Nature Communications 12, 3927 (2021)

Interactions between Large Molecules: Puzzle for Reference Quantum-Mechanical

Methods



Inspecting FN-DMC weaknesses

1Y.S. Al-Hamdani, P.R. Nagy, A. Zen, D. Barton, M. Kállay, J.G. Brandenburg, A. Tkatchenko, Interactions between Large Molecules: Puzzle for 
Reference Quantum-Mechanical Methods, Nature Communications 12, 3927 (2021).
Uses CASINO, DMC with pseudopotentials testing LA/TM/DLA.

2] A. Benali, H. Shin and O. Heinonen, Quantum Monte Carlo benchmarking of large noncovalent complexes in the L7 benchmark set, JCP 153, 
194113 (2020).
Uses QMCPACK, DMC with all-electrons.

Weeknesses in FN-DMC:
•Bugs in the code
•Pseudopotentials

No, 2 codes agree [1,2]
No, AE and PP agree [1,2]

•Optimization of Jastrow No: tested LA, TM & DLA [1]
•Determinant initialization No: tested LDA, PBE, PBE0 [1]
•FN beyond single Slater (?) Work in progress



FN beyond single Slater

TREX-I/O

Interaction energy is the energy difference between two or more 
systems. It’s a small fraction of the total energy of a system.
Difficulty: keeping the quality of the wave function (optimisation) 
consistently good in two or more systems.

Kosuke Nakano



CHAMP : Cornell-Holland Ab-initio Materials Package

09/02/2023TREX Webinar100

CHAMP

QMC suite of programs for accurate electronic structure calculations of molecular systems

Stuart Shepard
University of Twente, The Netherlands



Excited States using CHAMP

09/02/2023101

VMC wave function optimization + DMC

Jastrow-Slater multi-determinant

Any symmetry

Embedding

CHAMP



Example: Accurate Double Excitations QP + CHAMP in action

09/02/2023102

States of same symmetry

State-specific optimization with overlap penalty

CHAMP

QP TREXIO CHAMP

GAMESS
2

CC4



Example: Geometry 
Optimization in Excited State

09/02/2023103

CHAMP



Codes available on GitHub

09/02/2023TREX Webinar104

CHAMP

Thank you!



08/02/2023TREX WEBINAR105

TREX Hackathon III at CINECA - 6-8 March 2023, Bologna (IT)

Upcoming Events

Code Tuning for the Exascale - 12-14 June 2023, Bratislava (SK)

TREX Workshop - 18-20 April 2023, Lodz, Poland

TREX School on QMC with TurboRVB - 3-7 July, 2023, Trieste (IT)
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