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 Cases of the COVID-19 virus continue to spread still needs to be considered 

even though we have entered the post-pandemic era. Rapid identification of 

COVID-19 cases is necessary to prevent the virus from spreading further. 

This study developed a chest X-ray-based (CXR) COVID-19 classification 

for COVID-19 detection using the convolutional neural network-

bidirectional long short-term memory (CNN-BiLSTM) combination model 

and compared the CNN-BiLSTM combination model with CNN models. 

The CNN models used in this study are the transfer learning models, namely 

Resnet50, VGG19, InceptionV3, Xception, and AlexNet. This research 

classifies CXR into three groups: COVID-19, normal, and viral pneumonia. 

In comparison to other models, the Resnet50-BiLSTM model is the most 

accurate and hence the best. The accuracy of the Resnet50-BiLSTM model 

was 98.48%. The model that obtains the next highest accuracy i.e Resnet50, 

VGG19-BiLSTM, VGG19, InceptionV3-BiLSTM, InceptionV3, Xception-

BiLSTM, Xception, AlexNet-BiLSTM, and AlexNet. In this study, 

precision, recall, and F1-measure are also employed to demonstrate that 

Resnet50-BiLSTM achieves the highest value compared to other 

approaches. When compared to previous studies, this study enhances 

classification performance results. 
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1. INTRODUCTION 

Cases of the COVID-19 virus continue to spread still needs to be considered even though we have 

entered the post-pandemic era. Several new varieties including omicron and delta are increasingly expanding 

in several nations [1], [2]. Therefore, it is vital to rapidly diagnose COVID-19 instances to prevent the virus's 

further transmission. Rapid screening with high sensitivity can aid health professionals in managing  

COVID-19 cases [3]. 

Multiple methods exist for detecting COVID-19 infections, including chest or lung X-rays. 

Radiological testing can detect alterations in the human lung prior to and after the onset of COVID-19 

symptoms [4]. A person infected with the COVID-19 virus has irregular air space opacities in either the right 

or left lung which can be detected from radiological examination [5]. The types of radiological examinations 

include computed tomography (CT) scan, chest X-ray (CXR), and ultrasonography (USG) of the lungs [6]. 

CXR has the advantage of being more accessible because every hospital has CXR facilities, compared to 
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other types of radiological examinations such as CT scan and ultrasound of the lungs. In addition, CXR has 

an effectiveness rate of up to 89 percent in detecting the COVID-19 virus [7]. 

This research employs the COVID-19 radiography database [8], [9] to identify the COVID-19 virus 

in CXR data. More than 10,000 CXR images in positive instances of COVID-19, viral pneumonia, and 

normal are included in the collection. With the introduction of deep learning, it is now easier to assess 

enormous volumes of available data. Convolutional neural networks (CNN) are a popular deep learning 

method in the medical field. 

Previous research has generated CNN image categorization models such as GoogleNet [10], [11], 

VGGNet [12], [13], ResNet [14], [15], and AlexNet [16], [17]. As performed by Ardakani et al. [18], the 

CNN approach can be utilized to detect COVID-19 instances by differentiating between CXR images that are 

infected with COVID19 and those that are not infected with COVID-19. Furthermore, Rahaman et al. [19] 

used CXR images for COVID-19 detection by comparing CNN models such as VGG19, Alexnet, Resnet 50, 

and DenseNet. There are limits to these investigations employing simply the CNN model for image 

recognition. However, the CNN model allows it to be combined with other deep learning models to get better 

model performance. Imaduddin et al. [20] also conducted research about the detection of COVID-19 in CXR 

data. Imaduddin et al. [20] is restricted to using only the normal class and COVID-19 class of data. The 

volume of research data must be raised so that the COVID-19 detection model yields higher performance 

results. This study utilizes the same dataset as the study [20], but it employs three classifications, namely 

COVID-19, normal, and viral pneumonia, resulting in a greater quantity of data than the study [20]. 

The CNN model can learn local responses from image data so that it can extract data features in 

parallel, but CNN has the disadvantage that it cannot learn sequential correlation of data [21]. On the other 

hand, recurrent neural networks (RNN) is advantageous for sequence data modeling, but cannot extract data 

characteristics in parallel [22]. One of the RNN models is bidirectional long short-term memory (BiLSTM). 

BiLSTM is advantageous for sequence data modeling, however it cannot extract data characteristics in 

parallel [23]. Deep learning methods such as CNN and BiLSTM can be combined by taking advantage of the 

advantages of each method to obtain a more accurate deep learning model. 

Research has developed a combination of CNN and BiLSTM for other cases such as sentiment 

document analysis [24], stock price prediction [25], [26], and document text classification [27], [28]. 

Research related to the combination of CNN and BiLSTM for COVID-19 detection has been carried out by 

Aslan et al. [29] but this study only uses the AlexNet-BiLSTM for the identification of COVID-19 infection. 

This research uses several transfer learning models on CNN, not only AlexNet-BiLSTM, but also Resnet50-

BiLSTM, VGG19-BiLSTM, InceptionV3-BiLSTM and Xception-BiLSTM. Therefore, the contribution in 

this research is to combine the CNN models (Resnet50, VGG19, InceptionV3, Xception, and AlexNet) with 

BiLSTM for automated COVID-19 detection based on CXR images and compare the CNN-BiLSTM 

combination model with a CNN model that does no combined with BiLSTM. By comparing the CNN-

BiLSTM with the CNN model, it will produce a performance comparison between models so that you can 

choose the best model to detect COVID-19. 

This study aims to establish a COVID-19 categorization based on CXR data using a combination of 

CNN models (Resnet50, VGG19, InceptionV3, Xception, AlexNet) and BiLSTM for early detection of 

patients infected with the COVID-19 virus effectively. The combination of CNN and BiLSTM models is 

expected to detect COVID-19 more accurately. Health workers can be assisted in detecting the COVID-19 

virus in patients. Patients can be treated quickly to receive appropriate treatment so that the spread of the 

COVID-19 virus can be prevented more widely. 

 

 

2. MATERIAL AND METHOD 

Based on X-ray images, this study presented a categorization of COVID-19. The classification 

model was developed in this study using a combination of CNN and BiLSTM. The research method consists 

of pre-processing data, modeling data, hyperparameter tuning, and model evaluation. The evaluation model 

uses a confusion matrix by calculating accuracy, precision, recall, and F1-measure. 

 

2.1.  Dataset 

COVID-19 radiography database is the data source for this investigation. The collection contains 

three categories of CXR images, namely COVID-19, normal, and viral pneumonia. Figure 1 depicts an 

example CXR image from the dataset. Figure 1(a) shows an example of COVID-19 CXR image, Figure 1(b) 

shows an example of normal CXR image, and Figure 1(c) shows an example of pneumonia CXR image. 

Table 1 depicts the distribution of training and testing data for the dataset. 8:2 data ratio is applied to training 

and examination data. 
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(a) (b) (c) 

 

Figure 1. An example of COVID-19, normal, and pneumonia in CXR images (a) COVID-19 CXR, 

(b) normal CXR, and (c) pneumonia CXR 

 

 

Table 1. The dataset applied in this study 
Dataset/class COVID-19 Normal Viral pneumonia Total 

Train 2,893 8,154 1,076 12,123 
Test 723 2,038 269 3,030 

Total 3,616 10,192 1,345 15,153 

 

 

2.2.  Data pre-processing 

The image is resized to 224×224 pixels so that the images have the same size. Augmentation 

technique is also applied at the pre-processing stage by using Keras “ImageDataGenerator”. This 

augmentation technique is applied to improve the performance of the proposed model. Additionally, 

horizontal flip is utilized to horizontally flip the image's rows and columns. Moreover, rescale is employed at 

rescale 1/255 to alter the scale of image values. Then, validation split=0.2 is used to divide data into training 

and validation sets. 

 

2.3.  Data modeling 

This study developed a combination classification model for CNN and BiLSTM. Resnet50, VGG19, 

InceptionV3, Xception, and AlexNet are the transfer learning CNN models utilized in this research. Each 

CNN model is combined with the BiLSTM model. Then the CNN-BiLSTM combination model is compared 

with the CNN-BiLSTM model alone which is not combined with BiLSTM. Jupyter Notebook, python 3.10, a 

Core i7 processor, 16 GB of RAM with a speed of 3,600 MHz, and an Nvidia Cuda GPU are utilized in this 

study for building the model. 

The CNN-BiLSTM models used in this study are Resnet50-BiLSTM, VGG19-BiLSTM, 

InceptionV3-BiLSTM, Xception-BiLSTM, and AlexNet-BiLSTM. CNN-BiLSTM models are comprised of 

previously trained models that have been trained on the ImageNet dataset. Imported Keras models contain 

convolutional layers for extracting visual characteristics. The size of network inputs is (224, 224, and 3). The 

CNN-BiLSTM model only uses convolutional layers in the pre-trained model so that other layers in the 

previously learned model are removed such as the flatten layer, fully connected layer (FCL), and softmax 

activation layer. The layer is modified by adding a flatten layer to convert the two-dimensional feature matrix 

into a vector. Then added BiLSTM with 128 units. A dropout layer was also added to control overfitting with 

a dropout of 0.5. The BiLSTM layer and the dropout layer are repeated twice. Furthermore, the amount of 

neurons, 128, is added to the FCL which has an activation function. Next, the dropout layer is added again. 

Finally, the final layer of the CNN architecture generates an output image categorization using the softmax 

function. The architecture of the Resnet50-BiLSTM model is shown in Figure 2. 

This study compares the CNN-BiLSTM with the CNN model. The CNN models used in this study 

are Resnet50, VGG19, InceptionV3, Xception, and AlexNet. The CNN model used in this work was 

previously trained on the ImageNet dataset. Imported Keras models contain convolutional layers for 

extracting visual characteristics. The size of network inputs is (224, 224, and 3). After the convolutional 

layer, the flatten layer is applied to turn the feature matrix into a vector. In addition, the FCL is added using 

the activation function tanh and 128 neurons. To generate output for image categorization, a softmax 

activation layer is applied at the end. 

 

2.4.  Hyperparameter tuning 

In the hyperparameter tuning phase, the optimal experimental scenario parameters are determined. 

Loss function, optimizer, batch size, model activation, and epoch are the parameters utilized in this 
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investigation. Categorical crossentropy is the loss function applied in this study. Stochastic gradient descent 

(SGD) is employed as the optimizer. The batch size utilized is 16. 10 is used as the epoch. Then, the tanh 

activation model is employed. 

 

 

 
 

Figure 2. The Resnet50-BiLSTM architecture 

 

 

3. RESULTS AND DISCUSSION 

This study employs ten experimental categorization scenarios for COVID-19 based on CXR data. 

The experimental scenarios used are Resnet50-BiLSTM, VGG19-BiLSTM, InceptionV3-BiLSTM, 

Xception-BiLSTM, AlexNet-BiLSTM, Resnet50, VGG19, InceptionV3, Xception, and AlexNet. Figure 3 

depicts a comparison of the study's accuracy. In comparison to other models, the Resnet50-BiLSTM model 

delivers the most accurate results. The accuracy of the Resnet50-BiLSTM model was 98.48%. The model 

that obtains the next highest accuracy i.e Resnet50, VGG19-BiLSTM, VGG19, InceptionV3-BiLSTM, 

InceptionV3, Xception-BiLSTM, Xception, and AlexNet-BiLSTM. The AlexNet model obtained the lowest 

accuracy of 94.79% compared to other models. 

 

 

 
 

Figure 3. The comparison of accuracy results 
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Precision, recall, and F1-measure are also employed in the evaluation of this study. The purpose of 

the evaluation is to assess the performance of the detection model using COVID-19 CXR data. The 

comparison of precision, recall, and F1-measure is presented in Table 2. Comparing precision, recall, and F1-

measure reveals that Resnet50-BiLSTM achieves the greatest value compared to other approaches. Precision, 

recall, and F1-measure are 98.54%, 98.48%, and 98.50%, respectively, for Resnet50-BiLSTM. Then 

followed further models, specifically VGG19-BiLSTM, Resnet50, VGG19, InceptionV3-BiLSTM, 

InceptionV3, Xception-BiLSTM, Xception, AlexNet-BiLSTM, and AlexNet. 

 

 

Table 2. The comparison of precision, recall, and F1-measure  
Model Precision (%) Recall (%) F1-measure (%) 

VGG19-BiLSTM 98.40 98.38 98.38 

Resnet50-BiLSTM 98.54 98.48 98.50 
InceptionV3-BiLSTM 98.27 98.25 98.24 

Xception-BiLSTM 97.83 97.76 97.77 

AlexNet-BiLSTM 95.79 95.78 95.78 
VGG19 98.30 98.28 98.29 

Resnet50 98.37 98.32 98.33 

InceptionV3 98.00 97.99 97.96 
Xception 97.68 97.62 97.64 

AlexNet 95.03 94.79 94.84 

 

 

In this study, the confusion matrix test data is presented so that the performance of each model may 

be evaluated in detail. The Resnet50-BiLSTM model, which has the best accuracy, is able to distinguish 710 

photos in the COVID-19 class, despite detecting 10 images in the normal class and 3 images in the viral 

pneumonia class. In the usual picture class, the detection of 2009 photos was accurate. However, 6 pictures 

were identified as belonging to the COVID-19 class and 23 as belonging to the pneumonia class. In the 

pneumonia class, 265 photos were successfully identified. Nonetheless, four photos were wrongly classified 

as normal. The AlexNet model with the lowest accuracy score is able to classify 697 COVID-19 pictures, 

while 24 are classified as normal and 2 as viral pneumonia. 1931 images may be properly identified as 

belonging to the normal image class, 96 as belonging to the COVID-19 class, and 11 as belonging to the 

pumonia class. 244 photographs in the pumonia class were accurately identified, whereas 5 images were 

identified as COVID-19 class and 20 as normal class. The justification for applying Resnet50-BiLSTM for 

the chesy X-Ray-based COVID-19 classification is therefore strengthened. Figure 4 displays alternative 

confusion matrix models. Figure 4(a) depicts VGG19-BiLSTM confusion matrix, Figure 4(b)  

Resnet50-BiLSTM confusion matrix, Figure 4(c) InceptionV3-BiLSTM confusion matrix, and Figure 4(d) 

Xception-BiLSTM confusion matrix, Figure 4(e) AlexNet-BiLSTM confusion matrix, Figure 4(f) VGG19 

confusion matrix, Figure 4(g) Resnet50 confusion matrix, Figure 4(h) InceptionV3 confusion matrix,  

Figure 4(i) Xception confusion matrix, and Figure 4(j) AlexNet confusion matrix. 

In this study, accuracy curves are provided to illustrate the performance of the model at each epoch. 

Figure 5 (in Appendix) illustrates the accuracy curves for every model. Figure 5(a) illustrates the accuracy 

curves for VGG19-BiLSTM, Figure 5(b) for Resnet50-BiLSTM, Figure 5(c) for InceptionV3-BiLSTM, 

Figure 5(d) for Xception-BiLSTM, Figure 5(e) for AlexNet-BiLSTM, Figure 5(f) for VGG19, Figure 5(g) for 

Resnet50, Figure 5(h) for InceptionV3, and Figure 5(i) for Xception. The Resnet50-BiLSTM curve has a 

stable curve and has high training and validation accuracy. From 0 to 10 epochs, the accuracy curve of the 

training data rises around 99.9% every epoch. In the meanwhile, the val accuracy curve exhibits a sudden 

increase from epoch 0 to epoch 1 at a rate of 90%, followed by a fall in val accuracy in the subsequent epoch, 

followed by a steady growth at a rate of around 98%. In the 8th epoch, the val accuracy value decreased to 

82% and then rose slowly and steadily at around 98%. In contrast to the accuracy curve of the  

Resnet50-BiLSTM model, the AlexNet-BiLSTM model shows an overfitting accuracy curve. From epochs 1 

to 10, the accuracy curve in the training data improves in value, but the val accuracy curve exhibits erratic 

increases. In the val accuracy value, there is a decrease in epochs 2 and 4, then the curve moves up with a 

value of around 94%. 

According to the results, the Resnet50-BiLSTM model had the best performance compared to the 

other models. This is because the Resnet50-BiLSTM architecture combines the Resnet50 model and the 

BiLSTM model. The Resnet50 model has the advantage of being able to study local responses from image 

data so that it can extract features of CXR images in parallel well. While the BiLSTM model has advantages 

in sequential data modeling so that it is accurate in classifying data. Therefore, the combination of Resnet50 

and BiLSTM models has the advantages of the two models so that it has better model performance than other 

models. The combination of CNN and BiLSTM models in this study resulted in better performance than the 

CNN model alone which was not combined with BiLSTM. This indicates that the BiLSTM model combined 
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with the CNN model has an effect on improving the performance of the CXR images-based COVID-19 

classification model. 

 

 

 
(a) 

 

 
(b) 

 
(c) 

 

 
(d) 

 
(e) 

 

 
(f) 

 
(g) 

 

 
(h) 

 
(i) 

 
(j) 

 

Figure 4. The model results of the confusion matrix (a) VGG19-BiLSTM, (b) Resnet50-BiLSTM, 

(c) InceptionV3-BiLSTM, (d) Xception-BiLSTM, (e) AlexNet-BiLSTM, (f) VGG19, (g) Resnet50, 

(h) InceptionV3, (i) Xception, and (j) AlexNet 
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The CNN models compared in this study are Resnet50, VGG19, InceptionV3, Xception, and 

AlexNet. The Resnet50 model generated the best results in comparison to other models. Due to the Resnet50 

architecture, which leverages a shortcut connection idea to prevent considerable information loss during 

training, this is the case. To enhance model performance, it is not practical to simply stack layers while 

constructing the model architecture. The higher the depth of a network, the greater the chance of vanishing 

gradient, which causes the gradient to become extremely tiny, resulting in reduced performance or accuracy 

[10]. ResNet therefore developed the notion of shortcut connections as a means of minimizing the loss of key 

characteristics during the convolution procedure. 

This study's examination of model performance improves performance outcomes in comparison to 

previous research [20]. The accuracy, precision, and F1-measure of the Resnet50 model generated by prior 

research are 93.3%, 93%, and 93%, respectively. The Resnet50 model is the best model produced by earlier 

research [20]. CNN and BiLSTM have not been coupled in prior research. The findings of this investigation 

reveal that the model with the greatest performance is Resnet50-BiLSTM. The Resnet50-BiLSTM model 

produces precision, accuracy, and F1-measures of 98.48%, 98.54%, and 98.50%, respectively. As a 

consequence, the performance of COVID-19 detection utilizing CXR images is enhanced in this study. 

 

 

4. CONCLUSION 

This study successfully classified COVID-19 using CXR data using a combination of CNN and 

BiLSTM. The CNN models used in this study are Resnet50, VGG19, InceptionV3, Xception, and AlexNet. 

This study uses ten experimental scenarios for COVID-19 categorization based on CXR data, namely 

Resnet50-BiLSTM, VGG19-BiLSTM, InceptionV3-BiLSTM, Xception-BiLSTM, AlexNet-BiLSTM, 

Resnet50, VGG19, InceptionV3, Xception, and AlexNet. This research classifies CXRs into three groups: 

COVID-19, normal, and viral pneumonia. In comparison to other models, the Resnet50-BiLSTM model is 

the most accurate and hence the best. The accuracy of the Resnet50-BiLSTM model was 98.48%. The model 

that obtains the next highest accuracy i.e Resnet50, VGG19-BiLSTM, VGG19, InceptionV3-BiLSTM, 

InceptionV3, Xception-BiLSTM, Xception, AlexNet-BiLSTM, and AlexNet. In this study, precision, recall, 

and F1-measure are also employed to demonstrate that Resnet50-BiLSTM achieves the highest value 

compared to other approaches. Comparing the performance of alternative transfer learning models in CNN, 

such as DenseNet or GoogleNet, with the performance of the transfer learning models in this study would 

require more investigation. In addition, further research can develop a web-based application with the Django 

framework for classification of COVID-19 based on CXR data. 
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APPENDIX 

 

 
(a) 

 
(b) 

 

Figure 5. The accuracy curve in models (a) VGG19-BiLSTM, (b) Resnet50-BiLSTM 
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(c) 

 

 
(d) 

 
(e) 

 

 
(f) 

 
(g) 

 

 
(h) 

 
(i) 

 

Figure 5. The accuracy curve in models (c) InceptionV3-BiLSTM, (d) Xception-BiLSTM, (e) AlexNet-

BiLSTM, (f) VGG19, (g) Resnet50, (h) InceptionV3, and (i) Xception (continue) 
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