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Abstract

We perform quantum trajectory simulations of the decay dynamics of initially localised resonant

states. Quantum dynamics is represented by a swarm of interacting trajectories which maps the

originally quantum problem into the motion of an equivalent (higher-dimensional) classical system.

We address two model problems, in which the decay of the initial resonance leads to either spatially

confined or asymptotically free wave-packet dynamics, specifically on a double well potential and

on a potential plain. The traditional choice of fixed boundary conditions in the interacting trajec-

tory representation, set at infinity, is found to have a moderate influence on the accuracy of the

interacting trajectory representation of quantum trajectory dynamics, for the motion on a double

well potential, i.e., the results of the trajectory-based scheme are in good correspondence with those

obtained via quantum wave-packet propagation up to several fundamental vibrational periods. On

the other hand, standard boundary conditions have negligible effect on the interacting trajectory

dynamics of a decaying shape resonance, whose predictions reproduce quantum mechanical results

at long times.
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I. INTRODUCTION

The solution of the time-dependent Schrödinger equation (TDSE) for multidimensional

systems plays a central role in the interpretation of real-time spectroscopy measurements,

and it provides insight into the mechanisms underlying dynamical phenomena at the atomic,

molecular, and nanometric scales. However, despite the improved performance of elab-

orate quantum wavepacket propagation techniques (e.g., the Multi-Configurational Time-

Dependent Hartree (MCTDH) method [1, 2], and its multi-layer extension [3]), the numerical

integration of the multidimensional TDSE remains as one of the major challenges in modern

computational physics and chemistry.

Standard methodologies employed to solve the TDSE are based on grid or basis set repre-

sentations, therefore these methods require large storage capacities and computational time

as the number of degrees of freedom in the system increases [1]. Such steep increase of the

computational cost of the simulation of multidimensional quantum systems has been termed

the “curse of dimensionality” or “catastrophe of dimension” [4]. Consequently, intensive ef-

fort is devoted to design new computational schemes which scale more favourably with the

number of dimensions.

In recent decades, the development of trajectory-based methods have attracted great

interest, chiefly due to the appealing scaling properties of different computational imple-

mentations as the dimensionality of the system grows larger [5–21].

Within this context, the interest in the hydrodynamic formulation of quantum mechanics

has increased in the last years, particularly from the point of view of numerical applications

[22–25]. In principle, the exact solution of the TDSE can be generated via the propagation

of quantum trajectories, whose dynamical laws follow from the equations of motion from

the hydrodynamical formulation of quantum mechanics [26].

On the one hand, once the time-dependent wavefunction is known, the evaluation of

the quantum trajectories which arise from the hydrodynamical equations is a relatively

straightforward task from a numerical perspective [27]. Within this also called “pilot wave”

approach, the wavefunction is interpreted as a guiding field for the trajectories, and the

latter are mainly used to gain a deeper understanding of the dynamical process.

On the other hand, the quantum trajectories can be propagated without previous knowl-

edge of the wavefunction. A significant step forward in the use of quantum trajectories from a
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wavefunction-free perspective was given by Wyatt and Lopreore with the development of the

computational approach known as the Quantum Trajectory Method (QTM) [28, 29], where

both the hydrodynamical fields (e.g., the action and the probability density of the fluid) and

the trajectories are computed “on-the-fly”. This method provides a framework within which

the quantum trajectories are directly used as a tool to solve quantum-mechanical problems.

The accurate propagation of quantum trajectories in a wavefunction-free manner is a

very demanding numerical task. One of the main difficulties lies in the evaluation of the

derivatives of the hydrodynamical fields at each time step, since they are required at the

instantaneous positions of the trajectories, which in general form an unstructured grid. As

far as the input fields are relatively smooth, fitting algorithms like least square fitting, poly-

nomial representation, derivative propagation, among others, perform well when evaluating

the fields derivatives, but numerical instabilities arise as the trajectories move apart [16–

18, 30–49]. Another ubiquitous problem is how to achieve an accurate propagation of the

trajectories near the nodes of the wavefunction. In the vicinity of the nodes, numerical

approximations to the quantum force diverge, gradually spoiling the computed solutions of

the equations of motion [26, 29].

In this direction, the method proposed by Hall and coworkers [50], which can be re-

garded as a discretised version of the parametric representation introduced by Poirier and

coworkers [51, 52], has represented a significant advance among trajectory-based computa-

tional approaches. This is the result of a particular discretisation of the density distribution

and the quantum potential, and the subsequent analytical derivation of the quantum force.

It leads to a classical-like propagation of quantum trajectories acted by first and second

nearest-neighboring interactions [53]. Different from the approach of Hall and coworkers,

in Ref. [53] the approximate expression for the quantum potential contains both first and

second order derivatives of the density distribution. The later enabled the direct synthesi-

sation of the time-dependent wavefunction and assessment of dynamical quantities such as

correlation functions and spectra.

This interacting trajectory representation (ITR) of the QTM has been successfully applied

to model problems, and shown to accurately reproduce important quantum effects such

as zero point energies on, harmonic and anharmonic potentials, as well as the tunneling

through a barrier, among other quantum-mechanical effects [51, 54–56]. Worthy to note,

similar approaches, based on the propagation of ensembles of entangled or interdependent
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trajectories have been introduced for the solution of the quantum Liouville equation [57],

and in the context of fractional dynamics [58].

The ITR enables the original problem of a quantum particle moving in one dimension to

be mapped into a an equivalent problem of N particles interacting with their first and second

nearest neighbors, following strictly non-crossing paths. This feature provides the method

with a scalability which is similar to that of N-dimensional classical molecular dynamics sim-

ulations (N is the number of interacting trajectories used to sample the quantum mechanical

probability distribution). As a consequence of the reduced computational cost, with respect

to standard wavepacket propagation techniques, the ITR constitutes a promising tool to

solve multidimensional quantum-mechanical problems.

Let us note in passing, that the non-crossing rule may render the equations of motion

stiff, in case of frequent collisions between the trajectories, which can happen particularly

often near the boundaries or turning points.

In this contribution, we assess the performance of the ITR for simulating the time-

evolution of nearly resonant states. The latter constitute stringent tests for numerical

quantum dynamical simulation methods due to their potentially long lifetimes (i.e., res-

onant states may survive for several oscillation periods corresponding to the fundamental

frequency of the system). Furthermore, we address the adequacy of the standard choice

of boundary conditions for interacting trajectory propagation, and their influence on the

behavior of trajectories when approaching turning points.

In the next section, we briefly introduce the hydrodynamic formulation of quantum me-

chanics, and the implementation of the Interacting Trajectory Representation. In section 3,

we discuss the results of the trajectory-based propagation of decaying resonance states. In

section 4, the main conclusions are drawn.
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II. TRAJECTORY-BASED DYNAMICS WITHIN THE HYDRODYNAMICAL

FORMULATION OF QUANTUM MECHANICS

A. Equations of motion

The Lagrangian form of the hydrodynamical equations of motion are derived from the

TDSE, upon substitution of the polar ansatz for the wavefunction:

Ψ(x, t) = R(x, t) eiS(x,t)/~ . (1)

Here, R(x, t) =
√
ρ(x, t) and S(x, t) denote a real amplitude and phase, respectively. Taking

the real and the imaginary part of the TDSE expressed in the new variables ρ and S, and

setting the velocity as v = ∇S/m, we obtain the continuity equation,

dρ(x, t)

dt
+ ρ(∇ · v) = 0 , (2)

and the Newton-like equations for the time evolution of the quantum trajectories,

m
dv(x, t)

dt
= −∇V (x)−∇Q(x, t) , (3)

are obtained.

In equation (3), −∇V (x) stands for the interaction force and −∇Q(x, t) is the non-local

quantum force, defined as the negative of the gradient of the quantum potential

Q = − ~2

2m

∇2R(x, t)

R(x, t)
. (4)

Within the quantum trajectory method, the probability density ρ(x, t) = R2(x, t) is

discretised using a set of N fluid elements, each of them carrying the same mass m and

evolving following the equation of motion (3).

B. Interacting trajectory propagation

Following the approach introduced in Ref. [50], an approximate form of the quantum

force can be derived from the discrete representation of the density distribution:

ρ(xn) =
1

N(xn+1 − xn)
. (5)

5



In terms of the discretised field ρ(xn), in the case of a one-dimensional system, the quantum

potential (4) could be rewritten as:

Q(x, t) = − ~2

4m

[
ρ′′(x, t)

ρ(x, t)
− 1

2

(
ρ′(x, t)

ρ(x, t)

)2]
. (6)

where ρ′ = ∂ρ
dx

. After the substitution of the density distribution ansatz (eqn. (5)) in equation

(6), we obtain the following expressions for the quantum potential and force [53]:

Q(xn, t)=− ~2

4m

[
1

(xn+2−xn+1)(xn+1−xn)

− 1

(xn+1−xn)2
− 1

(xn+1−xn)(xn−xn−1)

+
1

(xn−xn−1)2
− 1

2

(
1

xn+1−xn
− 1

xn−xn−1

)
2

]
. (7)

fq(xn) = −∂Q/∂xn =
~2

4m

[
1

(xn+1 − xn)2
×

×
(

1

xn+2−xn+1

− 2

xn+1−xn
+

1

xn−xn−1

)
− 1

(xn−xn−1)2
×

×
(

1

xn+1−xn
− 2

xn−xn−1

+
1

xn−1−xn−2

)]
, (8)

These approximated quantum potential and quantum force were previously used to study

some representative one-dimensional problems, where important quantum effects such as

zero point energy, barrier tunneling and scattering, intramolecular vibrational relaxation,

were accurately described using a moderately large number of interacting trajectories (i.e.,

a few hundreds) [53, 56]. In this contribution, we will solve the equations of motion (3) for

the quantum trajectories, using the approximation (7) for the quantum potential, to study

the decay of a state initially localised in one side of a double well potential (via tunneling

of the intermediate barrier) and of a shape resonance in one-dimension.

In order to complete the dynamical description with the model quantum potential (eqn.

(7)), specific values need to be assigned to the initial and final trajectory positions, i.e., x−1,

x0, xN+1, xN+2 (corresponding to the left and right boundaries, respectively). Following

Ref. [50] we set

x−1 � x0 → −∞ ,

xN+2 � xN+1 →∞ . (9)
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This choice produces vanishing boundary conditions for the density, and plausibly it is

expected to hold for wavepackets that remain localised at all times. In the next section,

we will present a rough estimation of the consequences, for wavepacket propagation, of the

combination of this particular choice of boundary conditions and the finite sampling of the

probability distribution.

The overall simulation strategy is composed of the following steps:

(i) to generate initial positions for the trajectory mimicking the initial quantum density

distribution, i.e., starting from a point x1, on the left-hand-side tail of the initial

density distribution ρ(x, 0) and adding N − 1 further trajectory positions sequentially,

according to the formula:

xn+1 = xn +
1

Nρ(xn)
. (10)

The initial momenta of the trajectories are set to zero,

(ii) to take the gradients of the quantum (equation (7)) and interaction potentials, to

compute the instantaneous accelerations at the trajectory positions,

(iii) relaxation step: trajectory positions are adjusted to reach a minima on the multidi-

mensional potential surface∑
i

V (xi) +Q(x1, x2, . . . , xN) , (11)

(i.e., to eliminate any remaining unbalance between the interaction and the quantum

forces, due to the finite sampling of the quantum probability distribution at t = 0).

The corrected positions are taken as initial positions for the interacting trajectory

propagation,

(iv) propagation step: the trajectories are advanced to a new set of coordinates, using a

fourth order Runge-Kutta integrator with adaptive time step, and an absolute error

of 10−12 (this choice leads to relative energy conservation within 10−7 over the entire

simulation time).

(v) to repeat steps (ii) and (iv) until the characteristic time scale of the specific model prob-

lem has been surpassed, and compute time-dependent observables as the trajectories

evolve.
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The total simulation time step (v) is set to 25.5 fs for the decay of a resonance on a double

well, and 300 fs for the last case of a shape resonance. The decay of the initial state is

monitored through the fraction of the population in the initial localisation region D,

P
(QT )
undecay =

∫
D

ρ(x, t)dx =
1

N

∑
xn∈D

1 . (12)

It represents, within the ansatz proposed for the density in equation (5), the addition of

every trajectory for which xn ∈ D. For a resonant state initially localised in the right-hand

side, and evolving on a symmetric double-well potential (V (x) = V (−x)), i.e., symmetric

with respect to the origin, the time evolution of the population of the right-hand-side well

can be evaluated as,

Pright(t) = P
(QT )
undecay =

∫ ∞
0

ρ(x, t)dx . (13)

As stated in section I, equations (3), (7) and (9) translate the original problem of a

quantum particle moving on the potential V (x), into a classical-like dynamical problem

of N pseudo-particles moving on the external field V(x) and interacting via the forces fq.

This classical mapping is analogous to that arising within the Path-Integral Monte Carlo

formalism beyond the primitive approximation [59, 60], i.e., the inter-bead interaction here

is not harmonic and it extends beyond the first nearest neighbours.

The time-dependent quantum mechanical probability distribution can be synthesised from

the interacting trajectory propagation using equation (5).

C. Wave packet propagation

Quantum wavepacket propagation, for the same model systems, is employed as a bench-

mark of the numerical performance of the trajectory-based simulations of resonance decay.

Starting from the same initial state as in the interacting trajectory propagation, the wave-

function is evolved in time employing the split operator method [61], and using a time step

of ∆t = 4×10−2 a.u.. Within this scheme, the action of the kinetic energy and the potential

energy operators on the time-dependent wavefunction is computed in the momentum and

configuration spaces, respectively. The transformation between position and momentum

spaces is performed using Fast Fourier Transform technique [61]. To this aim, the wavefunc-

tion was represented on a homogeneous mesh of 4096 points, with a distance ∆x = 0.02 a0

between neighbouring points (and a corresponding ∆p = (∆x)−1 spacing in momentum
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space). Complex absorbing potentials at grid ends were used to avoid spurious reflections at

the borders [62]. Undecayed populations are computed as averages of local operators, i.e.,

P
(WP )
undecay(t) = 〈Ψ(x, t)|W (x)|Ψ(x, t)〉 , (14)

W (x) =

 1 x ∈ D

0 x /∈ D
, (15)

where D is the region in which the resonant state is initially localised.

III. BOUNDARY CONDITIONS FOR SPATIALLY LOCALISED WAVEPACK-

ETS

The evolution of the wavepacket in the vicinity of a turning point depends sensitively

on the boundary conditions (equation (9)). In this situation, the latter aim to impose the

vanishing asymptotic behavior of the wavefunction far away from the classically allowed

region. However, for non-stationary states, positions of the outermost trajectories (as well

as the corresponding density) should change in time as the wavepacket evolves.

To illustrate the possible limitations of choosing stationary boundary conditions as in

equations (9), let us consider the case of a wavepacket approaching the right boundary of a

confining potential. In this situation, the exact solution of the time-dependent Schrödinger

equation at the position xN may carry a finite probability density (|Ψ(xN , t)|2 > 0), but the

trajectory xN+1 being fixed at infinity enforces a vanishing density ρ(xN) = 0 in the trajec-

tory picture. As a consequence, the density distribution reconstructed from the trajectory

positions will exhibit an abrupt change in the outer tail(s) which is unphysical. It reflects

the fact that trajectories whose positions remain fixed at infinity do not fulfill the hydro-

dynamical equations of motion, or equivalently the TDSE. At long times, the accumulation

of this error will separate further the solutions obtained using the trajectory-based method

and the exact wavepacket propagation scheme, eventually rendering the former inapplicable

to the study of quantum dynamics in confining potentials.

A possible route to circumvent this problem would be to refine the model boundary

conditions in order to smooth the density profile in the vicinity of the turning points, i.e., to

complement the solution of the equations of motion for the quantum trajectories with time-

dependent boundary conditions that satisfy the hydrodynamical equations of motion. In the
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following, we employ the Makri-Miller explicit expression for the time-evolution operator of

the TDSE [63], to the purpose of discussing the choice of adaptive boundary conditions,

(x−1(t), x0(t), xN+1(t), and xN+2(t)), more concretely.

In Ref. [63], the time evolution operator in the position operator representation,

〈x|e−iH∆t/~|x′〉 (H is the Hamiltonian operator), was written as a series expansion in powers

of the discretised time step ∆t used in the propagation. Assuming that the matrix elements

〈x|e−iH∆t|x′〉 decay rapidly with the increase of the separation |x− x′|, the wavefunction at

the position of the j-th trajectory, and at time t+ ∆t, reads:

Ψ(xj, t+ ∆t) =

∫
dx′k 〈x|e−iH∆t|x′k〉 Ψ(x′k, t)

=
∑
x′k

[(
m∆t

2πi

)−1/2

eim|xj−x
′
k|

2/2(∆t)

]
eiV (x′k)∆t ×

× eV
′′(x′k)(∆t)2/12m Ψ(x′k, t)(x

′
k+1 − x′k) , (16)

where the summation is carried out over the coordinates x′k ≡ xk(t) of the trajectories at

time t. In equation (16), we have inserted the expression of the Makri-Miller propagator in

the limit x → x′, and truncated the expansion after second order in ∆t. To simplify the

notation, we set xj ≡ xj(t+ ∆t).

In expression (16), the product inside square brackets behaves as a Dirac’s delta function

δ(xj − x′k) as ∆t→ 0, thus the summation privileges contributions from trajectories in the

neighbourhood of the point xj. Intuitively, expression (16) could be used to evaluate the

probability density at the turning points, thus it provides a route to obtain expressions for

the coordinates of the outermost points employing the ansatz (5). It is apparent, however,

that to determine the adaptive boundary conditions rigorously, it is required to know the

solution of the time-dependent Schrödinger equation beforehand.

A qualitative analysis can be made by further assuming that, for short time intervals

∆t → 0, the probability density at the position xj(t + ∆t) is chiefly determined by the

contribution of the j−th trajectory at the previous time step xj(t). Under this assumption,

the summation in equation (16) is reduced to a single term. Using that

xj(t+ ∆t) = x′j(t) +
∆t

m

dS

dx
, (17)

and inserting the formula for the probability density (equation (5)), it is possible to work

out the instantaneous position at which the boundary condition needs to be placed in order

10



to satisfy the TDSE (within the present approximation). The resulting expression is, up to

second order in ∆t (see Appendix),

xN+1(t) ≈ xN(t) +
6mẋN(t)

V ′′(xN)∆t
. (18)

Without loss of generality, we have considered the case of a wavepacket approaching a

turning point on the right. An equivalent expression can be derived for a wavepacket closing

in on the left turning point. Noteworthy, expression (18) depends on the shape of the

interaction potential only. Still, higher-order approximations may involve the quantum

potential explicitly, and therefore the latter will depend also on the instantaneous density

profile.

Due to the approximations involved, expression (18) is not accurate enough to be used

in simulations of the quantum trajectory dynamics. Nevertheless, it allows to draw the

following qualitative conclusions:

(i) to be consistent with the time evolution predicted by the TDSE, boundary conditions

should depend on time explicitly,

(ii) the approximation xN+1 → ∞ holds for harmonic potentials, and for confining po-

tentials increasing slower than quadratically as |x| → ∞.

Indeed, V ′′(x) = const for a harmonic potential, and lim∆t→0 xN+1 =∞, except possibly

at the exact turning point, where higher order corrections need to be taken into account.

The approximation xN+1 →∞ remains valid also if the confining potential behaves asymp-

totically as |x|n far from the origin, where n ∈ < : n < 2. Since ∆t is a physically small but

finite time step, the validity of the choice of stationary boundary conditions as in equation

(9), for n > 2, depends on the product |xmax|n−2∆t, where xmax is the amplitude of the

oscillations.

The previous analysis is restricted to wave-packets which remain confined at all times in a

finite region of space. On the one hand, devising universal, and at the same time sufficiently

accurate, dynamical boundary conditions is a challenging task. On the other hand, the use

of the standard boundary conditions as in equation (9) will gradually spoil the numerical

solution of the quantum trajectory equations of motion. Therefore, a careful assessment

of the accuracy of the solution is necessary, upon successive inversions of the direction of

motion at the turning points.

Conversely, for scattering states, the wave-packet propagates freely asymptotically and
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the expression (18) suggests that the typical choice of boundary conditions does not affect

the accuracy of the trajectory propagation.

The derivation of adaptive boundary conditions, which properly account for the the

dynamical evolution of the wave-packet in the vicinity of turning points, is quite involved,

unless the solution of the TDSE is known beforehand. Alternatively, in the reminder of

this paper, we assess the numerical performance of the fixed boundary conditions (9) in

wavefunction-free quantum trajectory propagation by addressing to distinct scenarios after

the initial resonance decays via tunneling of a barrier, i.e., the case in which the resulting

wave-packet moves either in a confined region of space or in the continuum.

IV. NUMERICAL APPLICATIONS

A. Tunneling in a symmetric double well potential

As a first example of the application of the interacting trajectory representation to the

decay of a resonant state, we will consider the tunneling of a particle of mass m = 2000

a.u. through the intermediate barrier of a double well potential for a wavepacket initially

localised in one of the potential wells. Hereafter, we use atomic units (~ = 1), unless stated

otherwise.

The model potential is chosen as

V (x) = ax4 − bx2 , (19)

with a = 0.007 Eh× a−4
0 and b = 0.01 Eh× a−2

0 (the parameters were taken from Ref. [41]).

With this choice, the height of the intermediate barrier is Vb = 3.582 · 10−3 Eh. The initial

wavepacket

Ψ(x, 0) =

√
β

π
e−β(x−x0)2) (20)

is a Gaussian centred at the minimum of the well at the right-hand-side, specifically at

x0 =
√
b/2a and with a wavepacket width β =

√
4bm. It corresponds to the ground state

of the potential well on the right-hand-side, in the harmonic approximation. The potential

energy curve V (x), and the initial state (20), are depicted in Figure 1.

The initial distribution of the trajectories is obtained following the relaxation method

described in section II B, on the harmonic approximation of the right-hand-side potential
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Figure 1: Initial wavepacket associated with a particle, with an initial energy EHO0 = 2.236·10−3 Eh

over the minimum of the right-side well. EHO0 , E0 and E1 denote the ground state energy in

the harmonic approximation, and the ground and first excited state energies of the double well

potential, respectively.

well. In this case, the initial energy of the wave-packet lies 1.335·10−3 Eh bellow the height of

the intermediate barrier. As the initial wave-packet is not an eigenstate of the Hamiltonian,

a net force is exerted on the trajectories due to the residual part of the potential, and

also due to the non-compensated contributions from V and Q. These contributions set the

trajectories in motion and eventually steer them into the left-hand well.

The motion on the double minimum potential corresponding to equation (19) has been

tackled before within the quantum trajectories formalism [41], using the least square fitting

scheme with arbitrary Lagrangian-Eulerian grids to evaluate the derivatives that appear in

the quantum potential. In Ref. [41], it was shown that important numerical difficulties

arise in trajectory propagation, after some of the trajectories have crossed the intermediate

barrier and reflect on the repulsive potential wall in the opposite side. These numerical

instabilities render the tunneling dynamics in the double well potential of equation (IV A)

as a stiff test for quantum trajectory propagation algorithms. The simulations reported in

Ref. [41], together with the results of quantum wavepacket propagation, will be used in the
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following as references to evaluate the performance of the interacting trajectory representa-

tion for the target problem. The choice of centering the initial wavepacket on the right-hand

side minimum is made in order to facilitate the comparison with the results of Ref. [41].

Moreover, we discuss the influence of the choice of the boundary conditions for the quantum

trajectories on the numerical convergence.

The top panel of Figure 2(a) displays the time evolution of an ensemble of N = 201

interacting trajectories for a period of time of 48 fs. The gray trajectories correspond to

the part of the wavepacket that is scattered back from the barrier in the late portion of the

incoming wavepacket, while the black ones correspond to those that cross the barrier and

eventually return to the right-side well. Overall, the quantum trajectories in Figure 2, display

the typical behaviour of a compressible fluid distinctive of the hydrodynamical formulation

of quantum mechanics. The trajectory dynamics is determined by two major events: (i) at

t = 5 fs, the left-most trajectory crosses the barrier and the tunneling process begins, (ii) at

t = 24 fs the left-most trajectory reaches the inner turning point at the opposite side well,

and it bounces back. This reflection triggers a series of trajectory collisions that gives rise

to interference effects between the portions of the wavepacket moving in opposite directions,

and which propagates back to the right-hand potential well (see ripples in the reconstructed

density distributions in Figures 3(c) and 3(d)).

The time evolution probability to find the particle in the right-hand well, Pright(t), is

shown in the bottom panel of Figure 2, computed using both an ensemble of N = 201

quantum trajectories and the wavepacket propagation scheme described in Section II C.

It can be observed, that the trajectory-based model gives similar results compared with

the exact numerical solution of the time-dependent Schrödinger equation, for the period

of time shown in Figure 2 (t 6 48 fs). It can be seen, that wavepacket propagation

predicts that nearly 15% of the population gets transferred to the left-hand well after about

36 fs. Both the timing and the extent of the population transfer are well reproduced in

the trajectory representation, the latter being only slightly underestimated in the trajectory

picture. The mild deviations between the predictions of the interacting trajectory and the

quantum wavepacket calculations are more noticeable around t = 5 fs and t = 36 fs, that

is, at points in time where the distribution approaches turning points during its leftwards

propagation.

Let us note in passing, that the exponential fitting of the transient populations of Pright(t)
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Figure 2: (a) Time evolution of the swarm of interacting trajectories representing the time-

dependent wavepacket associated with a particle, with an initial energy E = 2.236 · 10−3 Eh above

the minimum of the potential. (b) Population in the right-hand-side well, as a function of time,

computed using the trajectory-based method (symbols), and standard wave-packet propagation

(solid line).
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at early times (t < 30 fs) allows to estimate the tunneling decay time of the initial resonance

to be about 130 fs. This value is several times as large as the vibrational period on the

right hand-side potential well in the harmonic approximation (34 fs).

The numerical convergence of the computed population of the right-hand side well,

Pright(t), was checked for progressively larger sets of interacting trajectories. It was found,

that further increasing the size of the ensemble beyond N = 201 does not qualitatively mod-

ify the results. In comparison with the quantum trajectory method employed in Ref. [41],

the present methodology extends the agreement between the trajectory propagation and the

exact solution for a longer period of time (i.e., the exact quantum dynamics is reproduced

for a time interval which is about three times as large as that of the calculations reported

in Ref. [41]).

A complementary perspective of the tunneling decay dynamics is provided in Figure 3,

where the density distribution is plotted at selected times. The density distribution, recon-

structed from the swarm of trajectories at different points in time, illustrates the performance

of the trajectory-based method against the exact numerical solution. The vertical line in

Figure 3 represents the position of the centre of the barrier. It can be observed, that at

t = 12 fs, some trajectories have already cross the barrier. t = 24 fs after the onset of the

trajectory motion, the splitting of the wavepacket in two separated portions have already

started. At this point in time, the left-most trajectories collide with the inner repulsive wall

of the left potential well whereas for t = 48 fs, the trajectories have reversed their direction

of motion, and some of them cross back to the right potential well. In panels 3(c) and 3(d),

it can be seen the structuring of the density distribution, due to the interference between

the portions of the wavepacket moving in opposite directions. The interference effects are

mimicked here by the internal collisions between neighboring trajectories.

It is striking, that an overall satisfactory agreement between the ITR and wavepacket

calculations is attained already for a relatively low number of interacting trajectories (N=201

in Figure 3). Deviations become more important upon the first trajectories reach the inner

turning point in the left well. The deviation between the results obtained using each of the

two methods, displayed in Figure 3, are caused by,

(i) on the one hand, the insufficient sampling of the region occupied by the wavepacket

in the left-hand side well because a relatively modest number of quantum trajectories have

crossed the barrier, which introduces errors in the evaluation of the spatial derivatives. This
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Figure 3: Time evolution of a density distribution on a symmetric double well potential. The

initial Gaussian wavepacket corresponds to the ground state on the harmonic approximation of

the right-hand-side well. It is initially centred at the minimum of the right-side well, and the

expectation value of the energy is E = 2.236 · 10−3 Eh above the minimum of the potential.

Density distribution at (a) 0 fs, (b) 12 fs, (c) 36 fs and (d) 48 fs, computed using a swarm of

N = 201 interacting trajectories (symbols), and standard wavepacket propagation (solid lines).

The trajectory-based method captures both the splitting of the wavepacket upon the collision with

the potential barrier, and the subsequent interference between the different components of the

wavepacket. The vertical dotted line indicates the position of the center of the barrier.
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situation can be alleviated by augmenting the size of the ensemble of interacting trajectories,

at the expense of enhancing the strain between neighboring trajectories. Maintaining the

same level of accuracy in the calculations, for an increasing number of trajectories would re-

quire the reduction of the time-step for trajectory propagation, increasing the computational

cost of the simulations.

(ii) On the other hand, the choice of boundary conditions according to equation (9),

which influences the motion of trajectories at the left ending of the wavepacket when they

approach the potential wall on the left. Boundary conditions (9), restrict the flexibility of

the interacting trajectories to resemble the exact solution of the TDSE in this zone.

B. Shape resonances

As a second application, we will consider a one dimensional potential with a local min-

imum, and separated from the continuum by a barrier with a finite height. This type of

potentials can support a finite number of shape resonant states. Intuitively, we expect re-

flections at the potential walls to play a minor role, compared to the case of the double

minimum potential. Consequently, a closer agreement is foreseen between the wavepacket

dynamics and the predictions of the trajectory-based method employing fixed boundary

conditions set at infinity.

The one dimensional potential is modeled as follows,

V (x) =
ã(x+ x0)2

b̃ed(x−cx0) + 1
. (21)

The parameters of V (x) are adjusted in such a way that the potential intermediate energy

curve resembles locally the well located at x0 = −
√
b/2a in the double minimum potential

of section IV A. In atomic units, the values for the rest of the parameters are ã = 0.04,

b̃ = 8, c = 0.005. The parameter d is tuned in the range between 7.5 a.u and 11.5 a.u.,

which allows to modify the height of the barrier in the range between 6.56·10−3 Eh and

9.91·10−3 Eh. As in section IV A, the initial wavefunction is set as the ground state of the

harmonic approximation to the potential well. The initial distribution is again sampled

following the procedure described in section II B.

In Figure 5, we address the accuracy and the numerical convergence of the trajectory-
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Figure 4: Initial quasi-bound wavepacket (shape resonance) associated with a particle initially

bound in the potential valley, with an initial energy EHO0 = 2.236 · 10−3 Eh above the minimum of

the potential well, and tunneling the barrier in the direction of the regions of the potential plain.

The parameter d is tuned in the range between 7.5 a.u. and 11.5 a.u., which allows to modify the

height of the barrier between 6.56·10−3 Eh and 9.91·10−3 Eh

based description of the decay dynamics with respect to the number of trajectories. It can

be seen that, a good correspondence with the results of wavepacket propagation is already

found for a set of N = 201 trajectories. The ITR predictions become nearly indistinguishable

from the numerically exact solution for N > 301 trajectories, which is still computationally

inexpensive. The same level of agreement is kept for arbitrary long times.

In Figure 6(a), we plot the probability of trajectories to remain in the potential well,

starting from the same initial conditions but for different heights of the intermediate barrier.

In every case, a swarm of N = 301 interacting trajectories was utilised, and compared with

the exact numerical solution. The fraction of the population in the region of the potential

well decays exponentially, for all the barrier heights considered. This behaviour indicates

that the decay of resonant state to the continuum is a direct process, not mediated by other

states.

The corresponding lifetimes of the initial state are plotted in Figure 6 (panel b), as a
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Figure 5: Fraction of the population that remains inside the well, as a function of time and for

a barrier height of 9.113·10−3 Eh, of a shape resonance-like potential using the trajectory-based

method for different number of trajectories (symbols) compared with the standard wavepacket

calculation (solid line). It can be observed that numerical convergence is attained already for 301

quantum trajectories.

function of the height of the barrier. The lifetimes increase roughly linearly as the height

of the barrier gets larger. It is worth to notice, that the very close correspondence between

the results of the interacting trajectories and the quantum wavepacket propagation is robust

at long times, and upon modification of the shape of the barrier. Such agreement further

supports the adequacy of the choice of boundary conditions (9) to simulate the present
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Figure 6: Decay of a model shape resonance: (a) Fraction of the population in the region of the

potential well, as a function of time for four different values of the barrier height, computed within

the ITR (symbols), and compared with the standard wavepacket calculation (solid lines). (b)

Lifetimes of the resonant state with energy E = 2.236 · 10−3 Eh (with respect to the bottom of the

potential well), as a function of the barrier height. The line providing the best fit to the data τ(h)

is included to guide the eye.

bound-to-continuum transitions.

The interacting trajectory picture of tunneling dynamics is displayed in Figure 7, for the

lowest (h = 6.56× 10−3 Eh, top panel) and the highest (h = 9.91× 10−3 Eh, bottom panel)

barrier heights. They reflect the differences in tunneling rates, but also the more complex

trajectory dynamics in the case of the lower barrier. It can be seen, that the first group

of trajectories propagates nearly freely after tunneling the barrier. The distances between

the trajectories in this set gradually expands, in a way similar to the spreading of a free

wavepacket.

The expansion of the previously emitted trajectories, and their interaction with those

approaching the barrier from inside the well, cause the slowing down of the outward tunneling

of the barrier by the latter group. This results in successive groups of quantum trajectories

being emitted in chunks rather than continuously. The centroids of these trajectory bunches
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Figure 7: Interacting trajectory picture of a decay of a model shape resonance with energy E =

2.236 · 10−3 Eh (with respect to the bottom of the potential well), and through an energy barrier

of height h = 6.56× 10−3 Eh (top panel) and h = 9.91× 10−3 Eh (bottom panel).

are separated in time by about 20 fs. This effect is only noticeable for trajectories emitted

up to 100 fs, beyond this point in time, outgoing trajectories do not experience a significant

repulsion between previously emitted ones. Moreover, as the barrier height increases, the

tunneling rate gets lower, the outgoing trajectories are more spatially distant, and the pulsed

emission regime also transforms gradually into a continuous one. For the highest barrier,

trajectories tunnel the barrier sequentially and propagate outwards nearly independently.

Figure 8 shows the time-dependent probability density, corresponding to the decay of the

initial resonant state by tunneling through a barrier height of 9.113×10−3 Eh (d = 10.5). The
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Figure 8: Time-dependent density distribution corresponding to the asymptotically free propaga-

tion on the potential plain, upon decay of a model shape resonance: Density profiles at different

points were synthesized from the instantaneous position of the interacting trajectories (QT, solid

lines), and computed via wave-packet propagation (WP, dashed lines).

density distribution exhibits spatial oscillations which are a fingerprint of the aforementioned

pulsed tunneling of the potential barrier. It can be seen, that the correspondence between

the prediction of the interacting trajectory representation and the wavepacket propagation

continues to hold at long times.

V. CONCLUSIONS

We reported the application of the interacting trajectory representation of quantum dy-

namics to the description of the decay of resonant states. We demonstrated that the standard

choice of boundary conditions for the propagation of the interacting trajectories does not

strictly abide the time-dependent Schrödinger equation at turning points, and they can intro-

duce systematic errors in the time evolution of quantum trajectories on confining potentials.
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The proper account of the variations of the density distribution in the vicinity of turning

points, requires to know the solution of the TDSE beforehand, and therefore it may constrain

the domain of applicability of typical choices of boundary conditions for wavefunction-free

quantum trajectory simulations. To the purpose of shedding light into these limits, we

investigate the dynamics of illustrative examples of both confined and asymptotically free

wave-packets. The choice of the test cases, namely the dynamics on a double well potential

and a model shape resonance, is motivated by the possibly distinct influence of boundary

conditions on the time evolution of quantum trajectories.

For the case of the motion on a double well potential, the present scheme, based on

the evaluation of the quantum potential using parameterised densities, is able to capture

the essentials of the quantum dynamics for longer periods of time compared with previous

quantum trajectory implementations (i.e., the moving weighted least squares algorithm [41]).

Trajectory-based calculations reproduce very well the timing of the tunneling of the inter-

mediate energy barrier, whereas the tunneling probability is only slightly underestimated in

the trajectory picture with respect to the benchmark. The observed behaviour supports the

adequacy of employing fixed boundary conditions (set at infinity) for the simulation of the

dynamics of interacting trajectories, at least up to a few successive collisions at the turning

points.

In particular, the result of the interacting trajectory representation coverage to the

quantum-mechanical predictions for a moderate size of the trajectory swarm (N ∼ 300),

for a comprehensive range of heights of the energy barrier. In the case of the decay of model

shape resonance, the present method can reproduce fairly well the quantum-mechanical

solution at long times and for varying potential energy landscapes.

Altogether, the results of the present calculations suggest that, while the use of fixed

boundary conditions affect the accuracy of wavefunction-free quantum trajectory propaga-

tion, such deviations become noticeable for times-scales longer than those of simulations

carried out hitherto.
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Appendix A: Adaptive boundary conditions

To simplify the notation, we will set the time origin at t,

Ψ(x,∆t) =

∫
dx′〈x|e−iH∆t|x′〉Ψ(x′, 0) . (A1)

Since the expression inside the brackets, in equation (16), behaves as a Dirac’s delta function

in the limit ∆t→ 0, in the following we will keep only the contribution of the same trajectory

in the previous time-step, in the right-hand-side (r.h.s.) of equation (A1). This will provide a

rough approximation of adaptive boundary conditions for interacting trajectory propagation.

Hereafter, we will focus on the right-most trajectory j = N closing in on the turning point

on the right, then we set x = xN(∆t), x′ = xN(0). Up to the second order in ∆t, and in the

limit x→ x′,

Ψ(x,∆t) = e−iV (x′)∆t+V ′′(x′)(∆t)2/12mΨ(x′, 0) . (A2)

Inserting the polar ansatz for the wavefunction Ψ, and the discretised density (equation

(10)), we get

1√
xN+1 − x

eiS(x,t) =
1√

x′N+1 − x′
eiS(x′,0)−iV (x′)∆t+V ′′(x′)(∆t)2/12m . (A3)
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In a first approximation, we will assume that the change in the coordinate xN+1 during the

time interval (0,∆t) can be neglected (i.e., the boundary condition is assumed to change

adiabatically), thus xN+1(∆t) ≈ xN+1(0) ≡ b. For consistency, we will keep only the lowest

order in ∆t for the resulting law xN+1(∆t),

√
b− x′ ei∆t

[
S(x,∆t)−S(x′,0)

∆t
+V (x′)

]
=
√
b− x eV ′′(x′)(∆t)

2/12m . (A4)

Taking into consideration the relations d
dt

= ∂
∂t

+ ẋ ∂
∂x

and 1
2
mẋ2 + V +Q+ ∂S

∂t
= 0, we can

recognise the term inside brackets in the exponent on the left hand side as the kinetic energy

minus the quantum potential, evaluated at x′ and t = 0.

√
b− x′ ei∆t

[
mv2

2
+Q

]
x′,0 =

√
b− x eV ′′(x′)(∆t)

2/12m . (A5)

For simplicity, we set
√
α ≡ eV

′′(x′)(∆t)2/12m. Hence,

(b− x′) = (b− x)α , (A6)

and

b = x′ +
αv∆t

α− 1
. (A7)

In the limit ∆t→ 0

b→ x′ +
6mv

V ′′(x′)∆t
. (A8)
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Lett. 10, 7629 (2019).

26



[10] T. Nagy, A. Vikár, G. Lendvay, Phys. Chem. Chem. Phys. 20, 13224 (2018).

[11] A. Martinez-Mesa, P. Saalfrank, J. Chem. Phys. 142, 194107 (2015).
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