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Aquaculture farms have become recently a pole of interest, with innovative technologies gradually 
substituting labor intensive procedures. An effective farm management requires accurate biomass 
estimation and estimates of the individual growth performance during the grow out (Beddow et al., 1996). 
For individual growth estimation, current practice involves on site sampling which is both labor intensive 
and stressful for the fish. In this work, we present a non-invasive system of individual fish size estimation 
that relies on stereoscopy and machine vision/artificial intelligence algorithms.  
 
There exist optical methods tackling the problem of biomass estimation applying stereoscopy (e.g (Harvey 
et al., 2003) for individual measurements while there are some exceptions that fish body length is 
estimated by one camera (Monkman et al., 2020). The proposed method uses convolutional neural 
networks (CNN) which have proven successful for the task (Cao et al., 2019).  
 
The system consists of two IP cameras located in a submersible housing. A mini computer handles the 
frame acquisition and synchronization, and uploads the data to an off-site server via ethernet. Camera 
calibration is carried out using a chessboard pattern to correct lens and water distortions. The system 
acquires the synchronized and calibrated images from both cameras (Image acquisition) and using a 
trained CNN detects key points of individual fish (snout, eye, pelvic fin and fork tail). As the 2D skeleton 
(pose) of the same fish in both images are detected,  the two dimensional skeleton coordinates are 
subsequently translated into the three dimensional space coordinates by correlating the corresponding 
points of the same scene in both cameras based on stereoscopy (Redon, n.d.). Given the 3D coordinates 
the standard length of each fish is estimated. To train the keypoint detection network we created a dataset 
of manually annotated fish images. The process is presented in Figure 1.   
 

 

Figure 1. A set of synchronized images is given as an input in a trained network and the 2D skeleton (pose) of the 
same fish in both frames is detected. Afterwards, the two-dimensional to three-dimensional points translation is 
performed using stereoscopy allowing us to compute the snout and fork length. Subsequently, the standard length 
is calculated. 
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The system was tested at the pilot netpen aquaculture farm of HCMR  in Crete, Greece. Initially, the 

calibration process was performed to estimate the intrinsic and extrinsic camera parameters. Using the 

calibrated cameras we collected image data of the two main Mediterranean aquaculture species, namely 

the gilthead sea bream (Sparus aurata)  and European sea bass (Dicentrarchus labrax). A total of apx 2,000 

images per species were used. The system was tested on calm and windy days, where the light intensity 

was variable. The results were compared with values (mean length and variability) taken applying standard 

sampling methods mean length.  

The system resulted in high accuracy estimations of the standard length for both species , with mean 

relative error of 3.15% and 7.4%, for the gilthead sea bream and the European sea bass respectively. Main 

source of error was the environmental conditions during the sampling that, due to waves and the increase 

of suspended matter in the water column, added an “optical noise” to the collected images. Fish 

movements were another major factor causing errors due to self-overlapping. In fact, the introduction of 

the system itself in the cage during the  sampling resulted in a behavioral reaction of the fish that in some 

cases inhibited the process until were habituated with its presence. The system could be further refined, 

making it more robust to difficult weather conditions and trained to detect more species of interest for 

the aquaculture industry.   
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