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D3.3: E2F2C Privacy preservation mechanisms† 

Abstract: This document describes the mechanisms deployed in MARVEL to preserve data 

privacy in the Edge-to-Fog-to-Cloud (E2F2C) computing continuum. This public document 

describes the efforts carried out under Task 3.1 for the development of “AI-based methods for 

audio-visual data privacy”. The main goal of the task is to work on methods and algorithms 

capable to run at the edge and ensure protection of personal data in audio-visual recordings. 

Although the task focused on solutions for audio and video anonymisation capable of 

preserving the scene information while removing any information about the identity of the 

citizens being recorded, privacy preservation in the E2F2C computing continuum is ensured in 

the MARVEL project in multiple ways. Therefore, even though the core part of the document 

will be on video and audio anonymisation, we will also provide short descriptions of 

encryptions and cybersecurity methods (T3.4), approaches for porting the AI processing at the 

edge (T3.3 and T3.5), and security and authentication mechanisms implemented in the 

MARVEL Data Corpus in WP2. In this way, we aim at highlighting the connections of those 

approaches to the ones developed in T3.1 towards increased privacy preservation in MARVEL. 

To better contextualise the motivations and the challenges behind the adopted solutions, the 

document also revises the pilot-specific privacy issues that the project has to consider. 

 

† The research leading to these results has received funding from the European Union’s Horizon 2020 

research and innovation programme under grant agreement No 957337.  
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Executive Summary 

The goal of this document is to describe the approaches adopted in MARVEL to ensure that the 

privacy of the citizens is preserved in the Edge-to-Fog-to-Cloud (E2F2C) processing 

infrastructure, given the guidelines and regulations provided by the EU, the GDPR, and by the 

pilots’ Data Protection Officers (DPOs). 

Therefore, the core of the document is the description of the video and audio anonymisation 

components. Thanks to the fact that they remove information related to the citizens’ identity 

(faces, voices, and car plates) as the first processing components of the pipeline, the data can 

be shared across the different processing tiers and components without (or with limited) threats 

to citizens’ privacy. A reader already familiar with the MARVEL project and its other 

deliverable can focus on the section related to anonymisation and skip the other parts of the 

documents. 

In addition to these processing stages, the project implements other mechanisms to ensure that 

data are transferred and processed in the E2F2C infrastructure in a secure way. These include: 

edge processing and cybersecurity mechanisms such as encryption and authentication. For 

some components, edge processing solutions are adopted so that data do not need to be 

transferred through the platform. However, only a small set of services can be deployed in this 

way due to the limitations of the edge devices and the complexity of AI models. These 

approaches, although developed in other WPs and described in the related deliverables, are 

briefly presented here for completeness and for highlighting connections between those 

approaches to the ones developed in Task 3.1. 

Finally, the document also reviews the most relevant privacy issues related to smart cities and 

to the specific use cases in the MARVEL project. 
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1 Introduction 

In the smart city scenarios addressed in MARVEL, where multiple cameras and microphones 

are employed to pervasively monitor and understand the city, preserving the privacy of the 

citizens is of paramount importance towards the development of ethical and responsible AI-

based solutions. In particular, since collected data are transferred to the local public authority’s 

data centres and to third parties for audio-visual analytics, it is crucial to remove as much 

information that can be used to automatically identify the citizens in the recording as possible. 

In MARVEL, Task 2.5 and WP9 are in charge of monitoring privacy and ethics aspects and 

providing guidelines and requirements to ensure that the MARVEL framework complies with 

the related regulations. These guidelines are reported in D1.21. The goal of T3.1 is to develop 

and release algorithmic solutions that allow the project to be compliant with the aforementioned 

guidelines and requirements. In particular, the goal of the task is “to work on methods and 

algorithms capable to run at the edge and ensure protection of personal data in general audio-

visual recordings”, as included in the Grant Agreement (GA). 

This deliverable describes the algorithmic outcomes of the work conducted under T3.1 for audio 

and video anonymisation. Considering that the task ends at M24 but efforts towards edge 

deployment and optimisation will be allocated under T3.5, the document describes also the 

expected future developments of the algorithms for their deployment in the final prototype. 

Finally, since MARVEL implements multiple mechanisms to ensure the preservation of the 

privacy of the citizens, the document also describes the cybersecurity solutions and the edge 

processing approaches adopted in the MARVEL framework. 

1.1 Contribution to WP3 and project objectives 

The contribution of T3.1 to WP3 is described in the GA as: “(i) define and execute measures 

ensuring privacy preservation during data processing”. In terms of overall project goals, the 

results of T3.1 (described in this document) mainly contribute to the achievement of Objective 

O1, i.e., to “Leverage innovative technologies for data acquisition, management and 

distribution to develop a privacy-aware engineering solution for revealing valuable and hidden 

societal knowledge in a smart city environment” via the Enabler E3 “Privacy preservation and 

assurance: Deliver privacy assurance mechanisms to ensure privacy preservation at critical 

data exchange points along the data path.” 

In addition, the task contributes also to Objective O5 “Foster the European Data Economy 

vision and create new scientific and business opportunities by offering the MARVEL Data 

Corpus as a free service and contributing to BDVA standards” by allowing Enabler E2 

“Sharing of the dataset”, which will not be possible without anonymisation. Finally, note that 

the algorithms developed under T3.1 and described here also contribute to Objective O4 

“Realise societal opportunities in a smart city environment by validating tools and techniques 

in real-world settings” as the realisation of the use cases is possible only if privacy requirements 

from the pilots’ DPOs are satisfied. Overall, the results of this task are of crucial importance 

for the success of the project. 

 
1 MARVEL D1.2: MARVEL’s experimental protocol, 2020. Confidential. 
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1.2 Contribution to KPIs 

Being mainly related to Objective O1, the approaches described in this deliverable contributes 

to two project KPIs:  

KPI-O1-E3-1: Number of incorporated safety mechanisms (e.g., for privacy, voice 

anonymization) ≥ 3: 

Audio and video anonymisation components are two safety mechanisms incorporated in the 

MARVEL framework. Other mechanisms related to cybersecurity, authentication in the 

MARVEL Data Corpus and edge processing have been also developed in WP2 (T2.4), WP3 

(T3.3, T3.4, T3.5), and WP5 (T5.3). Therefore, the KPI is achieved. 

KPI-O1-E3-3: Video and voice anonymisation expected to improve by at least 10%: 

This KPI is interpreted in two different ways for audio and video anonymisation. For video 

anonymisation, the 10% improvement refers to the computational complexity reduction 

towards edge deployment. The achievement of this KPI involves efforts under T3.1 and T3.5. 

The use of neural network parameters quantisation as well as the development of specific 

solutions for microcontrollers contributed to the completion of this KPI. Nevertheless, further 

developments are expected under T3.5 in the following period of the project. For audio 

anonymisation, since very lightweight methods already exist, the 10% improvement refers to 

the amount of information about the acoustic scene preserved with respect to full removal of 

speech segments. Thanks to the use of voice conversion strategies instead of the full audio 

removal, the acoustic information is preserved and hence the KPI is also completed. 

By definition, the components described in this document allow the deployment of GDPR-

compliant and Trustworthy AI. Therefore, they contribute to the achievement of the related 

use case non-functional requirements (as described in D1.2), i.e., cybersecurity, data 

protection, Ethical, Trustworthy & Responsible AI (which are used to evaluate the overall 

trustworthiness of the MARVEL framework). 

1.3 Relation to other WPs, deliverables and activities 

The content of this deliverable and the activities of T3.1 are tightly related to the following 

WPs: 

• WP1: D1.2 reports guidelines for Ethical, Trustworthy & Responsible AI, based on EU 

regulations, that pose constraints on where and how anonymisation has to be performed. 

• WP2: as described later, two out of three pilots require that data are anonymised before 

being stored in the MARVEL Data Corpus. Note that, in this case, the anonymisation 

process is not subject to real-time constraints. Details about the guidelines for privacy 

assurance related to the MARVEL Corpus are reported in D2.12 and in D2.23. 

• WP4: since anonymisation has to be performed as close as possible to the sensors, it is 

a crucial component for audio-visual data capturing. In particular, a specific audio 

device was developed in MARVEL, consisting of the IFAG MEMS microphones and a 

Raspberry Pi, which hosts the audio anonymisation component (jointly developed with 

VAD), as described in D4.44. 

 
2 MARVEL D2.1: Collection and analysis of experimental data, 2021. https://doi.org/10.5281/zenodo.5052713   

3 MARVEL D2.2: Management and distribution Toolkit – initial version, 2022. https://doi.org/10.5281/zenodo.6821195  

4 MARVEL D4.4: Optimal audio-visual capturing, analysis and voice anonymization, 2022. To appear. 

https://doi.org/10.5281/zenodo.5052713
https://doi.org/10.5281/zenodo.6821195
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• WP5: the audio and video anonymisation in combination with the other security 

mechanisms developed in MARVEL are related to the framework design and to the data 

processing flow defined under WP5. 

• WP9: D9.25 and D9.46 discuss risks related to ethics and privacy and provide GDPR-

related guidelines for anonymisation techniques. 

1.4 Structure of the Document 

Section 2 provides a review of the privacy issues in the MARVEL application scenarios, with 

the specific problems of each use case. The section also summarises the overall strategy adopted 

by MARVEL, besides the audio-video anonymisation. 

The core of the document where the innovative and novel contribution is reported consists 

of Section 3 and Section 4. These sections present the audio and video anonymisation 

approaches with the problem formulation, state-of-the-art (SOTA), and the evolution from what 

is currently deployed in the R1 prototype (1st Release or R1) and what the consortium will 

achieve in the final integrated solution. Section 3 presents the approach based on McAdams 

coefficients deployed in the initial stage of the project, in combination with VAD, as well as 

the new strategy, based on voice conversion neural models, which will be employed in the final 

implementation. For the latter, the section provides an experimental analysis that supports the 

implementation choices. Analogously, Section 4 details the algorithmic solutions adopted for 

video anonymisation, explaining the first implementation of the component and the 

developments towards the final deployment. The section presents also preliminary results 

towards the deployment of VideoAnony on MCU boards. Finally, the section presents visual 

crowd counting results on anonymised video of the MT uses cases, confirming that the proposed 

approach is capable of removing citizen’s identity while preserving enough content for other 

components.  

Section 5 and Section 6 briefly discuss other approaches which help improving privacy 

protection, i.e., edge processing and authentication, and security mechanisms for data 

communication and data storage. Although these solutions are described in detail in the related 

deliverables of WP2 and WP5, they are also described here in order to provide a global view of 

all the mechanisms adopted in the MARVEL project to preserve the privacy of the citizens. A 

reader already familiar with the MARVEL project and its deliverables can avoid Section 5 and 

Section 6. Finally, Section 7 wraps up the deliverable with conclusions and final remarks. 

 

 
5 MARVEL D9.2: POPD - Requirement No. 4, 2021. Confidential. 

6 MARVEL D9.4: OEI - Requirement No. 8. Confidential. 
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2 Privacy preservation in Smart Cities 

Privacy preservation and ethical requirements are two key aspects of any solution aiming at a 

Trustworthy AI. In the context of the MARVEL project, these are crucial issues as the 

developed framework processes data collected by multiple surveillance cameras and 

microphones which record unaware citizens in public spaces. 

Therefore, the project includes T2.5 and WP9 dedicated to monitoring and defining guidelines 

and requirements for the development of Responsible and Trustworthy AI solutions. These 

guidelines with the related risks are described in D9.57 and in D1.2 which defines the 

experimental protocol. This chapter revises the privacy requirements taking into account the 

peculiarities of MARVEL as well as the specific issues of each pilot, with restrictions 

introduced by the respective DPOs, and explains how the privacy mechanisms applied in the 

framework help delivering a privacy-preserving solution. 

2.1 Privacy protection as legal and ethical requirements  

Research and innovation projects such as MARVEL produce large sets of data and/or process 

various data categories, including sensitive data. The data processed during the project 

realisation might relate to numerous objects as well as people. To satisfy legislative and ethics 

requirements, the project must be realised in accordance with national and international laws, 

as well as specific sources of regulation applicable to the project such as the FAIR principles8 

as described in the MARVEL Data Management Plan under D8.29, and internal procedures and 

processes. For this reason, during the realisation of the project, the consortium must ensure that 

legal and ethical requirements concerning data processing are respected.  

One of the greatest regulatory challenges is to satisfy the requirements of the European data 

protection regulatory framework including the General Data Protection Regulation 2016/67, 

known as GDPR10. This source of regulation enshrines sets of obligations to entities that process 

personal data, including implementation of appropriate technical and organisational measures 

that should ensure the protection of personal data against unlawful and/or unauthorised access, 

modification, or other personal data processing. The GDPR is a technically neutral law and 

hence it does not explicitly impose what kind of technical and organisational measures should 

be implemented to secure data (but provides a list of potential solutions). Therefore, 

organisations that process personal data should assess relevant factors (such as the nature and 

scope of data, their sensitivity, potential threats, available technologies for protecting data, their 

cost of implementation etc.).  

Considering the nature of the MARVEL project, there is no doubt that the project consortium 

has to consider many factors to implement appropriate technical and organisational measures 

to avoid processing personal data within the project.  

 
7 MARVEL D9.5: M - Requirement No. 9, 2021. Confidential. 

8 European Commission. (2016). H2020 Programme Guidelines on FAIR Data Management in Horizon 2020. European 

Commission Directorate-General for Research & Innovation. 

https://ec.europa.eu/research/participants/data/ref/h2020/grants_manual/hi/oa_pilot/h2020-hi-oa-data-mgt_en.pdf  

9 MARVEL D8.2: MARVEL Data Management Plan, 2021. Confidential. 

10 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural 

persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC 

(General Data Protection Regulation) (Text with EEA relevance 

https://ec.europa.eu/research/participants/data/ref/h2020/grants_manual/hi/oa_pilot/h2020-hi-oa-data-mgt_en.pdf
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As the implementation of MARVEL can lead to a set of arising ethical questions, the project 

has been the subject of an ethics evaluation that has been conducted through the Ethics 

Appraisal Scheme11. The ethics evaluation has imposed the project consortium to give a 

particular focus on the implementation of anonymisation/pseudonymisation techniques to 

decrease the possibility of any harm potentially caused by data processing. In this way, the 

evaluation emphasised the importance of protecting personal data and personal privacy. 

2.2 MARVEL and anonymisation/pseudonymisation of data  

Pseudonymisation and anonymisation are two similar (but not the same) concepts that have 

been extensively discussed since the GDPR entered into force. Both are used to protect personal 

data and subsequently personal identities. According to the GDPR Art 4(5), pseudonymisation 

is the "processing of personal data in such a manner that the personal data can no longer be 

attributed to a specific data subject without the use of additional information, provided that 

such additional information is kept separately and is subject to technical and organisational 

measures to ensure that the personal data are not attributed to an identified or identifiable 

natural person." 

Thus, pseudonymisation enables keeping the de-identified data separately from the “additional 

information” that is needed for identification purposes (once this data is linked with 

'pseudonymised' data). Therefore, pseudonymisation permits data handlers to use personal data 

more freely, without fear of infringing the rights of data subjects. From a legal point of view, a 

pseudonym is an identifier that is associated with an individual. The benefit in terms of data 

protection is that the data will be inaccessible to unauthorised users which will effectively lower 

the risk of a potential data breach and increase the security of personal data. 

The recital 26 of the GDPR defines anonymised data as “data rendered anonymous in such a 

way that the data subject is not or no longer identifiable.” This means that anonymisation can 

be defined as a data processing activity resulting in the permanent removal of personal 

identifiers, both direct and indirect, that may lead to an individual being identified. Therefore, 

the main difference between the two privacy-enhancing techniques is that pseudonymisation is 

reversible while anonymisation is not. Where 'de-identified' or pseudonymised data is in use, 

there is a residual risk of re-identification. Since a pseudonym still remains considered to be 

personal data according to the GDPR, the adequate safeguards would have to apply. On the 

contrary, anonymisation being irreversible due to removal of personal identifiers, the data will 

not fall within the scope of the GDPR. When data is anonymised, the application of the data 

protection regulation is not of concern, as it might be in the case of pseudonymised data.  

MARVEL’s Anonymisation/Pseudonymisation strategy is a highly valuable solution for smart 

cities. Massive amounts of data generated and collected from connected IoT devices, and the 

availability of high-performance computing resources may result in several privacy issues. 

Privacy protection mechanisms such as anonymisation and pseudonymisation are necessary to 

be applied to ensure GDPR compliance and protect the privacy of data subjects. For this reason, 

the ethics strategy of the MARVEL project is based on the prevention of direct collection of 

personal data apart from the personal data that are required to be gathered for administrative 

purposes (e.g., contact details for dissemination purposes). In case data providers will collect 

any kind of personal data, the preferred strategy of the consortium is the application of 

 
11 More about available at https://ec.europa.eu/research/participants/docs/h2020-funding-guide/cross-cutting-

issues/ethics_en.htm  

https://ec.europa.eu/research/participants/docs/h2020-funding-guide/cross-cutting-issues/ethics_en.htm
https://ec.europa.eu/research/participants/docs/h2020-funding-guide/cross-cutting-issues/ethics_en.htm
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anonymisation techniques to such data by the data providers before making data available to 

the partners for further processing. 

Within MARVEL, audio and video anonymisation techniques are developed aiming to protect 

the privacy of individuals that are being recorded. There are two different approaches: 

• offline anonymisation where audio-video data are anonymised before being shared with 

the consortium; 

• online anonymisation where data processing is performed in the first data elaboration 

stage, or as close as possible to the edge, output of which does not contain any personal 

data. 

There are different technical considerations when it comes to audio and video anonymisation. 

In both cases, personal identifiers (e.g., face and voice markers useful for identification) must 

be removed or processed to make the recorded person(s) unidentifiable. 

2.3 Specific privacy issues in MT use cases 

The goal of the Municipality of Trento is to improve citizens' well-being and quality of life by 

making a better and effective use of the multimodal data daily provided by the audio-visual 

sensors distributed in the city. However, providing even better and customisable services must 

necessarily be combined with the protection of the data and privacy of everyone. 

The protection of data and citizen privacy is one of the cornerstones of the MARVEL 

framework whose prerogative is to increase urban security through the analysis of anomalous 

and potentially dangerous situations by notifying local authorities and emergency services of 

potential anomalous events that may lead to dangerous situations, such as: 

• crowded areas; 

• criminal/anti-social behaviours; 

• monitoring of parking places; 

• analysis of a specific area for better urban planning. 

The MARVEL framework is not a traditional surveillance technology based on the use of 

(sometimes) invasive audio and video equipment. The project is intended to be a support to 

local authorities, not an automatic security system. Multi-modal data are processed in real-time, 

using machine learning algorithms to identify situations that require further analysis by the 

public authorities. All these features of the MARVEL framework complied with the principles 

established by the GDPR 2016/679 and were underlined by the MT DPO in the document for 

the appointment of FBK as the Data Treatment Responsible. In particular, the restrictions on 

the audio and video data that are analysed by the system are: 

• the data are anonymised at the source, near the devices used to collect such information; 

• the raw data are accessible only by FBK via a data processing agreement, using 

dedicated machines; 

• the raw data are not shared with third parties, not even among the consortium partners; 

• the data are not used for the profiling of citizens. 

Moreover, the MARVEL framework is not able to analyse or understand conversations, but 

only to associate audio and video with situations considered dangerous or anomalous. 

In addition to the data-related restrictions, since the use cases employ the operational 

surveillance network of MT, further constraints apply to the accessibility of the devices and 

sensors. As a consequence, edge devices cannot be part of the MARVdash framework and are 
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only accessible by FBK with specific machines. This restriction required the design of a very 

specific Fog infrastructure which is detailed in WP5 deliverables. Table 2.1 reports the data 

sharing limitations and the device accessibility for the MT use cases. 

Table 2.1: Data sharing limitation and device availability in the MT use cases 

 Consortium FBK 

Raw data No IT-managed machines 

Anonymised data Yes Yes 

Edge Devices No Yes 

Fog Devices Yes/No Yes 

2.4 Specific privacy issues in GRN use cases 

GRN expects to provide stakeholders operating in the transport arena, such as transport 

authorities, transport consultants, and researchers in transport with new services covering two 

time spans: short-term and long-term decision-making. For this purpose, GRN is collecting data 

from various audio-visual, visual and audio devices installed around the island to collect road 

traffic data. Inevitably the data sources will collect personal data related to the general public 

that needs to be removed from the data to comply with GDPR legislation. 

GRN has identified three sources of personal data that could be present in video and audio data 

and therefore would need to be removed from the data: 

• video data: faces and vehicle number plates are features that would enable individuals 

to be identified;  

• audio data: GRN would need to prevent the identification of any pedestrian or driver 

from the recordings, and the removal of personal information present in the voice signal. 

These functionalities would be in line with the DPO’s requests to preserve the privacy of any 

citizen who is recorded by the MARVEL framework. 

GRN devices are all in the Kubernetes cluster and hence they are accessible by all partners. 

Some partners, such as FBK and FORTH, have been given direct access to the Fog and Edge 

devices to facilitate the deployment of their components. Raw data is accessible only by the 

VideoAnony components which obtains the IP address of the raw video streams from an 

encrypted file. Therefore, none of the partners has direct access to the raw data. Figure 1 shows 

this data flow. The VideoAnony component can either be executed on the edge or fog layer, 

depending on the availability of hardware. Table 2.2 reports the data sharing limitations and the 

availability of the processing devices in the GRN use cases. 
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Figure 1: Data flow of raw video data to be anonymised by VideoAnony and shared with the rest of the 

components 

 

Table 2.2: Data and device availability for GRN use cases 

 Consortium GRN 

Raw data No Yes 

Anonymised Data Yes Yes 

Edge Devices Yes Yes 

Fog Devices Yes Yes 

 

2.5 Specific privacy issues in UNS use cases 

The focus of the UNS1 use case is to evaluate the potential of drones for monitoring large public 

events. The experiments will be held in a strictly controlled environment within a staged 

recording process. All participants have to sign a consent form. The risk of tracking pedestrians 

and vehicles is very low within the experiment. Legal oversight and privacy compliance are 

ensured by the DPO. As the focus of the UNS1 use case is to evaluate the potential of drones 

in smart city situational awareness, which implies an analysis of several setups and scene 

configurations, robustness of the setup is a specific issue that is carefully considered. For this 

issue, modularity is considered as a specific non-functional variable. Besides that, secure 

transmission and end-user experience are examined periodically. 

UNS2 use case deals with audio-visual emotion recognition, which includes recording of face 

and speech of participants within a staged recording process. Such a use case has to guarantee 

the safety of recorded personal data, which represents a specific issue for the use case. Data 

protection, secure transmission and the support of distributed learning are defined as specific 

non-functional variables to overcome this issue. Modularity and end-user experience conclude 

the list of non-functional variables for the UNS2 use case. 

In general, given the nature of the UNS use cases which are all based on staged recordings, 

whose participants gave their consents to audio-visual recordings, privacy regulations do not 

directly apply and no specific issues are present. However, the use case implementations 
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account for restrictions that would apply in real deployments and, therefore, apply audio and 

video anonymisation on edge devices. Nevertheless, data are accessible by all partners and all 

devices are accessible via MARVdash. 

2.6 Solutions deployed in MARVEL E2F2C infrastructure 

To preserve confidentiality, integrity, and availability of data (CIA triad) that is the essence of 

information security, as well as to properly enforce information security management, 

MARVEL applies multiple security measures. They serve to protect sensitive information that 

could be found, namely, at rest, in use, and in transit, based on GDPR requirements as well as 

those specifically required by the pilot’s DPOs to be met. In particular, three different strategies 

are applied as shown in Figure 2. 

 

Figure 2: Security mechanisms in MARVEL 

Audio and video anonymisation by applying face blurring/swapping and voice conversion as 

the first processing stage of any use case pipeline or prior to sharing the recorded data within 

the MARVEL Data Corpus. These solutions are described in detail in the following sections. 

The use of this type of anonymisation approaches allows deploying the following AI processing 

stages in a transparent manner and prevents both automatic, as well as human, re-identification 

of the targets. Note that pseudoanonymisation is always applied, as no citizen identity labels 

are associated with the data. 

Edge (or Fog) processing is privacy-preserving by design as data carrying sensible information 

never leaves the proximity of the sensor that collected them. This drastically reduces the risks 

related to leakage of personal information or to illegal or inappropriate use of the data. 

Nevertheless, this solution only partially addresses the privacy preservation issue as edge AI 

components still get access to personal information and not all components are suitable for this 

type of processing. 

Cybersecurity and authentication mechanisms are finally implemented to ensure the security 

of the processing components and the data travelling in the E2F2C continuum, and the 

protection of the data stored in the MARVEL Data Corpus. Data processing in environments 

that do not provide a high-level of security (e.g., unencrypted networks) might endanger the 

confidentiality, integrity, and availability of data. This could generate higher risks when 

sensitive data are processed. Therefore, within MARVEL, sensitive data are encrypted before 

being transmitted over the network and remain in this form until arrival at the receiving node. 

Standard cryptographic protocols like Secure Sockets Layer (SSL) and/or Transport Layer 

Security (TLS) will be used to provide endpoint encryption, and a hash algorithm will be used 
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to add an additional layer of security. Also, MARVEL will leverage the security features of 

Trusted Execution Environments (TEE) and apply specific measures to protect the CIA of data 

at rest. 
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3 Audio Anonymisation 

This section focuses on audio anonymisation, presenting the problem from a scientific and 

practical point of view, describing the solutions deployed in the first integrated prototype of the 

MARVEL framework, and presenting the scientific advancements towards the implementation 

of an advanced component in the final prototype. Note that the goal of the audio anonymisation 

component is not only to remove the speaker’s identity from the audio signals but also to 

preserve as much of the surrounding context as possible for further analysis. 

3.1 Problem formulation 

The recording and analysis of voices of citizens raise privacy concerns related to the risk of 

voice cloning, theft of personal information, frauds or misuse by public authority. One popular 

approach to mitigate these issues is to develop privacy by design solutions which perform the 

data processing on the edge devices, close to where the data are generated. This solution avoids 

transferring or storing sensitive information on cloud infrastructures. However, the limited 

computational resources of these nodes typically require the compression of AI models in order 

to reduce their memory and computation requirements. An alternative solution, that does not 

require any modification of the audio processing algorithms, is voice anonymisation. This 

solution is a special case of voice conversion (VC): the goal is to remove speaker information 

from a speech utterance while leaving unaltered the other acoustic attributes. In this way, the 

recordings are safely stored since the identity of the involved speakers cannot be recovered 

while the content is preserved for future analysis. 

3.2 State-of-the-Art 

Besides pure signal processing approaches (Patino et al., 2021), where specific filters transform 

pitch and formants of the original waveform, recent techniques for VC operate by disentangling 

the speaker information from the associated acoustic features (Qian et al., 2022) and 

synthesising similar speech based on the characteristics of other speakers. Many systems 

synthesise speech with good quality, as long as both the source and target voice data are 

available in the training data. On the other hand, handling the condition of a target voice unseen 

during training (any-to-any voice conversion) is still an open problem. Zero-shot voice 

conversion is one of the challenges, and most VC systems are not robust enough for addressing 

it. Generative adversarial networks (GAN) and auto-encoders are the common techniques used 

in VC. StarGAN is a GAN-based VC framework proposed by (Wang et al., 2020), while (Qian 

et al., 2019) and (Chen et al., 2021) are auto-encoder-based systems where the model is trained 

to reconstruct the acoustic feature from the encoded representations in a target-speaker-

dependent manner. Other recent approaches combine bottleneck features with a sequence-to-

sequence based synthesis module. In the conversion phase, given the speech and speaker 

representations, the model generates the converted acoustic features, which are then sent to a 

neural vocoder, e.g., HiFi-GAN (Kong et al., 2020), to synthesise the new waveform. 

3.3 Solution deployed in MARVEL first prototype 

Although originally VAD and AudioAnony were handled as two separate components, during 

the course of the project the consortium decided to introduce a single joint component to be 

deployed on the edge devices connected to the microphones. The decision was based on the 

fact that the two components are tightly correlated as audio anonymisation is applied on speech 
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segments only and VAD is itself a privacy preservation method. More details about the practical 

implementations are available in D5.412. 

 

Figure 3: Block diagram of the joint VAD+AudioAnony component 

 Voice Activity Detection 

The goal of the voice activity detection component is to identify audio segments containing 

human speech. It represents the first layer in the audio anonymisation pipeline after the input 

devices (MEMS microphones), as shown in Figure 3. It serves as a pre-processing step where 

speech segments will be detected first and anonymised later on by AudioAnony, all this 

happening in the order of milliseconds on the deployed edge devices (Raspberry Pis or Intel 

NUC).  The identified speech boundaries are not only used by AudioAnony but they are also 

made available to other processing components and to the Decision-Making Toolkit (DMT) 

component for further processing. Figure 4 shows an overview of the audio analytics pipeline. 

 

Figure 4: Overview of the audio analytics pipeline 

To operate and be deployable on edge devices, the VAD module has been developed by 

adapting a lightweight Long-Short-Term-Memory (LSTM) based architecture. The upgraded 

VAD module also adopts the same architecture, by adding on top of it a CNN-based attention 

module on both time and frequency domains, leading to a novel SOTA approach. This attention 

module improves noise robustness and enhances the VAD performance in unrestricted (in the 

 
12 MARVEL D5.4: MARVEL Integrated framework – initial version, 2022. Confidential. 
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wild) experimental scenarios and is illustrated in Figure 5, where H is the hidden state of 

dimension T (sequence length) and D (number of hidden features). Dual attention is the 

combination of both attention modules. 

 

Figure 5: (a) Temporal attention (b) Frequential attention 

The VAD module operates on the frame-level. However, to produce the boundaries of speech 

segments on which the anonymisation module will operate, an algorithmic solution has been 

applied as a post-processing step. This solution aggregates the activated frames according to a 

certain sensitivity level which can be adjusted, producing in the end the relevant speech 

segments. 

To ensure maximum efficiency during deployment, the VAD module is part of the devAIce 

platform, which is AUD’s modular technology. Being part of devAIce, the VAD module can 

be installed as a Python solution and be used within the same code as AudioAnony. This 

approach guarantees a low latency between both components by avoiding extra network delays, 

such as, for example, time establishing connection between different containers and exchanging 

information. 

 AudioAnony with McAdams Coefficients 

The anonymisation approach currently deployed in the first release of the MARVEL integrated 

prototype implements the method based on McAdams coefficient introduced by (Patino et al., 

2021). This purely signal-processing approach has been used as one of the baselines of the 1st 

Voice Privacy Challenge13. The implementation deployed in MARVEL is derived from the 

official repository14. 

 

Figure 6: Processing pipeline of the approach based on McAdams coefficients 

Figure 6 shows the block diagram of the processing pipeline. Once the linear predictive coding 

(LPC) coefficients have been derived from the short-time Fourier transform (STFT) of the 

 
13 https://www.voiceprivacychallenge.org/  

14 https://github.com/Voice-Privacy-Challenge/Voice-Privacy-Challenge-2020  
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signal, the phases of the complex positive poles are shifted by using a random coefficient. The 

new LPC coefficients are used to reconstruct the signal. This transformation leads to shifting 

the formants of the speech waveform toward low frequencies when the coefficient is smaller 

than 1 and toward higher frequencies when the coefficient is above 1, as shown in the equation 

below: 

𝑐̂ = |𝑐|𝑒𝑗𝜃𝛼, 

where c is the generic pole, 𝜃 is the phase of the pole and 𝛼 is the conversion coefficient. 

As described in D4.4, the audio anonymisation component is deployed in combination with 

VAD, therefore the processing described above is applied only to audio segments including 

some speech content. In all the other cases the audio signal is not processed. 

 Role in RP1 and associated use cases 

The role of this component is to remove speaker identities from audio streams collected by 

outdoor microphones. The component is deployed in two use cases of the R1 prototype: MT3 

– Monitoring of Parking Places and UNS1 – Drone Experiment. As mentioned in Section 2, in 

the latter case, audio anonymisation is not necessary as data includes only persons who provided 

their consent to the recordings. Nevertheless, the component is deployed to simulate a realistic 

application scenario. In both cases, the component includes also VAD and it is deployed on the 

edge devices. In the UNS use case, the component is deployed via MARVdash using a proper 

dockerisation. Multiple instances exist that can run on the Cloud, Linux Workstations, Intel 

NUC, and Raspberry Pi. In this way, the deployment of the component can be changed 

depending on the implementation needs. For what concerns the MT use case, since the devices 

are not in the Kubernetes cluster, the component is manually installed on the Raspberry Pi.  

3.4 Current anonymisation approach and future plans towards R2 

prototype 

The voice anonymisation technique explored in MARVEL follows the voice conversion 

paradigm and is based on the model presented by (Liu et al., 2021) that learns to map the speech 

content, expressed as bottleneck features related to an ASR task, constrained by the target 

speaker characteristics (computed as an x-vector). An attention mechanism induces the correct 

alignment to the target mel-spectrogram and, finally, a Generative Adversarial Network 

(GAN)-based vocoder generates the converted waveform.  

We modified the original architecture by replacing the Automatic Speech Recognition (ASR) 

bottleneck and the x-vector speaker representation with pre-trained speech and speaker 

representations, namely WavLM (Chen et al., 2022) and TitaNet (Koluguri et al., 2022). Pre-

trained speech representations have shown remarkable performance for a variety of speech 

processing tasks (e.g., speech recognition and separation, speaker diarization and verification). 

Very recently, the anonymisation task has also been investigated with respect to semi-

supervised learning models (Miao et al., 2022). In particular, for the speech content 

representation, we performed an experimental comparative study considering a variety of pre-

trained models as well as different variations of WavLM. 

In addition, we also investigated different strategies for the selection of the target speaker 

representation to increase the de-identification capabilities of the model. As a result, the direct 

usage of these embeddings can avoid training ad-hoc features. This allows an effective selection 

and suitable combination of pre-trained representations, taking into account the ultimate goal 
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of audio anonymisation where speech content should be preserved and speaker identity instead 

removed. 

The approach is built upon the Phonetic PosteriorGram-Based Voice Conversion (PPG-VC) 

model (Liu et al., 2021), in which the content extractor is based on popular pre-trained 

representations inserted in a sequence-to-sequence based module that can be regarded as an 

encoder-decoder model. The encoder combines the content features with pitch and 

voice/unvoiced information along with the speaker representation through the TitaNet model. 

A multi-speaker location-relative attention-based synthesis model is then trained to reconstruct 

spectral features from these features, conditioning on speaker representations for speaker 

identity control in the generated speech. The decoder of the synthesis model adopts an auto-

regressive network structure. Moreover, a mixture of logistics attention mechanisms guarantees 

a monotonic alignment process. In Figure 7, the training and generation phases are illustrated. 

During training, the incoming signal is decomposed into a content representation while the 

speaker information is encoded using the TitaNet model. At the generation phase, this 

information is substituted by another speaker (encoded by TitaNet). In this way, the model 

generates a new waveform inducing a voice conversion from the source speaker to the target 

one. 

 

 

 

Figure 7: Audio anonymisation based on voice conversion: training and generation phases 

 

Experiments on the LibriSpeech dataset (Panayotov et al., 2015) (see Table 3.1) show the 

effectiveness of the proposed method, obtaining great flexibility in the selection of the target 

speaker and allowing to select (even randomly) the characteristic of the generated voice since 

virtually any potential speaker can be represented via embeddings, both in terms of identity and 

content. The table reports performance in terms of: 
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• Equal Error Rate (EER), which measures the speaker identification error given two 

speech utterances, the higher the better. The performance is measured using the 

Nvidia speaker recognition baseline using TitaNet. 

• Perceptual Evaluation of Speech Quality (PESQ) and Short-time objective 

intelligibility (STOI), which measure the signal intelligibility and distortion. For 

both metrics, a higher value indicates better performance. 

• Word Error Rate (WER) on the converted signals using the Kaldi Librispeech 

baseline15. 

Table 3.1: Results using various Voice Conversion techniques on Librispeech test-clean set; metrics considered 

are EER, PESQ, STOI, and WER 

Method EER (%)  PESQ  STOI  WER (%)  

Original signal 1.2 - - 5.29 

McAdams 5.6 2.7 0.96 11.74 

AGAIN-VC (Chen et al., 2021) 44.4 1.07 0.28 44.37 

PPG-VC (Liu et al., 2021) 46.1 1.09 0.16 12.93 

WavLM+TitaNet 33.0 1.11 0.74 7.50 

The proposed approach is compared against the McAdams coefficient currently deployed in the 

first integrated prototype, a popular many-to-many voice conversion method (AGAIN-VC) and 

the baseline PPG-VC from which our proposed approach is derived. Note that AGAIN-VC 

gives very high EER but at the cost of detrimental speech distortions. On the other hand, the 

proposed approach, although it still carries some information about the speaker, considerably 

improves the signal quality with only minor degradation in terms of WER with respect to the 

original signals. 

Table 3.2: Results using different WavLM representations, varying the dimension of the used hidden state 

WavLM Models EER (%)  PESQ  STOI  WER (%)  

WavLM (HS 768) 33.0 1.11 0.74 7.50 

WavLM (HS 128) 33.3 1.10 0.74 7.07 

WavLM large (HS 1012) 18.8 1.17 0.80 6.70 

Other advantages of the approach include its scalable architecture, e.g., for distributing the 

computational pipeline (edge/fog/cloud), the possibility of controlling the "distance" between 

the source-target speaker and the adoption of speaker-customised synthesisers. Indeed, Figure 

8 and Table 3.2 show that different pairs of WavLM representations and target selection 

strategies control the resulting performance. As a result, according to a specific requirement in 

terms of content preservation (WER) or speaker anonymisation (EER), the appropriate model 

can be selected. Ideally, the pairs on the right lower quadrant provide the best combination. 

 
15 https://kaldi-asr.org/ 
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Figure 8: Anonymisation performance expressed as a combination of content preservation and speaker identity 

confusability: models and target selection strategies can control the effectiveness of the resulting anonymisation 

The contribution of the AudioAnony component to the project and use case KPIs have been 

already discussed in Section 1.2. For what concerns the asset-specific KPIs, the following are 

defined in D1.2 for AudioAnony: 

• At least 50% EER (contribute to KPI-O1-E3-1) 

• 20% PESQ improvement over baseline (contribute to KPI-O1-E3-1) 

• 20% SED improvement over baseline (contribute to KPI-O1-E3-1) 

• 10% complexity reduction (contribute to KPI-O1-E3-3) 

As can be observed by the results reported above, the component is still short in terms EER, 

while the signal quality considerably increases with respect to other voice conversion 

approaches. For what concerns PESQ, since it is based on similarity with respect to the original 

signal, improving it while changing the voice is not possible. Therefore, we will reformulate 

this KPI in terms of WER or STOI. 

Finally, in the remainder of the project, we will work in collaboration with T3.5 on increasing 

the efficacy of the AudioAnony algorithm to ease its deployment on low-end edge devices and 

its combination with VAD under WP5. Therefore, the latter KPI will be addressed at a later 

stage. Note that the complexity reduction will be achieved not only by working directly on the 

conversion module but also on the auxiliary models (for speaker and speech embeddings). 
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4 Video Anonymisation 

This section focuses on the video anonymisation task, from a scientific and practical point of 

view, and describes the solutions deployed in the first integrated prototype. The section 

illustrates the scientific advancements obtained under T3.1 which will lead to the 

implementation of an advanced component in the final prototype. 

4.1 Problem formulation 

Visual privacy preservation is mostly achieved via video redaction methods by obfuscating the 

personally data (PD) of a subject whose, in the context of visual data analytics in a smart city 

environment, face and car number plate are among the most identity-informative parts. Classic 

face anonymisation techniques, e.g., blurring (Du et al., 2019) or pixelation (Gerstner et al., 

2013), can effectively remove PD. However, this comes at the high cost of degrading other 

vision-related tasks, particularly for action/emotion recognition in which poses play an essential 

role. Nevertheless, not all visual attributes serve for the identification task, i.e., to answer the 

question which person (whose face) is this? Indeed, some visual attributes are common for 

defining what a person (face) is, which are non-identifiable and essential for the detection task. 

4.2 State-of-the-Art 

We discuss recent face obfuscation techniques for anonymising visual data. 

Visual Anonymisation often refers to irreversible obfuscation for removing PD of the data 

subject in visual content, also known as de-identification in some works (Gafni et al., 2019). 

Many works anonymise visual data by obfuscating the faces, the most privacy-concerning 

content, using classic techniques such as blurring via filters (Du et al., 2019), pixelation by 

enlarging the pixels (Gerstner et al., 2013), mosaicing by merging small blocks of pixels from 

different regions or masking by simply replacing the visual information with random data 

(Asghar et al., 2019). Recently, with the progress in GANs, face anonymisation techniques have 

advanced by generating realistic faces of a different identity, leaving intact most of the non-

identifiable visual and geometrical attributes (Hukkelås et al., 2019; Gafni et al., 2019; Sun et 

al., 2018; Sun et al., 2018b; Maximov et al., 2020). Sun et al., 2018, proposed a two-step face 

inpainting technique for anonymisation by first detecting the 68 facial landmarks, and then 

synthesising the faces guided by the landmarks. With a blurred face as condition, the generated 

faces have a rather high visual quality, yet resemble the original face. DeepPrivacy (Hukkelås 

et al., 2019) exploits the generator of StyleGAN (Karras et al., 2019) to generate a face of a 

fake identity, conditioned both on the context image with the face masked out and on seven 

facial landmarks. The generated faces are limited in anonymisation and pose preservation. 

Conditional GANs have also been proposed to explicitly control the identity of the generated 

faces (Sun et al., 2018; Maximov et al., 2020). Recently, CIAGAN (Maximov et al., 2020) has 

introduced an identity discriminator to enforce the generated faces to be different from the 

source image, achieving a better anonymisation performance, while the visual naturalness and 

pose preservation are not yet satisfactory although the subset of landmarks is carefully chosen. 

Moreover, CIAGAN cannot be easily applied to unknown condition identity, as the condition 

identities are encoded within the network during the training. 
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4.3 Solution deployed in RP1 prototype 

 Overview 

The goal of VideoAnony is to anonymise faces and car number plates detected in the raw video 

streams coming from the CCTV cameras of each pilot site. The anonymisation solution 

deployed in the R1 prototype is performed by means of blurring methods and will be extended 

to more advanced GAN-based face-swapping techniques in the R2 prototype. Specifically, the 

component receives the incoming raw video stream via RTSP, processes it with the face and 

licence plate detection and anonymisation modules, and finally transmits the anonymised 

videos via a customised RTSP server. The component has been successfully implemented in 

both fog machines and edge devices with sufficient processing power and enables real-time 

processing. 

 Internal Operation & Technologies  

With the use of the OpenCV library, the current deployable version of VideoAnony can read 

and anonymise several RTSP raw streams simultaneously, instantiating as many threads in 

charge of reading the raw video stream as CCTV cameras. VideoAnony employs the YOLOv5 

detector for face and car plate detection, which is finetuned using a related public dataset and 

pilot-provided annotations. After the detection of the regions of interest, the component blurs 

them by applying a Gaussian filter, and finally replaces the original faces and number plates 

with the blurred ones in the original image. The component finally transmits the anonymised 

videos to an RTSP server, from which subsequent AI models read the anonymised stream, using 

GStreamer. 

 Role in R1 and associated use cases 

The role of this component is to anonymise video streams from pilot sites that will expose car 

plates and faces of citizens. The component was used in the Minimum Viable Prototype (MVP) 

delivered at M12 to provide anonymised videos into the Data Corpus in an offline manner and 

was integrated into the MARVEL platform in RP1 in all pilot cases where visual anonymisation 

was required. In particular, the component was deployed on devices acting as a fog layer (e.g., 

use cases in MT) or as an edge layer (e.g., use cases in GRN and UNS). 

4.4 Current anonymisation approach and future plans towards R2 

prototype 

Motivated by the need to maintain various facial attributes (such as pose and expression) so as 

not to degrade subsequent video-related tasks, we are also developing a lighter version of a 

SOTA GAN-based face-swapping model (Chen et al., 2020) on top of the current deployable 

version of VideoAnony. Since GAN-based solutions are notoriously computationally 

demanding, we are currently focusing on reducing the computational complexity of the model. 

The ongoing efforts are mainly guided by a couple of directions, i.e., replacement of 

convolutional blocks with more efficient depth-wise separable convolutions (Howard et al., 

2017) and quantisation of the trained model from 32-bit floating point numbers to 8-bit signed 

integers. Preliminary results showed that, after replacing the convolutional layers, we were able 

to achieve a 37% reduction in the number of parameters and an 88% reduction in the number 

of multiplication-addition operations, while the quantisation of the model allowed us to achieve 

a 73% reduction in model size. This model reduction allows achieving the specific asset KPI as 

well as the related project KPIs (see Sec. 1 for more details). 
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Concerning the other asset KPIs, namely: image naturalness, face detection rate and face de-

identification, results are reported in (Dall’Asen et al., 2021) for the uncompressed model. The 

evaluation of the KPIs on the compressed model will be carried out as part of the benchmarking 

activity. 

 MCU implementation 

In parallel to the work described above, we explored at research level the possibility to perform 

face-swapping on a microcontroller, therefore with more stringent requirements towards 

lowering the complexity of the neural network. We based our approach on PhiNets (Paissan et 

al., 2022) applied to GAN for face-swapping. In particular, we targeted a resource-constrained 

platform based on a low-power microcontroller, a Kendryte K210, with a RISC V dual core 

working at 400MHz and overall consuming less than 300mW, achieving processing speeds 

over 15fps with an FID score under 150. 

The processing pipeline is made of 4 steps (see Figure 9), each based on the PhiNets neural 

architecture combined with a SOTA solution for each task. In particular, first, we perform face 

detection using PhiNets with a YOLO-V5 detection head, which can generate a very lightweight 

CNN capable of locating the target faces to swap. Secondly, Landmark detection is obtained 

using PhiNets with a PFLD (Practical Face Landmark Detection) (Guo et al., 2019) detection 

head. The same is applied for the third step, i.e., image alignment, using the detected landmarks. 

Finally, face generation and face swapping are performed, where PhiNets are used in a GAN 

configuration to generate an artificial face reproducing pose, expression, lighting and colour of 

the original face. This approach enables high-fidelity face generation in real-time on resource-

constrained devices. 

 

Figure 9: Processing steps of the MCU-based face-swapping component 

This last step is based on FSGAN (Face Swapping GAN) (Nirkin et al., 2019) which was one 

of the first GANs proposed in the literature but it is limited to the generation of only one target 

identity. We replaced the encoder and decoder networks of FSGAN with Phinets and modified 
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the approach to be fully convolutional for better efficiency on microcontroller runtimes since 

the fully connected layer present in FSGAN is inefficient. 

We could fit the entire pipeline from face detection to face swapping into our target platform, 

the K210, with an overall 46mJ/frame and 6fps@280mW. Still, the solution is in prototype 

form and we are working to improve these results. 

4.5 AI-based vision on anonymised streams  

One of the crucial requirements of VideoAnony is to obfuscate person faces and car plates while 

preserving the visual content, so that other processing components can still achieve their tasks. 

To validate this functionality, AU has trained the Visual Crowd Counting components on the 

anonymised data from the MT1 use case (Monitoring of Crowded Areas). The frames collected 

in that dataset come from 6 different scenes, with a wide variety in the number of people present, 

camera angles, and weather conditions. The dataset contains 710 images in total. 426 have been 

assigned to the training set, 142 were used for validation, and 142 for testing. Figure 10 presents 

examples of anonymised test data. 

v  

Figure 10: Piazza Fiera –  3 and Piazza Fiera –  4 - anonymised test images 

The prototype model achieved a satisfactory performance of 27.55 MAE (Mean Absolute Error) 

when trained on the anonymised data. The impact of the video anonymisation on the quality of 

the dataset, however, cannot be measured as the original data, before anonymisation, were not 

available. The model relies on detecting heads in the image to determine the number of people 

present, and by visually inspecting the test images it would seem that anonymisation did not 

impact its ability to do it adversely. The resulting heatmaps corresponding to the images shown 

in Figure 10 are shown in Figure 11.  
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Figure 11: Output heatmaps of Piazza Fiera – 3 and Piazza Fiera – 4 
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5 Edge-Fog Processing 

Besides anonymising audio and visual streams, a relevant privacy preserving mechanism in 

MARVEL is the development of algorithms which are deployable at the edge and fog tiers, 

therefore limiting the data transmission (with related security risks) and avoiding transferring 

sensitive information to third party computational platforms. As mentioned in the Executive 

Summary and in Section 1, these algorithms are developed under other tasks than T3.1. The 

goal of this section is to give to a reader not familiar with the MARVEL project a view of what 

has been implemented in terms of privacy preservation via edge processing. 

 

Figure 12: Edge-Fog processing: AI algorithms are deployed on the edge devices or on the fog, while only 

structured information is transferred to the cloud 

This section presents an overview of the SED, SED@Edge, and CATFlow AI-based methods 

that have been adapted or modified in order to be deployable on edge and fog devices, typically 

characterised by limited resources. In addition, the section describes DynHP, a methodology 

developed under T3.5 for unstructured pruning, and FedL, a technique for federated learning 

developed under T3.4.  

DynHP is a methodology developed for training and compressing, at the same time, a Deep 

Neural Network (DNN) model. DynHP has been designed for being executed (at least in 

principle) by resource-limited edge devices. During training, DynHP incrementally prunes the 

parameters considered “less useful” for the learning task at hand. The pruning adopted in 

DynHP is structured. Such a design choice is guided by the fact that structured pruning is more 

effective for memory reduction and computational and communication efficiency. The 

alternative pruning approach not considered in DynHP is termed “unstructured”, which falls in 

the category of sparsification techniques, i.e., these are beneficial mainly for the efficient 

communication of models over the network. Due to its edge-oriented design choices, DynHP 

can have an impact also in terms of privacy preservation.  

Since DynHP methodology is designed to run effectively in a fixed memory budget, it is 

possible to execute it directly on the edge device without the need to transfer the data to 

centralised and remote locations. Note that in this configuration, the amount of data available 

for training might reduce significantly, possibly affecting the effectiveness of the final 

compressed models. Therefore, to overcome this issue, DynHP has been extended to work in 

federated settings (activity performed in T3.5 and initially reported in D3.416). Although the 

results are still preliminary, the feasibility study conducted on a limited number of nodes (2) 

 
16 MARVEL D3.4: MARVEL’s federated learning realization, 2022. To appear. 
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shows that distributed compression is viable in federated settings (which is, by definition, a 

framework for training ML models in a privacy-preserving fashion). 

FedL is a component developed to enable federated learning of deep learning models. In 

federated learning, data are not exchanged among clients, which became an important demand 

in recent years due to user-privacy laws. Instead of aggregating data at a centralised server, 

which is a typical procedure for training models, federated learning leaves data on distributed 

devices, whereas only shared models are averaged on the server. Within the MARVEL project, 

FedL develops a customised Federated Learning strategy, which optimises the learning process 

for flaky client-server communication. The strategy allows clients to be temporarily unavailable 

during training and to share updates only if the client data is valuable to global model, based on 

several metrics including number of client data points, model metrics such as accuracy, model 

gradient variance, client availability history and others. 

CATFlow is an object detector and tracker subsystem with a number of configurable 

parameters. In particular, the number of frames processed per second and the detector size can 

be specified in the settings file. This configurability lends itself useful when dealing with real-

time processing requirements in the presence of limited resources at the edge of the fog. With 

appropriate settings, the CATflow component was able to process two video streams in real-

time on the Fog machine and one real-time stream on the Edge device. 

The development of the Sound Event Detection (SED) component by TAU is mainly focusing 

on deployment at the cloud level of infrastructure. To enable the scaling into a large number of 

monitored audio streams at the cloud level, the focus is on solutions requiring limited 

computational resources. This approach also enables transparent deployment of the component 

to all levels of the MARVEL infrastructure. Most of the SOTA pre-trained audio embeddings 

are computationally heavy and not well-suited for the previously described setup. Thus, 

development focuses on methods that are learned fully on the use case-specific data to have full 

control of neural network architecture. For the GRN4 use case (Junction Traffic Trajectory 

Collection), vehicle type detection task, two SED approaches were studied: one applying sound 

event detection on consecutive non-overlapping 10-second segments, and one applying audio 

tagging inside consecutive non-overlapping one-second segments. For the sound event 

detection-based approach, CRNN neural network architecture containing convolutional and 

recurrent layers was introduced in (Cakir et al., 2017). In this architecture, convolutional layers 

act as feature extraction layers and recurrent layers learn the temporal dependencies in the 

sequence of features produced by previous layers. A typical CRNN neural model has 3.5M 

parameters, and parameters of the convolutional layers (e.g., number of channels) and weight 

matrices of recurrent layers contribute directly to this. A computationally lighter CRNN model 

was produced by replacing convolutional neural network blocks with depth-wise separable 

convolutions and recurrent neural network blocks with dilated convolutions (Drossos et al., 

2020). The resulting neural network model (CRNN-DESED) has 290K parameters. In the 

evaluations with the MAVD-traffic dataset (Zinemanas et al., 2019), these two CRNN 

approaches produced comparable performance: 44.1kHz signals CRNN had 40.3 macro-

averaged F1-score and CRNN-DESED 39.6. The audio tagging-based approach used simpler 

architecture based on only convolutional layers and fully connected layers. Two CNN 

approaches based on similar neural network architectures used in PANNs audio embeddings 

(Kong et al., 2020) were evaluated: six-layer CNN (CNN6) based on AlexNet with 4.57M 

parameters, and 10-layer CNN (CNN10) based on VGG-like CNNs with 4.95M parameters. In 

the evaluations, the audio tagging-based approaches outperformed sound event detection-based 
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ones: 44.1kHz signal CNN6 had 46.5 macro-averaged F1-score and CNN10 44.6. A more 

detailed description of the systems and the evaluations can be found in D3.117. 

SED@Edge is a component for sound event detection designed to run on very low-end IoT 

devices featuring microcontrollers with very limited resources in terms of computation and 

memory.  

 

 

Figure 13: SED@Edge on an STM board 

SED@Edge employs the PhiNets networks (Paissan et al., 2022), which is a family of modular 

scalable backbones that can be easily tuned using few hyperparameters to match the memory 

and computational resources available on different embedded platforms. The main 

convolutional block used in the architecture is a modified version of the inverted residual block 

used in MobileNetV2 and MobileNetV3 (Howard et al., 2017, Howard et al., 2019) 

architectures. This block is composed of a sequence of three operations, namely: a pointwise 

expansion convolution, a depth-wise convolution, and a squeeze-and-excitation block. The 

proposed model achieved SOTA performance on the UrbanSound8k dataset (Salamon et al., 

2014) for spectrogram classification while using an extremely low number of parameters. 

 
17 MARVEL D3.1: Multimodal and privacy-aware audio- visual intelligence – initial version, 2022. 

https://doi.org/10.5281/zenodo.6821318   

https://doi.org/10.5281/zenodo.6821318
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6 Security mechanisms to ensure privacy preservation during 

processing, transit and storage 

Although this document mostly focuses on the results of the efforts of T3.1, other very 

important security mechanisms are in place in the MARVEL framework, as discussed in 

Section 2. In particular: 

• Cybersecurity approaches to ensure authentication and encryption of the data being 

involved in the live MARVEL processing. 

• Protection of the data stored in the MARVEL Data Corpus. 

Therefore, to give to the reader a more comprehensive view of the overall privacy preservation 

mechanics developed in the MARVEL project for the E2F2C infrastructure, this section 

reviews the aforementioned solutions, which are the results of the efforts of other WPs and are 

hence described in detail in other deliverables. 

6.1 Security Mechanisms 

The security mechanisms of the MARVEL E2F2C framework focus on the confidentiality of 

data at rest, in transit, and in use. These mechanisms include authorisation, authentication, and 

encryption and are described in the following sub-sections.  

 Authorisation / authentication 

MARVdash offers a registration wizard, where a user fills in a username and password. Based 

on these credentials a user private namespace is created and a private folder is mounted. In that 

way, user’s services and data are isolated. Internally, these services can access any resource in 

the E2F2C-private network. Persistent data is directed to MARVdash-supplied storage that can 

also be accessed via the MARVdash web interface. MARVdash is described in detail in D3.218. 

Kubernetes offers an API object called ingress, which exposes HTTP(S) routes to the cluster 

services. MARVdash adds authentication directives to all ingress resources. All services are 

exposed on subdomains of the main dashboard domain. The subdomain is created by composing 

the service name and the user’s name, so they can always be the same, allowing the user to 

bookmark the location. An ingress controller (NGINX ingress controller) is required for the 

services to be exposed to the outside world (Figure 14).  

Each respective ingress is configured to perform a single sign-on through MARVdash. The 

default deployment integrates Vouch Proxy19 as an OAuth 2.0/OIDC client to the dashboard, 

which in turn provides credentials to the NGINX-based web proxy implementing the ingress. 

Consequently, each service can only be accessed by its owner and no external parties can visit 

a user's service frontend without appropriate credentials.  

 
18 MARVEL D3.2: Efficient deployment of AI-optimised ML/DL models – initial version, 2022. 

https://doi.org/10.5281/zenodo.6821232   

19 https://github.com/vouch/vouch-proxy  

https://github.com/vouch/vouch-proxy
https://doi.org/10.5281/zenodo.6821232
https://github.com/vouch/vouch-proxy
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Figure 14: NGINX ingress controller topology 

MARVdash allows external, secure access to the Data Corpus API services, by integrating a 

web proxy service. A new ingress endpoint is created at the Kubernetes side (in order to get an 

HTTPS-compliant URL) and is configured to require authentication using the MARVdash-

registered credentials before forwarding requests to the backend. 

 Encryption 

To achieve encryption, two components are developed, namely EdgeSec VPN and EdgeSec 

TEE. Both of these tools are described in detail in D4.220. 

 

Figure 15: MARVEL E2F2C framework nodes communicating through EdgeSec VPN  

EdgeSec VPN is a dockerised version of n2n21, tailored for MARVEL needs. EdgeSec VPN is 

aligned with the n2n architecture, which is based on two key components: edge and super nodes. 

Super nodes are used by the edge nodes for discovering other edge nodes, and routing the traffic 

when the nodes are behind symmetrical firewalls. The n2n, and therefore the EdgeSec VPN, is 

a peer-to-peer VPN that works on the second layer of the OSI model, allowing the peers to 

maintain reachability across Network Address Translations (NATs) and firewalls. Edge nodes 

that participate in the same virtual network form a community. Super nodes are able to serve 

more than one community allowing a single computer to join multiple communities. Encryption 

of the traffic is performed on edge nodes using encryption keys defined by the users. Super 

nodes, on their turn, forward packets based on a clear-text packet header without inspecting the 

decrypted packet payload. In that way, data encryption is managed by the users and is not 

 
20 MARVEL D4.2: Security assurance and acceleration in E2F2C framework – initial version, 2022. 

https://doi.org/10.5281/zenodo.6821254   

21 https://www.ntop.org/products/n2n/  

https://doi.org/10.5281/zenodo.6821254
https://www.ntop.org/products/n2n/
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delegated to infrastructure. Every MARVEL E2F2C framework node has become an edge node 

in the n2n architecture described above (Figure 15). A super node is also deployed in the PSNC 

infrastructure.  

EdgeSec TEE is based on the SCONE platform22, inheriting its functionality, therefore it 

supports the encryption of the network traffic as well as file encryption in a transparent way. 

EdgeSec TEE allows the configuration of programs with secrets secured from attackers even if 

they have control of the operating system or the hypervisor. With EdgeSec TEE, programs 

authenticate themselves ensuring that only the correct ones are executed in an SGX enclave, a 

separated and encrypted region for code and data. In that way, malwares are prevented from 

attaching to programs. An application deployed in an SGX enclave protects its data from 

accesses by all other software including the operating system. As a result, such an application’s 

data are protected against adversaries with root access, since they cannot dump the main 

memory of an application and get access to its keys. EdgeSec TEE makes use of existing native 

Python images for the creation of a confidential container (Figure 16). The resulting image runs 

on remotely-attested Intel SGX enclaves and has an encrypted filesystem.  

 

Figure 16: An overview of EdgeSec TEE 

6.2 Data storage in MARVEL Data Corpus (from the aspect of privacy) 

MARVEL Data Corpus data storage is based on Hadoop Distributed File System (HDFS) fault-

tolerant data storage file system (Sivaraman and Manickeckezian, 2014). There are various 

tools and solutions available to secure the HDFS environment, and each of them has different 

features and different effectiveness under a different context. The security tools and solutions 

can be divided into four categories (Saraladevi et al., 2015; Seonyoung and Youngseok, 2013), 

which are i) encryption, ii) authentication, iii) authorisation, and iv) auditing. 

 User Authentication for data corpus 

Authentication refers to the verification of system or user identity for accessing the system, or 

in other words, it is the procedure of confirming whether the user is the person they claimed to 

 
22 https://scontain.com/  

https://scontain.com/
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be. Two common authentication technologies are (Zhang, 2014): i) Lightweight Directory 

Access Protocol (LDAP) for the directory, identity, and other services (Ruckcharti et al., 2017), 

and ii) Kerberos (Algaradi and Rama, 2019). 

Authorisation is the process of determining the access rights of the user, specifying what they 

can do with the system. As Hadoop mixes various systems in its environment, it requires 

numerous authorisation controls with different granularity. In Hadoop, the process of setup and 

maintenance of the authorisation control is simplified and can be done by dividing users into 

groups by specifying them in the existing LDAP or Active Directory (AD). Other than that, 

authorisation can also be set up by giving role-based access control for connection methods that 

are alike. The popular tool for authorisation control is Apache Sentry (Zhang, 2014). 

Currently, user authentication for the MARVEL Data Corpus is performed through MARVdash 

allowing external, secure access to the Data Corpus API services, by integrating a web proxy 

service. The transmission of data is secured with HTTPS and the underlying TLS. The 

authorisation level is defined during the registration of the user account (e.g., simple user, 

administrator, etc.). 

 Authentication mechanism in Data Corpus / HBase / Hadoop 

HBase can be configured to provide User Authentication, which ensures that only authorised 

users can communicate with HBase. The authorisation system is implemented at the RPC level 

and is based on the Simple Authentication and Security Layer (SASL) (Kanyeba and Yu, 2016), 

which supports (among other authentication mechanisms) Kerberos. SASL allows 

authentication, encryption, negotiation, and/or message integrity verification on a per 

connection basis. 

The most popular mechanism for authentication is Kerberos, which is also the primary 

authentication for Hadoop developed by MIT (Neuman and Ts’o,1994). Kerberos protocol 

provides secure communications over a non-secure network by using secret-key cryptography. 

The protocol of Kerberos is shown below: 

• The client will first need to request Ticket Grant Ticket (TGT) from the Authentication 

Server (AS) of the Key Distribution Centre (KDC). 

• After the client received the TGT, the client will have to request Service Ticket (ST) 

from Ticket Grant Server (TGS) from Key Distribution Centre (KDC) (the 

Authentication Server and Ticket Grant Server are the components of Key Distribution 

Centre). 

• The client can use the ST to authenticate a Name Node. 

The TGT and ST will be renewed after a long-running of jobs. The greatest benefit of Kerberos 

is that the ticket cannot be renewed if it was stolen. Kerberos provides powerful authentication 

for Hadoop. Instead of using a password alone, the cryptographic mechanism is used when 

requesting services (Algaradi and Rama, 2019; Kanyeba and Yu, 2016). 

 Privacy assessments for Data Corpus 

In general, the datasets that are stored in the Data Corpus are meant to become public. 

Therefore, data will have been priorly anonymised by the rest MARVEL platform components 

(i.e., VideoAnony, AudioAnony, etc.). Nevertheless, there can exist datasets that are in progress 

and/or the data owner (pilot) has not yet realised/authorised their public use. Three 

dissemination levels are considered. The public datasets can be viewed by everyone (including 

external users). The private datasets can be viewed only by the MARVEL partners. The in-
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progress datasets may not have been anonymised yet and are visible by the MARVEL partners. 

Data owners (pilots) can set the visibility level as they are processing their datasets. Then, upon 

user registration and login to the platform, the authentication/authorisation policy for a user 

type is implemented by the abovementioned security mechanisms (see subsections 6.2.1 and 

6.2.2). 

Apart from that build-in controls, the Assurance Platform (Lakka et al., 2022; Smyrlis et al., 

2021) has been deployed in the MARVEL backend. This platform can additionally perform a 

security/risk analysis for the Corpus components, as well as penetration testing elements. 

Moreover, Monitoring Assessment Profiles can be developed in order to continuously monitor 

the real-time operation of the system in terms of security and/or privacy. For each profile, a set 

of Event Captors gather information from the system, such as event logs. The main capturing 

mechanisms are implemented with Elastic Beats, while customised events captors are also 

supported. These sensing mechanisms are sending information back to the platform and its 

Monitor subcomponent, which analyses the events with a rule-based logic (implemented in the 

Drools rule engine). ML evaluations can be also supported for cases that required more complex 

analysis. Henceforth, security and/or privacy assessments can be performed. Two assessment 

examples are considered so far: 

• Availability of service: Event captors are periodically checking wherever a service is 

up or down. In the latter case, the monitoring module can calculate metrics, like the 

average downtime time, the mean time to repair/restore, or the mean time to respond to 

an incident. Thus, the Assurance Platform can assess the availability of the internal 

Hadoop/HBase services, as well as the web-based Graphical User Interface (GUI) that 

is offered to the external users. 

• User access and Data Ownership: Event captors can collect the user-related actions 

from logfiles. Therefore, the Assurance Platform can assess the applicability of privacy 

controls for accessing the data. For example, the platform can reason wherever private 

or in-progress datasets have been viewed/downloaded by an unauthorised external user 

(an attacker that gained access to the system) and raise an alert to the system 

administrator. The platform can also measure the number of violations in case of such 

an attack, which may also reflect the time that the administrator is required to 

fix/mitigate the problem (i.e., block the malicious or compromised user account). 

Similarly, the platform can audit the processing of aspects for the datasets, i.e., wherever 

an unauthorised user account managed to ingest new data or update/delete existing 

datasets. 

The rulesets for the deployed assessment profiles form the basis for the Service Level 

Agreement (SLA) driven verification of the system. The aforementioned metrics (e.g., mean 

time to respond, number of violations, etc.) can be utilised, with thresholds specifying the fair 

use of the system. 
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7 Conclusions 

This document provided a description of the audio and video anonymisation methods deployed 

in the 1st MARVEL integrated prototype, as well as of the advanced approaches developed as 

part of Task 3.1 for the final prototype. The section on VideoAnony focused in particular on 

quantization and compression of the solutions currently deployed. The section described also 

an alternative very compact version of the component which is suitable for deployment on IoT 

microcontrollers. An integration example where anonymised videos from the MT1 use case are 

successfully processed by the VCC component is also reported at the end as a showcase of a 

typical processing pipeline in the MARVEL framework. Concerning AudioAnony, the 

deliverable presented details about the first solution implemented in the R1 and the new 

component based on sequence-to-sequence voice conversion strategies using pre-trained 

models. This new solution will be integrated with VAD and deployed in the R2. The document 

described also plans for further developments under other tasks (Task 3.5) towards the final 

deployment (R2) in the MARVEL framework. The design of both the audio and video 

anonymisation components was driven by guidelines and regulations provided by the EU and 

by the GDPR as well as by specific requirements from the DPOs of every single pilot. Their 

deployment and real-time processing in the prototype are essential to allow the execution of the 

use cases. 

To provide the reader with the general context within which the activities under the Task 3.1 

have been carried out, the most relevant issues and limitations related to privacy were also 

discussed in this document, with a specific focus on smart cities and on the MARVEL’s use 

cases. Finally, the deliverable also provided an overview of other mechanisms necessary to 

preserve the citizens’ privacy by ensuring security in the E2F2C processing as well as 

preventing unauthorised accesses to the MARVEL Data Corpus. 
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