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Chapter 1

Sea Ice model in NERSC-HYCOM 2.1

1.1 Model presentation

The model system consists of the HYbrid Coordinate Ocean Model (HYCOM), the Elastic-Viscous-
Plastic (EVP) ice dynamics model coupled to a sea-ice model (Drange and Simonsen, 1996) describing
the thermodynamic evolution of the sea-ice cover. In this chapter the model has a grid size ranging from
50 to 80 km in the North Atlantic and Arctic regions. The ocean time step is set to 15 minutes. The
simulation uses reanalysed data ERA40 (Uppala et al., 2005) from the European Center for Medium-
Range Weather Forecasts (ECMWF). Data used from ERA 40 are temperature at 2 meters, dew-point
temperature at 2 meters, wind at 10 meters, cloud cover fraction and precipitation with a temporal
resolution of 6 hours.

Several modifications concerning the sea-ice model have been implemented and tested. The results
of simulations including those modifications are presented in the following sections.

1.2 Shortwave radiations

The shortwave downward radiation flux Q9 is computed based on Drange and Simonsen (1996). At each
time step the daily average value for the given day is used to solve the surface energy budget (over sea
ice or over the ocean). Using daily average fluxes allows to reproduce seasonal cycle but not daily cycle
of solar radiation. The effect of clouds is included by applying a correction factor based on the cloudiness
cc in fractions of unity to the total radiation under clear skies. The cloud cover fraction is taken from
ERA 40 forcing fields with a 6-hour time step. The higher is the cloud cover fraction (ranging from 0 to
1), the lower is the shortwave incoming flux.

1.2.1 Daily average cloud cover fraction

The daily average of QY, is computed at the beginning of each day and kept constant until the next day.
In the default version of the model the cloud cover fraction used to computed this flux is given by the
ERA 40 field between 00 and 06 am. This value is not necessary representative of the daily average of
the cloud cover fraction. That’s why we decided to use the daily average instead of the value between 00
and 06 am for the cloud cover fraction.

The effects of this modification are evaluated by comparing the results of two simulations: one with
the default version of the model (BAS) and the other with the modified radiation scheme (QAV). Both
simulations last 7 years form July 1990 to September 97.

The difference in monthly average ice-thickness and ice concentration are computed over the Arctic Basin
(not shown). No significant trend is observed in the ice thickness and concentration evolution. However
this modification enables to compute a more consistent daily average shortwave radiation flux.
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1.2.2 6-hour forcing time step

The cloud cover fraction cc is available every six hours from ERA 40 forcing fields. To introduce a
reproduction of the diurnal cycle we compute a 6-hour average of Q% using cc from ERA 40.

Figure 1.1 illustrates the evolution of downward shortwave radiation with and without diurnal cycle.
Figure 1.1 (a) shows the amplitude of variations of @9, around the daily average value with a constant
cloud cover fraction (cc = 1). When cc is allowed to evolve (Figure 1.1 (b)) , the shortwave radiation flux
can be twice (for clear skies) as its value with cc = 1.
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Figure 1.1: Time series of downward shortwave radiation in 1992 at 85N 0W: with diurnal cycle (red)
and without diurnal cycle (blue)

The effects of this modification are evaluated at the scale of the Arctic Basin (Figure 1.2). The results
from a simulation with the modified radiation scheme (QMD) are compared with the base simulation
(BAS). Both simulations start in July 1974 and last 26 years.

The sea ice area coverage difference (figure 1.2 a) shows an annual cycle but its amplitude remains
small. Each year the difference is maximal in May. The sea ice volume difference (figure 1.2 b) decreases
slowly on average: -0.1% (1975-1979), -1.6% (1980-1989) and -2.3% (1990-1999).

Using a one dimensional thermodynamical sea ice model Hanesiak et al. (1999) showed that using
hourly or daily average forcing data could change significantly breakup dates (for first-year ice), open
water duration and snow ablation. The diurnal distribution of downwelling shortwave energy enhances
snow-melt events during hours with higher incoming solar radiation. This effect is not observed in this
study with 6-hour radiation data used instead of daily average radiation data.

The default version of the model (BAS) includes a limitation that does not allow the snow albedo to
switch to its melting value when snow is melting (see 1.3.2). The positive albedo feedback (higher short-
wave radiation absorption due to albedo decrease during diurnal melt events) was identified by Hanesiak
et al. (1999) as the dominant process that explained snow cover evolution difference between hourly and
daily average data. A version of the model allowing the snow albedo to take its melting value (see 1.3.2)
is used to perform two simulations: the first with the default radiation scheme, the second using a 6-
hour time step for the incoming shortwave radiation flux. The difference between those simulations (not
shown) are similar to the observations on figure 1.2. In this configuration of the model the ice albedo
feedback does not enhance snow and ice melting when the time step of the radiation scheme is reduced.
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Figure 1.2: Difference of sea ice cover properties over the Arctic basin between experiments QMD and
BAS from 1975 to 2000

1.3 Snow scheme correction

Looking into the algorithm of the snow component of the sea ice model showed that physically unrealistic
assumptions have been made. They refer to the snow depth evolution and the surface temperature when
melting snow is present.

1.3.1 Snow depth evolution

In the default version of the model, snow thicker than 20 c¢m is assumed to melt. If the snow is dry, 11 cm
are removed and enter the ocean through rifts and leads as fresh water. If it is melting snow, the 20 cm of
snow are removed in one time step. This never happens in the model because snow is always considered
as dry snow (see subsection 1.3.2). This evolution is not physically realistic and leads to unrealistic snow
pattern in the Arctic (figure 1.3 (a)).

The snow component is modified as follows. Snow is assumed to be limited in thickness due to wind
blowing in into leads and polynya. We put an upper limit on snow thickness equals to 40 cm. This value
is consistent with the maximum depth of snow cover on level ice in April in the Arctic Basin published
in Romanov (1995). When snow depth reaches its maximum value, excess snowfall are supposed to enter
directly the ocean as a fresh water input. Snow depth is kept constant to its maximum value until the
beginning of the melting period.

Figure 1.3 (b) shows a more regular pattern in snow depth with snow accumulation in the Central
Arctic. The pattern on both maps is similar in regions with low snow depth (such as Laptev sea or Baffin
Bay).

1.3.2 Surface temperature of melting snow

When snow is melting, its temperature is a constant equals to the melting temperature T;, = 273.15 K.
In the default version of the model, the surface temperature Ty, s is below T}, when snow is melting with
consequences on the snow albedo value. Indeed Drange and Simonsen (1996) used two values to describe
snow albedo ag:

, 0.85 if Tyyrs<Tom
o) = { ! (1.1)

0.66 i Tyurf—Tim
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Sapih (weeklyguacaas) Week 1051993

by

(a) Before modification (b) After modification
Figure 1.3: Snow depth pattern in the Arctic for the first week of May 1993

As Ty, s is always lower than 75, the snow albedo is never equals to its value for melting snow and could
lead to wrong estimation of the surface energy budget during the melting period.
The algorithm has been modified to allow T, r to reach T;,, during the snow melting period.

1.3.3 Simulations

To estimate the effects of those modifications, the results of two simulations are compared. The first one,
named BAS, is run with the default version of the model whereas the second one,named TMD, includes
the modifications described in 1.3.1 and 1.3.2. Both simulations start in July 1974 and last 26 years.
The initial ice conditions (concentration, thickness) are the same and the meteorological forcing fields are
extracted from ERA 40 reanalysis.
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Figure 1.4: Difference of sea ice cover properties between experiments BAS and TMD from 1975 to 2000

The difference of sea ice area coverage and volume between the two experiments are plotted (fig-




6 1.4. Comparison with observations

ure 1.4). The difference of sea ice area coverage follows an annual cycle. It is around zero during the
winter (maximum of sea ice extent) and reaches a minimum at the end of the summer (minimum of
sea-ice extent). TMD tends to reduce sea ice coverage during the summer. The amount of incoming
shortwave radiation absorbed by the snow layer is higher because the snow albedo switches to its melt-
ing value. Therefore snow tends to melt quicker in TMD than BAS and ice starts melting sooner in TMD.

The sea ice volume difference strongly decreased from 1975 to 1981. In 1981 the decrease ends and
the difference evolves around an average value of -2.19 10% km? (1981-1989) and -1.65 10% km? (1990-
1999). This difference of ice volume is explained by thinner ice in regions covered by multi-year ice.
Figure 1.5 shows the evolution of the ice thickness difference from 1975 to 2000 in a region covered by
multi-year ice.
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Figure 1.5: Evolution of average ice thickness difference in a region covered by multi-year ice

After the decrease in the difference of average ice thickness a balance seems to be reached in 1981.
From 1981 variability is observed around a mean state. The lower snow albedo during the summer still
explains the local minimum of ice thickness difference but the lower ice thickness allows higher heat
transfer from the ocean to the atmosphere during the winter, increasing sea ice growth. From 1981 the
higher sea ice melt during the summer is compensated by a higher growth during the winter. It seems
that the insulating effect of the thicker snow cover in TMD does not control winter sea ice growth.

The snow scheme corrections allows for a more realistic behavior of the snow cover and has con-
sequences on sea ice evolution. The ice area is reduced during the summer (-0.65 10° km? on average)
because of the lower albedo of melting snow. The ice thickness in regions covered by multi-year ice
decreases. This decrease stops when a balance is established between higher melting in the summer and
higher ice growth in the winter due to enhanced heat transfer from the atmosphere to the ocean through
thinner ice.

1.4 Comparison with observations

The simulation BAS is an opportunity to compare the results from a long term simulation with data on
arctic sea ice derived from satellite remote sensing observations.

Sea ice time series are derived from multi-channel passive microwave data for the period 1978-2004.
The Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR) provided the data from 1978-1987
and the Special Sensor Microwave Imager (SSM/I) has provided data since 1987. Monthly ice concen-
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tration for the Northern Hemisphere were produced from the satellite data with the adjusted NORSEX
algorithm (Svendsen et al., 1983) and time series of ice area and ice extent were calculated. Those time
series have been taken from Johanessen et al. (2002).

The ice extent from observations is compared with the results of the simulation BAS from January
1979 to December 1999 (Figure 2.5). Ice extent is defined as the area with a 15% or higher ice concentra-
tion. The sea-ice data from SSMR and SSM/I show a circular section around the North pole which has
been never measured due to orbit inclination. The sea ice area and extent in Johanessen et al. (2002)
do not include the SMMR pole hole from 1978 to 2002 depsite the reduction of the pole hole area across
the instrument transition. For the purpose of sea ice extent, we considered that the pixels under the pole
hole are always covered by at least 15% of sea ice. The area of the pole hole (1.38 10° km?) is simply
added to the ice extent given by Johanessen et al. (2002).
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Figure 1.6: Times series of ice extent from satellite observations (red line) and simulation BAS (blue line)

The difference between modeled and observed data during the winter (when ice cover extension is
maximal) is partially due to the fact that TOPAZ model does not include Bering sea and Okhotsk sea.
However, during the summer, they are free of ice and the observation cover the same area as the model.
The minimum sea ice extent can be therefore compared.




Chapter 2

Sea lce model in NERSC-HYCOM 2.2

2.1 Model Overview

NERSC-HYCOM 2.2 includes two sea-ice models. By default the single-category sea ice model based
on Drange and Simonsen (1996) is used (referred here as DS96) This model was already implemented in
NERSC-HYCOM 2.1. The snow scheme correction (see 1.3) has been implemented in DS96. A multi-
category sea ice model referred as ICESTATE has been also coupled to NERSC-HYCOM 2.2.

ICESTATE describes the ice thickness distribution as discrete ice thicknesses, each having an as-
sociated coverage. The distribution evolves due to sea-ice dynamics (rafting and ridging) and sea-ice
thermodynamics. The sea ice dynamics is described by the Elastic-Viscous-Plastic (EVP) model. The
thermodynamics model describes the heat fluxes over water and ice, and also the heat fluxes within the ice
and the heat fluxes between the ice and the ocean. A snow cover is included and described as in Douwille
et al. (1995). An extended description of the model is given in ?7?777.

The ice-ocean model is run in the same configuration used in section 1.1.

2.2 Advection scheme

In response to atmospheric and oceanic forcing the sea ice cover moves. Its dynamics controls the build-up
of ice thickness via rafting and ridging, the position of the ice edge and the creation of open-water leads
within the ice pack. DS96 and ICESTATE use the EVP model to compute sea-ice velocity. Based on
this velocity the horizontal transport of sea ice properties is be computed.

Advection in DS96 and ICESTATE In DS96 the ice concentration f, the ice volume h;f and the
snow volume hgf are advected. In ICESTATE each category is characterized by a fractional area f,
an ice thickness h;, a surface temperature T, a brine heat content g, a snow depth hg, a snow albedo
as and density ps and the temperature of each ice layer (their number depends on the category). The
quantities conserved under horizontal transport for each category are the ice area f, the area-weighted
surface temperature f7Ty, the ice and snow volumes v = fh; s, the snow mass fhsps, the area-weighted
snow albedo f *ay, the area-weighted brine heat content fg, and the heat content of each ice layer fh;T;.

Numerical scheme Different numerical scheme are available to solve sea ice horizontal transport. Lipscomb
and Hunke (2004) give the features of an ideal method to transport sea ice :

e The method is conservative
e The method is stable.

e The diffusivity is limited by using at a method which is at least second-order accurate in space.



2. Sea Ice model in NERSC-HYCOM 2.2 9

e The method preserves monotonicity of the conserved fields. The method should not create new
maxima or minima in conserved quantities.

The Multidimensional Positive-Definite Advection Transport Algorithm (MPDATA, Smolarkiewicz, 1984;
Smolarkiewicz and Clark, 1986) scheme was used to transport sea ice in DRA96 in NERSC-HYCOM 2.1.
MPDATA is conservative, second-order accurate and sign preserving.

Sea ice transport in ICESTATE was first simulated using MPDATA. Unrealistic sea ice accumula-
tions (not shown) were simulated. ?77? Instead of MPDATA, the Weighted Essentially Non-Oscillatory
(WENO) advection scheme has been tested. WENO has already been implemented in a layered ocean
model to transport ocean fields (Bentsen, personal communication). Bentsen showed that WENO offers
a good balance between accuracy and computational cost with small phase and amplitude errors.

Simulations Simulations are performed with DS96 using the two advection schemes. They start in
July 74 and last 26 years.
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Figure 2.1: Difference of sea ice cover properties over the Arctic basin between WENO and MPDATA
from 1975 to 2000

No significant trend is observed in the difference of sea ice extent and volume between WENO and
MPDATA. Over 25 years the average sea ice extent and volume difference are respectively -30.10% km?
and 38,1 km3.

Since WENO does not change the sea ice properties and pattern compare to MPDATA, we decide
to adopt this advection scheme for both models DS96 and ICESTATE. For all the simulations using
NERSC-HYCOM 2.2 in the following sections the sea ice transport is computed by WENO.

2.3 Long-term simulation

The sea ice cover evolution from 1974 to 2000 is simulated with DS96 and ICESTATE. ICESTATE is
used with 1, 2 and 5 ice categories (table 2.1). The initial ice conditions (concentration, thickness) are
the same for all simulations and the meteorological forcing fields are extracted from ERA 40 reanalysis.

The two models simulate different sea ice cover evolution (figure 2.2). The thermodynamics of the
models is different (albedo formulation, brine storage and inertial heat flux in ICESTATE) but comparing
the results from the simulations enable to highlight processes that explain the observed difference in the
sea ice cover.

In wintertime the ice volume is higher in DRA 96 than in ICESTATE with 1 category while the
ice volume is similar in summertime (from June to September). ICESTATE with 1 category includes
a thermal inertial heat flux to simulate the effect changes of ice heat has on the surface budget and to
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N | Upper ice category limits (m)

1 00

Table 2.1: Upper thickness limit for the different ice categories

keep track of the changes to heat stored in the ice. Without inertial heat flux parametrization, DS96
adjusts immediately to change in the atmospheric heat flux and can simulate higher ice growth during the
winter when strong and negative atmospheric heat fluxes are observed. Higher ice melt is also observed
with DS96. The albedo formulation used in DS96 does not include snow aging and the albedo for snow
switches to its melting value as soon as the surface temperature reaches 0 C. Snow melt is increased and
snow disappears earlier. Therefore surface ice melt starts earlier with DS96.

Comparing simulations with ICESTATE for N=1, 2 and 5 categories shows that increasing ice
thickness resolution increases ice volume. The annual cycle for ice volume are similar. Liseeter (2007)
showed that additional ice categories lead to an increased wintertime conductive heat flux through the ice
cover and increased ice formation. The enhanced summertime melts of thin ice with more ice categories
is not enough to balance the increased wintertime ice formation. An equilibrium thickness is reached for
each simulation and the higher is the number of ice categories, the higher is this equilibrium thickness.

DS96 simulates smaller ice extent than ICESTATE. The difference is maximum in summer and ex-
ceeds 10% km? in September when ice extent is minimum. This difference can be explained by considering
the sea ice pattern in Mars and September (figures 2.3 and 2.4).
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Figure 2.2: Average evolution of sea ice cover properties over the Arctic basin (1975-2000)

In winter maximum ice thickness is simulated north from Greenland and from the Canadian Archipelago.
In Central Arctic and in the Beaufort sea ice thickness is larger with DS96 than with ICESTATE (except
for N=5 ice categories). On the other hand DS96 simulates smaller ice thickness in the peripheral regions
(Baffin Bay, Fram Strait, Kara Sea).

The summertime (September) ice pattern shows maximum north of Greenland and north of Queen
Elizabeth Islands for all the simulations. As noticed previously DS96 shows a smaller ice extent than
ICESTATE. Main differences are observed in the Laptev Sea and the Kara Sea. Those regions are the
same as the regions where DS96 simulates thinner ice during the winter.
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Figure 2.3: Average ice thickness (1975-2000) in Mars over the Arctic Ocean for 4 simulations (DS96,
ICESTATE with N = 1, 2 and 5 ice categories). The ice thickness is shown for grid cells with an ice

concentration higher than 0.15
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Figure 2.4: Average ice thickness (1974-2000) in September over the Arctic Ocean for 4 simulations (DS96,
ICESTATE with N = 1, 2 and 5 ice categories). The ice thickness is shown for grid cells with an ice
concentration higher than 0.15

Comparison with observations The simulated ice extent can be compared with satellite observations
from 1979 to 2000 (figure 2.5). The observations are the same as those used in 1.4.

The difference between modeled and observed data during the winter (when ice cover extension is
maximal) is partially due to the fact that the grid used in the experiments does not include Bering sea
and Okhotsk sea. However, during the summer, they are free of ice and the observations cover the same
area as the model. The minimum sea ice extent can be therefore compared.

As observed in section 1.4, DS96 underestimates the summer ice extent. Figure 2.6 shows that sea
ice simulated with DRA 96 in September is less extended compared to observations in the Kara Sea, the
Fram Strait and at the North of Alaska.

The evolution of the ice extent in summer (July, August and September) is the same for ICESTATE
whatever the number of categories. The simulated ice extent with ICESTATE is lower than the observed
ice extent during the summer. Compared to observations, ICESTATE underestimates the ice extent in
the Fram Strait and at the north of Alaska (figure 2.6). Besides it tends to simulate too much ice in the
Laptev Sea.

The difference with observations at the North of Alaska may be explained by the fact that the Bering
Strait is a model boundary. The model is set up with a 0.8 Sv barotropic transport into the Arctic from
the Bering Strait. However Woodgate et al. (2005) showed that the Bering Strait flow has strong seasonal
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variability, resulting in large variations in waters supplied to the Arctic. Using the monthly climatology
of Woodgate et al. (2005) may improve the quality of the simulations in the Chukchi sea. The difference
observed in the Fram Strait may be due a incorrect simulation of the ocean circulation in the Greenland

Sea. This must be more deeply investigated.

SMMR-SSMI and DRA96 average icg ggrgentration for September (1978-2000)
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(b) ICESTATE (N = 5 ice categories)

Figure 2.6: Simulated ice concentration (>0.15) in September for the period 1979-2000 compared to
observations from SMMR-SSM/I. Red line indicates the position of the ice edge (ice concentration higher

than 0.15) based on observations.




Chapter 3

Albedo evolution

The determination of sea ice albedo in models is essential for proper treatment of the ice-albedo feedback.
Increased surface temperature may cause a reduction in the area covered by snow /ice, which would in turn
increased absorption of solar radiation in the Arctic Ocean and a further increase in surface temperature.
A correct estimation of sea-ice albedo is necessary to reproduce satisfyingly the growth and melt of sea
ice and its snow cover.

The albedo simulated in TOPAZ is compared with observed summer albedo over the period 1982-
1998 (Laine, 2004). The need for an adjustment of sea-ice albedo is identified.

Many snow /sea-ice albedo parameterizations have been developed but few data are available to val-
idate those parameterizations. Among those data, the observation from the SHEBA experiment (Surface
Heat Budget of the Arctic Ocean) are certainly the highest quality suite of surface properties ever made in
the Arctic Ocean. The quality of the albedo scheme used in the sea-ice component of TOPAZ is assessed
by comparison with albedo observations from SHEBA and results from other albedo parameterizations.
Improvements are suggested and we pay a particular attention to the effect of melt ponds on area-average
albedo.

3.1 Albedo: comparison with observations

3.1.1 Data

Laine (2004) used the advanced very high resolution radiometer (AVHRR) Polar Pathfinder data to
compute a summer albedo data set over the Arctic from 1982 to 1998. Narrow-band satellite observations
are converted to broad-band surface albedo measurement with corrections for cloud cover, atmospheric
attenuation and sun angle. These observations are estimated to have errors of 5-10% (Xiong et al., 2002).
In this study the sea ice albedo is referred as the albedo of the sea ice region and therefore includes the
component from leads. Sea ice regions are regions having an ice concentration between 10% and 100%.
Cloud detection and identification of cloud-free pixels is a critical point in measuring the surface albedo.
Indeed contamination of cloud pixels could results in an overestimate of albedo. Laine (2004) identified this
limitation. The summer albedo dataset contain only clear sky albedo estimations that does not represent
the actual albedo in all meteorological conditions. Under cloudy conditions the spectral distribution of
the incoming shortwave radiation is different.

3.1.2 Albedo comparison

The simulated surface albedo is extracted from the 25-year simulation BAS and TMD (see 1.3.3) and
compared to the summer albedo dataset from Laine (2004).

An example: 1984 The summer albedo (figure 3.1) in 1984 is representative of the Arctic albedo
between 1982 and 1998. June shows the higher albedo with sea ice still partially covered by snow with

14
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high reflectivity. The observations show lower albedo than the simulation in the Beaufort, Chukchi and
Kara Seas and in the Canadian Archipelago. In July the model simulates a uniform albedo (around 0.55)
in area largely covered by ice (ice concentration higher than 0.95). The observations show a less uniform
pattern with an albedo maximum in the central Arctic (latitude>84N). Both monthly simulated and
observed albedo increase in August due to the first snowfall in late August.

Global evolution The sea ice albedo for the whole Arctic (including Hudson Bay) has been calculated
for each month from 1982 to 1998 (figure 3.2). For the simulation BAS, figure 3.2 (a) shows that the
model simulates higher albedo that the observations of Laine (2004). The observed and simulated albedo
are minimum in July.

The evolutions in TMD lead to an albedo closer to the observations (figure 3.2 (b) and table 3.1). The
snow albedo is allowed to decrease to its melting value and therefore reduced the global albedo in June
(0.54 for TMD and 0.59 for BAS).
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Figure 3.2: Monthly averaged Arctic sea ice albedo from 1982 to 1998

June | July | August

Observations | 0.52 | 0.38 0.42
BAS 0.59 | 0.45 0.52
TMD 0.54 | 0.43 0.48

Table 3.1: Monthly averaged Arctic albedo

Laine (2004) showed that the summer albedo is correlated with ice concentration in the fringe areas.
Indeed, due to the low albedo of ocean water (around 0.06), lead formation causes a strong decrease of
the surface albedo. But in the central part of the Arctic Ocean where the sea ice concentration is very
high even during the summer (Laine, 2004), the ice concentration does not play a very important role in
total surface albedo. The albedo evolution depends on ice surface features change such as snow cover or
melt ponds development.

The albedo in the central Arctic is higher than for the global Arctic (figure 3.3 and table 3.2) due
to the quasi-absence of leads. The simulated albedo is still higher than the observed albedo for the 3
months. The snow albedo correction in TMD allows for a better agreement with observations, especially
in June. Despite this modification the gap between observed and simulated albedo is still consequent in
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3.1. Albedo: comparison with observations
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Figure 3.1: Albedo over the Arctic in 1984; Left: Observations; Right: Model

July and August when most of the ice is snow-free. This difference may arise because the sea-ice albedo
parameterization in TOPAZ does not include melt-pond which decreases strongly the surface albedo.
Melt ponds development is not only observed on coastal sea ice (Grenfell and Perovich, 2004) but also
in the central Arctic. Perovich et al. (2008) observed in early September 2005 melt ponds fractions up to
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0.2 at latitude higher than 85N.
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Figure 3.3: Monthly averaged sea ice albedo from 1982 to 1998 in the central Arctic (region considered
is shown figure 1.5)

June | July | August

Observations | 0.64 | 0.47 0.52
BAS 0.71 | 0.57 0.63
T™MD 0.66 | 0.55 0.59

Table 3.2: Monthly averaged albedo in the central Arctic (region considered is shown figure 1.5)

The simulated summer albedo over the Arctic shows higher values than the observations. To test
with more accuracy the snow/sea ice albedo scheme implemented in TOPAZ, the data from the SHEBA

campaign are used.

3.2 Albedo evolution from SHEBA

3.2.1 QObservational data

The SHEBA experiment included a one-year long (2 October 1997 to 11 October 1998) field program
centered on a drifting ice station in the Beaufort Sea. Measurements of surface temperature T, atmo-
spheric temperature at 10m 7, precipitations, snow depth, ice thickness and surface albedo are obtained
from the SHEBA atmospheric surface flux group (Persson et al., 2002) and Snow and Ice Studies CD-
ROM (Perovich et al., 1999) were used.

The atmospheric forcing were registered each hour at the tower. Precipitation are considered as snow
when both T, and T, are below 0 C.

Ice thickness was measured at a 50-m line using gauges spaced every 2.5 or 5 m named as the
Mainline for mass balance. Data are available weekly from October 1997 to May 1998 and in September
1998 and every 1-2 days from June to August. Even if the snow depth hgs; was measured every 1-5 m
along a 500 m-long line, we decided to use the snow depth measured along the Mainline for mass balance
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to get consistent dataset. The spatially averaged snow depth and ice thickness has been computed for
each day (by linear interpolation for days without measurements). Their evolution is shown figure 3.4.
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Figure 3.4: Daily averaged SHEBA observed snow depth and ice thickness from 01 January 1998 to 28
September 1998

Albedo measurements were made at every 2.5 m along a 200 m-long line that encompassed different
snow and ice conditions over multi-year ice. The values were then averaged for each day to get an
estimation of an area average albedo. Figure 3.5 shows the albedo temporal evolution. Perovich et al.
(2002a) divided the albedo time series into five sections that denote the distinct phases of the seasonal
evolution of albedo: dry snow, melting snow, pond formation, pond evolution and fall freeze-up.
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Figure 3.5: Time series of wavelenght-integrated albedo from Perovich et al. (2002a). The standard
deviation of albedo measured along the albedo line is plotted as open circle

3.2.2 Description of albedo parameterizations

The first parameterization is described in Drange and Simonsen (1996) and referred as DS96. This is the
albedo scheme uses currently in TOPAZ. The snow albedo is given by equation 1.1. In DS96 the albedo
of ice depends on whether the surface is at the melting point or below. If it is at the melting point, the
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albedo is set to the value «;,, (0.50), whereas if the surface is dry it is set to ;4. If the ice surface is
dry and snow-free, the thin ice albedo parameterization of Maykut (1982) is used. The albedo depends
on the ice thickness h; according to:

aj g = min (0.73,0.08 + 0.44h02%) (3.1)

DS96 assumes that the surface albedo is equals to the snow albedo when snow is present on the ground
(hs>0).

In most climate models the surface albedo on land is a weighted value between the snow and bare
ground albedo. A snow cover fraction is computed based on snow depth (for a review of different snow
cover fraction in climate models see Pedersen and Winther (2005)). The snow cover fraction increases
with snow depth and reaches 1.0 for deep snow depth in most of the models.

Several sea ice models include a fractional snow covered area (e.g. Hunke and Lipscomb 2008) to account
for non-uniform snow distribution within a grid cell. The Los Alamos sea ice model (CICE) weighted the
ice and snow albedo according to:

hs
snow — 3.2
fonow = (32)

s+ hsnowpatch

and Ngpowpatch = 0.02 m. We combine this snow cover fraction with the snow and ice albedo given by
DS96 to get an area average albedo. It is referred as DS96-SC.

Snow optical properties depends on grain size and shape, depth of the snow layer, optical properties
of the underlying surface, surface roughness, liquid water content and any impurities. The sea-ice model
developed by Salas-Mélia (2002) included a more advanced treatment of snow albedo than DS96 and
includes snow aging processes following Douwville et al. (1995). The snow albedo is allowed to vary
between g min=0.5 and g 1z =0.85. After a snow fall the albedo is increased:

PS

Pps.new

as(t + At) = as(t) — At (as(t) — asmaz) (3.3)

where a,(t) is the snow albedo at a given time t, P* is the equivalent liquid precipitation (m/s) and
P?® =0.002m the amount of snow in equivalent liquid precipitation that is necessary to refresh the snow
surface albedo to its maximum value. When no snow falls, the snow albedo decreases with time. For
melting and rainy, and dry cold conditions the decaying formulas are:

as(t) — :—?At when Ty, <0 C
(avs(t) — s min) €xp (Tf%) + g min  When Ty, s=0 C

ag(t + At) :{

where 7,7/ and 7! are 0.008, 0.24 and 86400 s respectively.
This parameterization is combined with the snow cover fraction from CICE and the ice albedo calculated
as in DS96 to get an area-average albedo and is referred as SAMO2.

3.2.3 Albedo evolution

The seasonal cycle of surface albedo over sea ice is determined using the above parameterizations and
the data described in 3.2.1 (figure 3.6). Surface albedo from the albedo line are used in comparison.
The albedo calculated in the SHEBA conditions is representative of what each parameterization would
calculate in a grid covered by sea ice. The influence of leads on the grid-cell sea ice albedo is not included.
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Figure 3.6: Comparison of parameterized albedo versus observed surface albedo. Solid black line repre-
sents the observed albedo and colored lines the parameterized albedos.

The albedo for DS96 remains constant before the melting period. When the melting period start
(on Mai 27), the albedo decreases to the value for melting snow (asmer = 0.66). Since the surface
temperature oscillates between negative and positive temperature and the snow is still present in the
grid cell (even at really small depth), the surface albedo in DS96 oscillates between the value for dry
and melting snow. When the temperature crosses the threshold value, unrealistic step changes are ob-
served in snow albedo. The situation may be different in a sea-ice model where temperature variations are
much smoother than in SHEBA where 1-hour averages were used as input in the albedo parameterization.

The introduction of a snow cover fraction (DS96-SC) leads to a better reproduction of the season
cycle of surface albedo. The albedo decrease during the pond evolution period due to the decease of
fsnow but the area-average albedo is still overestimated. This formulation does not include melt ponds
formation and development that reduce the area average albedo during the summer.

SAMO2 aims at reproducing the effect of snow aging process. During the winter the rate of decrease
of snow albedo is correctly reproduced but a bias remains that may arise from an underestimation of
dry snow albedo. At the beginning of the melt season (on Mai 27) a strong decrease is observed in the
area-average albedo. SAMO02 underestimates the total albedo due to its low value for the albedo of melt-
ing snow. The steady decline in albedo as the melt ponds grew deeper and larger in areal extent is not
reproduced even if SAM-02 simulates the lower summer albedo among the parameterizations compared
in this study.

DS96 fails to predict correctly seasonal albedo evolution during SHEBA. The results are improved
with DS96-SC when a snow cover fraction is used to combine snow and ice albedo. Liu et al. (2007)
determined that snow depth plays a more important role than surface temperature or ice thickness in de-
termining the albedo using the SHEBA measurements. Introducing snow aging processes (SAMO02) allows
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for a more realistic evolution of dry snow albedo and avoids unrealistic drops in snow albedo observed
with temperature dependent scheme such as DS-96 when temperature reaches a threshold value. However
none of the albedo parametrization used in this study are able to reproduce low albedo value observed
during the ponds formation and evolution periods. They does not include an explicit representation of
melt ponds.

3.3 Melt ponds evolution

3.3.1 Observations during SHEBA

Melt ponds substantially reduce the surface albedo during the summer and increase the amount of in-
coming shortwave radiation absorbed by the sea-ice cover. The albedo of ponded ice ranges typically
from 0,2 to 0,4 and depends on melt ponds depth and underlying ice optical properties (Morassutti and
LeDrew, 1996). Melt ponds mostly cover between 10% and 50% of the ice surface (Fetterer and Unter-
steiner, 1998). The melt pond fraction depends on surface roughness, snow cover, ice type as illustrated
by Eicken et al. (2004).

During SHEBA the melt ponds fraction reaches 40% in early August along the 200m albedo-line with
a maximum average depth of 40 cm (figure 3.7). Maximum pond fraction of the general SHEBA area
determind from aerial photographies was 24% (Perovich et al., 2002b). Despite a larger pond fraction for
the albedo line, the surface-based and aerial observations exhibited the same temporal dependance (Per-
ovich et al., 2002a). The pond fraction decreased first as the ice became permeable and ponds drained.
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Figure 3.7: Evolution of melts ponds during SHEBA: time series of the pond fraction and depth measured
along a 200-m-long line

3.3.2 Ponds evolution modeling

Mathematical models have been developed to simulate melt ponds evolution and have improved the
understanding of the processes governing melt pond evolution (Taylor and Feltham, 2004; Liithje et al.,
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2006). Because of their complexity they are not suitable for inclusion in the sea ice model used in TOPAZ.
Koltzow (2007) used the observations from the SHEBA project to include the effects of melt ponds on
the summer albedo. Melt pond fraction f, is approximated by the surface temperature Ty (C):

f,=011(2+1T,) T,>—2°C (3.5)

No melt ponds are observed for temperature below -2C. In Koltzow (2007) the albedo scheme including
this melt pond parametrization has lower systematic error than other schemes regarding absorbed so-
lar radiation. However this approximation assumes pond formation as soon as snow starts melting and
predict a too low albedo in early summer (Koltzow, 2007). Enomoto (2007) found that this melt pond
parametrization introduces fluctuation at the day-to-day scale and does not reproduce well the albedo
seasonal evolution.

The Los Alamos sea ice model (Hunke and Lipscomb, 2008) includes a new melt ponds parametriza-
tion (referred here as BA08) that simulates melt water accumulation and ponds development. The melt
ponds volume v, (defined as the products of pond area, f,, and average depth h;) grows through addition
of ice or snow melt water or rain water and shrinks when the ice surface becomes cold:

pond growth: v;, = vp(t) + 11 (dhipi + dhsﬁ 4 PmmAt> (3.6)

Pw Pu

max(T, — Ts, 0)}

pond contraction: vy (t + At) = vjexp [7‘2 T
p

where dh; and dhg represent ice and snow surface melt during At, m; = 0.1 specifies the fraction of
available liquid water captured by the ponds and rp = 0.01. T}, is a reference temperature equals to -2C
and P4, the equivalent liquid precipitation (m/s). Pond depth is assumed to be a linear function of
pond fraction (h, =0.8f,).

3.3.3 Comparison with observations

The melt ponds evolution depends on the quantity of melt water available. We use the data concerning
melt ponds from Sheba and compare them with results from simulation with BAOS.

Ice and snow melt rates are calculated from the time series of ice thickness and snow depth along the
Mainline for mass balance. The melt rate f is computed as in Perovich et al. (2003):

H; s(tj41) — H;s(t;)
tiv1 — 1

f=

(3.8)

where H;, is the ice/snow thickness, ¢; is the time of one measurement and t;y; is time of the next
measurement.

The melt rates are applied at a 1-hour time step consistent with the meteorological data described in 3.2.1.
To compute melt pond volume snow and ice density are respectively set to 400 and 900 kg/m~3. The
melt ponds volume simulated with BA08 is compared with observations from SHEBA during the summer
1998 (figure 3.8).
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Figure 3.8: Time series of melt ponds properties at SHEBA. Comparisons with observations

Melt ponds volume simulated with BAOS is in correct range compared to the observations. However
volumes simulated in the second part of the summer (from mid-July) are lower than the observations.
The simulated pond fraction and depth increased during the summer but do not reach the maximum
values observed in early August. The linear relationship between pond depth and fraction does not allow
to reproduce all the complexity of the ponds evolution such as the shrinkage of melt ponds due to drainage
in late June. In BAOS8 pond fraction and depth starts decreasing when temperature is lower than 7;,. The
fall freeze-up (in BA08) with a formation of ice skims on the surface of ponds and the reduction of pond
fraction started on 25 August. Airborne measurements (T'schudi et al., 2001) showed than pond fraction
over an area of several km? around SHEBA site reached 0 between 27 August and 13 September while
simulated pond fraction in BAOS is still equals to 0.15 on 8 September. The quick reduction of pond
fraction at the end of the summer is not reproduced in BAOS.

3.3.4 Adaptation of melt ponds parameterization

Based on the observations made in 3.3.3 the melt ponds parametrization is adapted. Melt pond volume
accumulation and shrinkage are adjusted.

BAO08 assumes that 10% of the available liquid water is captured by the ponds. Ebert and Curry
(1993) fixed to 15% the fraction of surface meltwater that accumulates at the surface in melt ponds.
They highlight that this quantity is highly uncertain. Based on the observation from SHEBA we decide
to adopt r1=0.16.

The pond volume shrinks when the ice surface become cold. At a given temperature the reduction
of pond volume depends on the constant . To get a better reproduction of ponds shrinkage we take
r9=0.03.
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Figure 3.9: Comparisons of melt pond properties with observation: effects of BAO8 modification

The increase of pond volume (Figure 3.9 (a)) during the summer is better reproduced with BA0S

modified. The shrinkage of melt pond volume is faster in BA0O8 modified than in BA08 which is in a better
agreement with the observations of Tschudi et al. (2001). The melt ponds fraction reaches a maximum
value of 0.4 against 0.37 in the observations. The maximum melt pond depth (0.40 m) in early August
is not reproduced due to the linear relationship between melt ponds depth and fraction.
We decide to keep the relationship used in BAO8 (h, =0.8f,) even if this relation does not make any
distinction between first-year ice (FYI) and multi-year ice (MYI). Indeed the spatial distribution of melt
ponds depends on the topography of snow and sea ice. On FYT (smoother than MIY), melt ponds are less
deep but cover a larger area (Ficken et al., 2004). On the contrary on rougher MYT melt ponds formed
in depressions are deeper but cover a smaller area.

3.4 Final albedo formulation

As shown before, the albedo scheme used in TOPAZ fails to reproduce albedo seasonal evolution. Based
on the observations made in 3.2.3 and on the melt pond parameterization described in 3.3.4 a new
snow /sea ice albedo is proposed.

3.4.1 Formulation

The snow /sea ice albedo scheme SAMO02 produced the best results when simulated albedo is compared to
observations for SHEBA. The snow albedo scheme used in SAMO02 has been compared to albedo obser-
vations in other place in the Arctic: Ny-Alesund (Svalbard, Pedersen and Winther (2005)) and Barrow
(Alaska, Mdlders et al. (2008)). This parameterization performs well as long as numerous snow events reset
the snow albedo to its maximum value. In low precipitation sites such as Barrow and Ny-Alesund, Ped-
ersen and Winther (2005) and Mdlders et al. (2008) showed that the parametrization underestimates the
snow albedo during months with only few snow events. Pedersen and Winther (2005) explained that the
snow albedo is too rarely reset to its maximum value due to a large precipitation threshold (10 mm SWE
in Douwville et al. (1995)). SAM-02 used a lower precipitation threshold (2 mm SWE) so that the albedo
is more easily reset to its maximum value. In dry snow conditions, during the SHEBA experiments, the
rate of decrease of the snow albedo is satisfyingly reproduced in SAM-02.
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During the melt season, a prognostic scheme such as SAM-02 avoids unrealistic drops in snow albedo
observed with temperature dependent scheme such as DS-96. Mdlders et al. (2008) identified that prog-
nostic albedo scheme performs best in the melting season. We decide to keep this snow albedo scheme.
To avoid the strong decrease of snow albedo at the beginning of the melt season (29 Mai), the value of
melting snow albedo is set to 0.72.

The melt pond parameterization described in 3.3 is coupled with SAMO02. The melt pond albedo
depends on melt pond depth. It is based on the Ebert and Curry (1993) albedo parameterization with
an improved pond parameterization as reported in Schramm et al. (1997). The improvements are based
on the pond albedo observation in the Canadian Arctic Archipelago reported by Morassutti and LeDrew
(1996). We use the melt ponds albedo for MYT reported in Schramm et al. (1997). The albedo is divided
in four spectral bands (0.25-0.69, 0.69-1.19, 1.19-2.38, and 2.38-4.00 um). To get a broadband albedo the
four bands are averaged with appropriate spectral weighting as in Lindsay (2003). For clear skies the
weights are 0.500, 0.346, 0.144, and 0.010 and for cloudy skies they are 0.582, 0.343, 0.074, and 0.0002.
The difference of broadband albedo between clear and cloudy skies is low so that we use the arithmetic
average to get the melt pond albedo as a function of pond depth. The melt pond albedo (figure 3.10)
shows a large decay in the first 10-20 cm of pond depth and is relatively constant for deeper melt ponds.
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Figure 3.10: Melt pond albedo as a function of melt pond depth (based on Schramm et al. (1997))

During SHEBA melt ponds formation started on 11 June 1998 whereas snow started melting on 27
May (Perovich et al., 2002a). Snow melt water accumulated during 14 days before pond formation started
with direct effect on area-average albedo. Therefore during 14 days melt water was accumulated at the
base of the snowpack but was not exposed in the form of low-albedo melt ponds. The total volume of melt
water (accumulated at the surface+ drained out+ rain) produced between 27 May and 11 June is equal
to 0.105 m. We assume that ponds formation start when the total volume of melt water (independent of
melt pond parameterization) reaches a threshold value equal to 10.5 cm or when snow is totally removed.
This threshold volume is equivalent to melting 26.25 cm of snow with a density of 400 kg.m™3. Initial
melt ponds volume is set to the value given by BA08 modified since snow melting has started.

Table 3.3 describes the albedo scheme where ice surface is divided in three types: snow, ice and melt
ponds and describes how the values for each surface are combined to get an area-average albedo.
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Surface type Albedo Value

Snow a,s: evolution based on Douville et al. (1995)

s min = 0.72  and &g maz = 0.85

in (0.73,0.08 + 0.441928)  if T, r<T;
Sea Ice Qe = mm( ' + 0128 ) l surf=sm Tim = 273.06K
min (0.5,0.08 + 0.44hY2%) if Ty p=Tim
Melt ponds Qpond: depends on melt pond depth (Based on Schramm et al. (1997))
Area average albedo a = fpopond + (1 = fp) (fonowats + (1 = fonow)ice)

with f, determined according to BAO8 modified and fspow = hs/(hs + 0.02)

Table 3.3: Description of new sea ice albedo parameterization including melt-ponds

3.4.2 Comparison with observations

The albedo evolution is simulated with the parametrization described in table 3.3 and compared with
observations from the SHEBA albedo line. The simulated albedo shows a good agreement with the
observations (figure 3.11). The slow and steady decline in albedo (July 1 to August 13) is well represented.
The melt ponds parameterization simulates satisfyingly this period when the melt ponds grow deeper and
larger in areal extent but does not include the sharp drop in albedo associated with the appearance of
melt ponds (June 12 to June 17). The increase in average albedo after mid-August due to small snow fall
is not reproduced. This may arise from a too slow decrease in melt-pond fraction during the freeze-up.
The simulated albedo returns to the spring time value of 0.8 by the end of September.
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Albedo
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Figure 3.11: Comparison of parameterized albedo BA08 modified versus observed surface albedo. Solid
black line represents the observed albedo and colored line the parameterized albedo.




3. Albedo evolution 27

3.5 Simulations results

3.5.1 Configuration

The albedo parameterization is implemented in ICESTATE. For each ice category the pond volume
evolution is computed. The pond depth cannot exceed 50% of the ice thickness. When this limit is
reached, ponds spread horizontally. Ponds are removed from the ice surface when ice thickness decreases
below 10 cm.

3.5.2 Effects on the sea ice cover




Chapter 4

Snow heterogeneities over a grid cell

Snow plays two important but somewhat conflicting roles in the energy balance of the ice-covered Arctic
Basin. On one hand, due to its high albedo, it reflect up to 85% of the incoming shortwave solar
radiation, significantly retarding melting in the spring. On the other hand, because it is an excellent
thermal insulator, snow decreases the rate of sensible heat loss from the ocen and ice reducing ice growth.
The snow cover is not uniform and is strongly related to the age and character of the ice (e.g. Sturm et al.
(2002a); Iacozza and Barber (1999)). On first year ice, the older is the ice the more time snow has to
accumulate and the deeper it gets. Deeper snow can be found also on rougher ice that traps wind-blown
snow. The snow distribution has a impact on the heat transfer from the ocean to the atmosphere during
the winter. Areas with thin snow release a large amount of oceanic heat during the winter in contrast to
areas with thicker snow. Snow cover heterogeneities complicates also the interpretation of sea ice remote
sensing, in particular from passive microwave data.

A model including snow cover heterogeneities, initially developed for climate model, is adapted for snow
on sea-ice. Snow depth measurements from several campaigns in the Arctic are compiled to get typical
distribution of snow on sea ice. Its spatial and temporal evolution is considered.

4.1 SSNOWD: a representation of snow cover heterogeneities

To account for subgrid snow heterogeneities in climate model Liston (2004) developed the model SS-
NOWD (Subgrid SNOW Distribution). It aims at representing regional and global scale heterogeneous
snow cover. Liston (2004) identified three mechanisms that are primarily responsible for spatial snow
depth variation over land: 1) snow canopy interactions in forested regions, 2) snow redistribution by
wind, and 3) orographic influences on solid precipitations. These factors operate at scale from tens of
meters to few kilometers. It should be noticed that the variables determining snow distribution differ
significantly between a terrestrial landscape and an icescape.

Snow accumulation processes The model assumes that the snow-depth distribution patterns are time
invariant for a given location. That is to say that all solid precipitation reaching the surface accumulates
following a subgrid snow distribution that is invariant with total accumulation value. This distribution is
represented with a probability density function (PDF) that has no temporal evolution. Based on results
from fieldworks Liston (2004) assumes that snow depth (D) distribution f(D) can be described by a
two-parameter lognormal PDF"

1 1 [in(D) — X]?
f(D) = Mexp{—2 [C] } (4.1)

with
A= In(u) — =2, (1.2)
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¢ =In(1+CV?), (4.3)

where D is snow depth, and A and ( are distribution parameters related to the mean, u, and coefficient
of variation C'V (equal to the ratio of the standard deviation,o, to the mean, p) of the snow distribution
under conditions of 100% grid-cell coverage (no melting has occured).

w is the mean accumulated snow depth on the ground over a grid-cell and can be calculated from the
solid precipitation given by an atmospheric model. CV is a parameter that defines the shape of the snow
depth distribution. Figure 4.1 shows an example of snow depth distribution at different times during
snow accumulation period.
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Figure 4.1: Evolution of snow distribution during the accumulation period: the shape has no temporal
evolution and the cell-mean snow depth increase with time (0.9, 1.8 and 2.7 m at time A, B and C),
from Liston (2004)

Snow ablation processes During the melting period, SSNOWD is based in simple term on the as-
sumption that the shallowest snow disappears first, while the deepest disappears last. The snow depth
distribution at the beginning of the melt period is therefore used as boundary condition that persists
during the melt period. SSNOWD assumes that the melt rate over the snow-covered fraction in each grid
cell is uniform and an accumulated melt depth D,, is calculated. The snow distribution shifts to the left
in correspondence with D,, and creates a snow-free fraction.

t=d 15 2 25 3 35 4
premelt SWE depth (m)
melt depth, D,

Figure 4.2: Evolution snow depth distribution with increasing snow melt depth. Distribution at t=a is
the pre-melt distribution, from Liston (2004)

Figure 4.2 illustrates this evolution where the distribution is shifted to the left by the accumulated
melt depth at different times (t=a,b,c,d).
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For a given melt depth D,,, over a model grid cell, the snow covered fraction I'(D,,) is given by:

D
D(Dw) =1~ [ f(D)aD (4.4)

In SSNOWD the snow cover fraction depends on the melt depth and on the shape of the distribution
(defined by CV). A formulation similar to what is used in many GCM (for a review of different snow
cover fractions in climate models see Pedersen and Winther (2005)) is not required. Using the log-normal
distribution given by equation 4.1, the snow cover fraction can be analytically calculated:

1 In(Dp,) — A
['(Dy,) = zerfc (ZD”> with zp,, = In{Dm) = A

jorte (22 n= (1)

and the average depth D, over a grid cell experiencing a snowmelt depth D,, is given by (see Liston
(2004) for mathematical details) :

Do(Dpy) = %e(’\+c2/2)erfc (szﬁ_C) — DpI(Dy) (4.6)

During the spring new accumulation of snow can interrupt snowmelt. The new accumulation of snow is
used to decrease melt depth value, increasing the snow cover fraction back toward 100%. If the snow
melt has been reduced to zero, any additional accumulation is added to the snow depth value.

4.2 Snow-depth distribution on sea-ice

SSNOWD assumes a lognormal distribution for snow depth that is invariant for a given location. Before
implementing this model to represent snow cover on sea ice the assumptions of a two-parameter lognormal
distribution must be evaluated. Typical distributions of snow on sea ice must be identified.

Several datasets of snow cover on sea ice are available and are used for this evaluation.

4.2.1 Global distribution

SHEBA From early April and to mid-May 1998 extensive measurements of the snow physical charac-
teristics and distribution were made around the SHEBA camp. Snow depths were collected along lines
radiating 2 to 20 km from the ship on all types of ice. The results are reported in Sturm et al. (2002a).
Combining 21,169 measurements of snow depth, the mean depth was 33.7 cm with a standard deviation
of 19.3 cm (figure 4.3).

The depth measurements can be reasonably described by a lognormal distribution function with C'V'=0.69.
The lognormal cumulative distribution function is close to the empirical cumulative distribution function
(figure 4.3 (b)).
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Figure 4.3: Snow depth measurement from SHEBA camp. Curve in red refers to fitted lognormal distri-
bution

CHINARE 2003 The Chinese National Arctic Research Expedition (CHINARE) was carried out in
2003. An ice camp was deployed in the Chuckhi Sea for two weeks (22 August to 3 September). Snow
depth was measured daily at random locations around the camp (Cheng et al., 2008). The mean snow
depth is 26.5 cm with a standard deviation of 11.1 cm (figure 4.4).

The fitted lognormal distribution has a coefficient of variation equal to 0.46. However the agreement
between empirical and lognormal cumulative distribution function (figure 4.4 (b)) is not as good as for
SHEBA. It may come from the fact that the dataset from SHEBA contains a significantly higher number
of measurements than CHINARE (21,169 against 224).
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Figure 4.4: Snow depth measurement from CHINARE camp. Curve in red refers to fitted lognormal
distribution

The snow distribution on sea ice can be reasonably described by a two-parameter log-normal dis-
tribution. However CV value can change. Sturm et al. (2002a) identified that the PDF for all depths
shown in figure 4.3 can be considerer as a composite of distinct PDF’s from several different types of ice.
The data from CHINARE 2003 and SHEBA were collected at different period of the year and represent
different period in the snow cover evolution: snow accumulation during the fall for CHINARE 2003 and
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pre-melt condition for SHEBA. The influence of ice type on CV and its eventual temporal evolution is
evaluated in the next section.

4.2.2 Temporal and spatial evolution

Canadian Archipelago Snow depth measurements were collected during two campaigns in the Cana-
dian Arctic in 1995 and 1996. The distribution patterns of snow over first year, multiyear and rubble
sea-ice were evaluated at 15 sites. lacozza and Barber (1999) used those data to develop variograms that
represent the statistical pattern of the snow distribution.

The snow depth measurements for each site are gathered and a statistical analysis is performed. His-
tograms of snow depth and best-fitted log-normal PDF are given in appendix A. On the contrary to a
variogram PDF does not include information on the spatial continuity of snow depth. Statistics on the
snow distribution pattern illustrate the similarities and the differences for each site (Table 4.1).

FYI1 FYI2 FYI3 FYI4 FYI5 SFYI1 SFYI2 SFYI3

Year 1996 1996 1996 1996 1996 1995 1995 1995
Mean (cm) 23.3 21.7 36.1 29.7 35.9 11.2 20.8 51.4
Stdn. dev. (cm) 7.5 6.8 7.3 7.2 7.5 6.7 11.1 21.6

CV (logn PDF) 0.34 0.36 0.22 0.23 0.22 0.68 0.73 0.60

MYI1 MYI2 MYI3 MYI4 SMYI1 RI1 RI 2

Year 1996 1996 1996 1996 1995 1996 1996
Mean (cm) 25.6 46.6 36.5 354 23.2 37.2 71.3
Stdn. dev. (cm)  15.9 21.0 18.6 19.1 16.4 24.9 31.8
CV (logn PDF) 0.95 0.60 0.72 0.85 1.22 1.07 0.69

Table 4.1: Statistics for snow cover on different sea-ice classes. CV refers to the coefficient of variation
for the best-fitted log-normal law. Sites sampled in 1995 have a name with 'S’ added to the ice type.

The snow distribution changes with ice type. The average snow depth is higher for rubble ice, fol-
lowed by MYT and then FYI. Ice with an irregular topography is associated with higher snow depth since
snow can be captured by the large uplifted ice pieces in the case of rubble ice or large rounded hummocks
for MYI. FYI forms later in the season and late summer and early fall snowfall do not accumulate on
the ice. The fitted log-normal distribution shows on average higher CV for irregular ice types (MYI
and RI) than for flat ice (FYI). Over FYI snow distribution occurs mainly in the form of sastrugis or
dunes created by the wind. Over MYI or RI snow can be deposited or eroded by the wind around ice
topography, leading to a more irregular snow pattern.

Within an ice type, snow distribution can change a lot. The variation in CV within each of the ice
types refers to natural variation in the spatial patterns of the snow distribution. For FYI, CV ranges
from 0.22 to 0.36 in 1996 and 0.6 to 0.73 in 1995. The sites in 1996 were sampled almost one month later
than in 1995 on a greater area (50 m x 50 m in 1995 and 100 m x 100 m in 1996). Snow had more time
to accumulate in 1996 leading to a deeper and more regular snow pack. In 1996 the log-normal PDF gives
a good fit of the snow distribution. For MYI and RI snow distribution changes from a site to another
mainly due to the difference of ice topography.

The log-normal law gives a satisfyingly fit of the snow distribution when snow depth measurements are
combined by ice types (figure 4.5). This combination may be more representative of the snow distribution
at a scale larger than the sampling area.
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Figure 4.5: Histogram of snow depth for FYI and MYI in 1996. Red line represents the best-fitted
log-normal distribution

Snow distribution over sea ice change depending on the ice topography. The more irregular is the
ice topography, the more irregular is the snow pattern. Within each of the ice types large variation of
CV are observed even if the sites sampled were located in the same area.

SHEBA Studies of snow cover on sea ice were carried out during the SHEBA campaign. They include
an intensive campaign in April/May 1998 and a survey of snow cover evolution along several snow lines
from October 1997 to October 1998.

The intensive campaign produced the histogram shown figure 4.3. As mentioned in Sturm et al.
(2002a), it can be considered as a composite of distinct PDF’s from several different types of ice. Four
classes of ice were defined by Sturm et al. (2002a): (1) smooth ice (undeformed FYT), (2) MYI containing
large refrozen melt ponds and slightly rougher FYT, (3) hummocky MYT, (4) deformed ice (rubble field and
ridges). For each site of the intensive campaign where the ice type was determined, C'V is calculated for
the best-fitted log-normal PDF. The average value of C'V are given as a function of ice type in Table 4.2.

Ice type Undeformed FYI | Regular MYT | Hummocky MYT | Deformed ice
Numb. of sites 4 10 7 9
Max C'V 0.49 1.05 1.10 1.17
Min CV 0.30 0.32 0.35 0.42
Average CV 0.39 0.53 0.53 0.70

Table 4.2: C'V value as a function of ice type during the April/May campaign at SHEBA

Results are similar to those obtained in the Canadian Archipelago with a CV increasing with ice
deformation but no significant difference are observed for ice classes (2) and (3) as noted by Sturm et al.
(2002a). Large variations of C'V are observed within each of the ice classes.

Those results shows the snow distribution in late April/early May, a few weeks before the onset of
melting. To follow the spatial and temporal evolution of snow depth during the winter five surveys lines
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were laid out. Snow depth was measured along this lines every 1 or 2 weeks from October through May
and 1 or 2 days from June through August. The lines covered different types of ice (Table 4.3).

Line Length (m) Properties
Mainline 500 Multi-year ice
Atlanta 200 Flat ice with a small ridge at the beginning
Tuk 200 Ridged and deformed multi-year ice
Baltimore 200 First-year ice
Cleveland 200 Old eroded rubbled field (abandoned in January 98 since ice broke)

Table 4.3: Snow survey lines during SHEBA

CV along three out of four survey lines increased on average during the winter 97/98 (figure 4.6).
Snow distribution change during the winter and tends to become more irregular. This may be explained
by an evolution of the ice topography due to ice motion (formation of ridge, opening of leads) and by
changing meteorological condition such as intense winds increasing snow redistribution. Baltimore is the
exception with a C'V decreasing on average during the winter.
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Figure 4.6: Evolution of CV along four snow lines during the winter 97/98 at SHEBA. Dashed lines
represent linear trend. Results for Cleveland are not presented since ice broke in January 98

This evolution of C'V at small scale (a few hundreds of meters) compared to the model scale (a few
tens of kilometers)is hard to describe with accuracy. Both meteorological conditions and ice topography
play a role in the snow distribution evolution. In a first approximation we decide to assume that C'V is
constant during the winter and that its values just depends on the ice type. The simulation of the snow
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cover evolution over a parcel of sea ice with a blowing snow model such as PIEKTUK-TUVAQ (Déry and
Tremblay, 2004) could be a solution to estimate with more accuracy the seasonal change of C'V and to
develop a parametrization based on wind speed, ice roughness,...

4.3 Implementation of SSNOWD in a sea-ice model

As shown in the previous section, the snow distribution over sea ice depends on the ice type. We decide
to use the sea-ice model ICESTATE that includes several ice categories. Since the seasonal evolution of
CV cannot be represented, we decide that each types of sea-ice has a given CV whose value is based on
observations. The snow component of ICESTATE is modified to include SSNOWD.

4.3.1 SSNOWD in the snow component of ICESTATE

The description of the snow layer in ICESTATE is based on Douville et al. (1995) with prognostic equa-
tion for the snow albedo and the snow density. It is the same as the snow component implemented in
GELATO (Salas-Mélia, 2002). In its default version ICESTATE saves at each time step the snow depth,
density and albedo. SSNOWD requires to add two variables: the accumulated snow depth (u) and the
total snow melt depth (D,,). The area-weighted accumulated snow depth and the area weighted snow
melt depth are conserved under horizontal transport and advected using WENO (see section 2.2).

When snow density increases (due to compaction or liquid precipitation over the snow cover), the
snow depth is reduced to conserve snow water equivalent. The same adjustment is applied to u and D,,
and allows to conserve a constant snow cover fraction when snow density increases. Even if SSNOWD
represent snow heterogeneities we assume that the snow compaction rate is uniform over a grid cell and
does not depend on the snow depth.

ICESTATE includes the formation of snow ice which takes place when the snow layer part of a floe
gets heavy enough to depress the ice-snow interface under the water level. Part of the snow is converted
to sea ice to conserve hydrostatic balance. The snow depth is therefore reduced and snow melt depth is
adjusted accordingly. Bare ice is formed in regions where the snow cover has been totally infiltrated by
sea water which has frozen.

ICESTATE simulates the sea-ice dynamics and includes a rafting and ridging routine. When rafting
or ridging occurs the overlying snow cover keeps the same properties. The snow thickness, p and D,,
remain the same as that over the original sea ice type. The rest of snow is compacted to ice and
incorporated to the ice layer to conserve mass. The snow cover fraction is also conserved.

4.3.2 Snow distribution on different ice types

ICESTATE with 5 ice categories (see table 4.4) is used. As illustrated in 4.2, C'V depends on the ice type
(FYI, MYI, deformed ice). The ice age is not computed by the model which does not make distinction
between ice that has undergone ridging and level ice. Therefore the ice type can be distinguished only
by using different ice categories. Based on the results from SHEBA (table 4.2) and confirmed by the
observations from lacozza and Barber (1999) a value of CV is affected to each ice category:

Ice category 1 2 3 4 )

Upper ice category limits (m) | 0.5 | 1.0 | 2.0 | 5.0 | oo
cv 0.40 | 0.40 | 0.53 | 0.53 | 0.7

Table 4.4: Ice categories properties. C'V is the coefficient of variation of the log-normal distribution of
snow depth
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4.3.3 Albedo formulation

Snow plays a great role in the surface budget of sea ice. Due to its high albedo snow tends to delay the
onset of ice melt. Once the snow melt has started the ice surface is composed of bare ice, snow covered
ice and ponded ice (e.g. Perovich et al. (2002a)). The area-average albedo is a combination of the albedo
of each patch. Based on SSNOWD the snow covered fraction I'(D,,) is computed. The average albedo
of the ice covered part is then:

a=T(Dp)as+ (1 =T'(Dy)) ice (4.7)

where « is the prognostic snow albedo based on Douville et al. (1995) and e the ice albedo that
depends on surface temperature and ice thickness (melt ponds are not yet represented).

The snow cover fraction depends on the accumulated depth, the melt depth and the shape of the
distribution (defined by CV').

4.3.4 Effect on heat transfer

Due to its low thermal conductivity the snow cover increases in winter the insulation of the atmosphere
from the relatively warm ocean and decreases the ice growth. The snow depth, its metamorphic state
and its areal distribution impact heat flow through the ice and therefore the rate of ice growth (Sturm
et al., 2002b). In this part we focus on the impact of the snow aerial distribution.

Sturm et al. (2002b) and Sturm et al. (2001) showed that the winter heat flux at SHEBA had an high
spatial variability with the presence of concentrated "hot spots" at the surface where the rate of heat loss
was much higher than elsewhere. They were associated with regions of thin snow. Convolving a heat flow
versus depth function with a snow depth distribution function around SHEBA (figure 4.3) Sturm et al.
(2002b) determined the enhancement in heat flow due to "hot spots". The flux from the heterogeneous
snow cover was 1.4 times greater than the flux from a homogeneous snow cover. This enhancement is
associated with nonvertical transfer of heat due to ice and snow geometry.

The parameters of the snow distribution given by SSNOWD are combined to compute an enhance-
ment factor that accounts for the snow heterogeneities for a given ice category. This is done in a similar
way to Fichefet and Maqueda (1997) who introduced in the their mono-category sea ice model a cor-
rection factor that accounts for the thermodynamics effect of the subgrid-scale snow and ice thickness
distribution. In ICESTATE we introduce a factor that correct the surface heat flux according to the snow
distribution.

In ICESTATE the conductive heat flux is treated in two different ways depending on a user-defined
ice thickness hy,. For thin ice (h<<hr) the ice has a linear temperature profile. For ice of thickness greater
than hy the heat equation is solved in the ice slab using a finite difference scheme. Therefore the surface
heat flux is expressed in two different ways:

Do kfikDia T (Tf — Tours) for thin ice

F,. = ksk; o . .
Tkt Dok (Ti,n — Toury) for thick ice (N layers)

(4.8)

where ks and k; are the snow and ice conductivity, D, and h; the snow depth and ice thickness. T,y is
the surface temperature, T the temperature at the freezing point of sea water and T;  the temperature
of the top ice layer (whose thickness is h;/N). The only difference is that in the thin ice case the ice
bottom surface is used at the lower interface whereas the midpoint of the top layer is used in the case
with thick ice.

For a given snow distribution the heat flux average over all the snow depth D can be computed as:

Fiot = (1= T(Du))Fae + [ Ea(D — Dy) f(D)dD (4.9)
D,

where f(D) is the snow depth PDF and Fj.. the conductive heat flux through bare ice. This expression
is simplified when the grid cell is totally covered by snow: Fy,; = fooo F.(D)f(D)dD.
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In 4.8 Ty and T; y depend on the snow depth and the ice thickness. By assuming a linear temper-
ature profile in the ice, even for thick ice, we get a simplified expression for F, that is suitable for both
thin and thick ice:

ks kl

e = (Ty — Ty 4.1
e 7) (4.10)

Following Fichefet and Magqueda (1997) we introduce an effective thickness for the snow-ice system,
Dy = [kski/(ks + ki)|(Dq — D /ks + hi/k;). Under horizontally homogeneous atmospheric and oceanic
condition Fichefet and Maqueda (1997) showed that the surface temperature Ty, s is nearly the same
whatever the snow depth and ice thickness, provided that the effective thickness is larger than a certain
threshold e=0.1 m. In the range 0<D;<e, Ty, varies linearly with D; between Ty and T, £ the surface
temperature for D;>e.

The minimum effective thickness is given by: Djnin = [ks/(ks + ki)|hi. According to the value of
Dy 1nin two cases must be considered. If Dj,,;, > € the surface temperature is constant equal to 17, f
everywhere. In the second case, if Dj i, < € a fraction of the grid cell has a surface temperature between

Ty and Ts*urf'

We define a conduction correction factor G such as Fip; = G% (Tf -1, f). In the case
Dy min > € equation 4.9 implies that:
G= (D5 v n) |2 D) + & /oo ! £(D)dD (4.11)
= aks 7 hz m s b kz(D_Dm)‘sthl .

When Dy ,in < € we note €, the snow depth for which D; = €: €5 = Dy, +€(1+ks/ki) —hiks/k;. Therefore
the correction factor is given by:

G = Dk k) | s + | wo by (D) (4.12)

The integrals in 4.11 and 4.12 cannot be solved analytically. A numerical approximation is computed
thanks to the Simpson’s method. The conduction correction factor G depends on C'V, the ice thickness,
the average snow depth and the melt depth. Figure 4.7 shows the evolution of G when no melting has
occurred (D,, = 0 m). For a given average snow depth G decreases with the ice thickness since higher is
the ice thickness, lower is the influence of the snow cover on the heat transfer (Figure 4.7 (a)). For thick
snow cover G is higher than for thin snow cover (Figure 4.7 (b)). The same evolution is observed when
CV increases. The effects of the snow heterogeneities on the heat transfer are more sensitive when the
snow depth is higher and the snow distribution is less uniform.

ICESTATE includes a thermal inertia heat flux Fj,,;. This is a simple parameterization of ice
heating. Indeed as the surface temperature of the ice is changing, some of the heat flux going into the
ice will change the ice temperature. This parameterization ensures a smooth evolution of the surface
temperature. It assumes that snow has zero heat capacity.

ICESTATE uses this parameterization for the total ice slab for thin ice and for the top half of the
uppermost ice layer for thick ice. The correction factor G modifies the expression of Fj,,; and accounts
for snow heterogeneities effect on the heat transfer:

P ksh; ITsurs i
R —szplthQ(hikS+Daki) 5 o for thin ice (4.13)
mre = hl kshz 2N sur : : :
_CpipiGWZ(kshi/21<7+kiDa) sl for thick ice (N layers)
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Correction factor CV=0.5

Correction factor (-)
Correction factor

: T S T
Snow depth (m) 0 o Ice thickness (m) 0 0.05 01 0.15 O.ZSnoweiggm (m;).S 0.35 04 0.45 05
(a) Correction factor for CV=0.5 (b) Correction factor for h;=2 m

Figure 4.7: Evolution of the conduction correction factor G when the ice is 100 % snow-covered (D,,,=0
m). The formation of snow-ice is not considered in (a).
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