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MECHANICAL OBJECT PARTS DETECTION USING DEEP                        
LEARNING BASED YOLO MODELS

Mübarek Mazhar ÇAKIR1, Gökalp ÇINARER2

INTRODUCTION
Artificial intelligence is very popular these days. The development of artificial 

intelligence has increased the use of machines and smart systems in many fields. 
Especially in the industry, their use has started to become widespread day by day, 
as they make fewer mistakes than people and can produce more serially and with 
higher quality. The ability of machines to perform certain tasks by interacting 
with the outside world primarily depends on their perception of the objects in 
their environment. The perception processes of the machines are carried out with 
auxiliary tools such as sensors, keys and cameras. With deep learning, where more 
complex structures can be resolved compared to machine learning, studies in this 
direction continue to progress rapidly.

Inventory management and planning are of great importance for the uninterrupted 
continuation of mass production in the machinery industry. Companies with high 
production capacity and high daily production are required to deliver products 
to customers on time and to use their production resources in the best way to 
meet the periodical expected demand. It is necessary to determine the number of 
materials and mechanical parts to be used in production and to calculate the stock 
amount accordingly (Sarıca 1998). Mechanical parts such as bolts, nuts, bearings, 
etc., which are inevitable to be used in every machine, are of vital importance for 
1 Mr. Mübarek Mazhar ÇAKIR1, Yozgat Bozok University, Department of Mechatronics Engineering, Türkiye, 0000-0001-

7771-1271, mashar66@gmail.com
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machine assembly and production. The absence of one of the mechanical parts that 
must always be in stock and this situation cannot be detected in a timely manner; 
It causes some problems such as not being able to complete the machine, delaying 
the deadline, not reaching the targeted production number. In order to minimize 
these problems and correctly classify the products in stock, deep learning method 
and object detection algorithm are used. Object detection not only detects whether 
there are objects in that area, but also helps to detect the correct product between 
different objects. 

Objects in the images have distinctive features like shape, texture, color and 
brightness. These features are the distinctive attribute information of the objects. 
By identifying and using this information, desired objects can be detected in the 
images. However, problems such as blurred object images, closeness of the image 
background and object color, and complexity in the image make it complexity to 
detect the object with classical image processing methods. 

Object detection and tracking with deep learning algorithms has made it easier to 
overcome these difficulties. Although there are different studies for object detection 
in recent years, the number of studies on the detection of mechanical parts is very 
limited.

In this study, Yolo algorithm-based models were created to facilitate the use of 
mechanical parts in the industrial field and to ensure the correct classification of 
products. The results obtained from each model were examined comparatively. 

2. RELATED WORKS 

Cites Works Detailse Object Detection 
Algorithms Used

(Bayram 
2020)

The Mask R-CNN algorithm was trained with 430 plate images and 
3140 characters in the images. Afterwards, an automatic license 
plate recognition trial was performed with 130 images and a 98.46% 
success rate was obtained as a result of the trial.

Mask R-CNN

(Daş et al. 
2019)

The algorithm was trained with a special dataset consisting of eight 
classes. Object detection and counting were done via photograph, 
video and webcam. As a result of the training, a success rate of 98% 
was achieved.

Faster R-CNN

(Corovic et al. 
2018)

In the study using the Berkley Deep Drive dataset, the data set was 
set to 70.000 trains and 30.000 validations. It has been studied on five 
different classes. As a result of the training, a success rate of 46.6% 
was achieved.

Yolov3

(Aktaş et al. 
2020) 

In the study, Yolov3 and DenseNet models were combined. The 
dataset consisting of 1200 image. The best result was obtained with a 
success rate   of 92% compared to the Yolov2 and Yolov3 algorithms. 

Yolov2, Yolov3, 
Yolov3-Dense

(Özel et al. 
2021)

In the study, existing cracks in suspension parts were detected in real 
time. 80% of the created data set is reserved as train and 20% as test. 
As a result   of experimental studies, Yolov4 was found to be more 
successful than     other versions with a success rate of 96.3%.  

Yolo-Tiny, Yolov2, 
Yolov3, Yolov4

(Ieamsaard et 
al. 2021)

The dataset consists of three classes, masked, unmasked and false 
masked. 682 images are reserved for train and 86 images for test. A 
total of 853 images were studied. Yolov5 success rate of 96.5% was 
obtained.

Yolov5
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3. MATERIAL AND METHOD
3.1. Deep Learning
Deep learning is an extremely popular application area as a subtitle of machine 

learning (O’Mahony et al. 2020). The use of deep learning method, which 
successfully solves more complex tasks compared to classical machine learning, has 
become very common in recent days and has many application places like medical 
diagnosis, natural language and image process (Shinde and Shah 2018).

In traditional programming, as shown in Figure 1, a data is given by the user to 
a code block written by the programmer, the given data goes through the desired 
operations in the code lines and the output is taken. 

Figure 1: Traditional Programming Approach

In line with the outputs, the programmer makes an observation about achieving 
the desired result. When the result is not expressed correctly or the desired result is 
not obtained with the programmer’s observations, the programmer tries to improve 
the result by editing the codes has created. 

In machine learning, in addition to the data, the information about the desired 
results is given to a learning algorithm together. The machine goes through 
a learning process using data and result information and creates a model in this 
learning process. This approach to machine learning is visualized in Figure 2.

Figure 2: Machine Learning Approach

The process in machine learning can be defined as automatically generating the 
codes written by the programmer in traditional programming in a way that gives the 
most accurate results. Supervised, Unsupervised, and Reinforcement Learning are 
machine learning types  (Arslankaya and Toprak 2021). 

Supervised learning labels (result information) are given to the learning 
algorithm along with the dataset and the machine creates the model by solving the 
mathematical relationship between the data and the results. 
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In unsupervised learning, a classified dataset is not given for learning. In this 
case, the algorithm groups the data according to the similarities and differences 
between the data (Mahesh 2020).

Reinforcement learning is a goal-oriented type. As a result of the correctness of 
the movements, feedback is given with rewards. While maximizing the rewards, the 
model approaches the most correct course of action.

3.2. Artificial Neural Networks (ANN)
ANN are mathematically modeled by examining the structure and learning of the 

human brain. The point where machine and deep learning differ is the structures of 
neural networks. When Figure 3 is examined, the structure difference in the neural 
networks can be understood more clearly.

Figure 3: Neural Networks (Odi and Nguyen 2018)

Neural networks in machine learning consist of several layers. In deep learning, 
there are three main layers. For input layer where the inputs are taken, in hidden 
layer where inputs are processed, and the output layer where the results are (Lecun 
et al. 2015). In the hidden layers, where main layers, can sometimes be thousands. 
The neuron structure of neural networks is given in detail in Figure 4.

Figure 4: Structure Of A Neuron In A Neural Network (Sánchez et al. 2022)

Neurons in neural networks receive input from the outside world, multiply by 
weight, then add up with the bias value and produce  result. Then result is given 
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for activation function and an output is generated. Weight values are created by 
analyzing the structure of the data set to reduce the deviation, and the process of 
finding the optimum weight value is called training the network (Öztemel 2012). 
The bias value is used to change the range of results obtained by multiplying the 
input by the weight (Yılmaz and Kaya 2021).

(1)

The activation function, as seen in equation 1 is a mathematical equation that 
determines the output. The output produced by the neuron is transferred to the next 
neuron in the neural network, and these processes repeat themselves in the neural 
network. As a result of these operations, non-linear results are obtained. Obtaining 
nonlinear results here provides a complex learning opportunity. In supervised 
learning, the process of creating the appropriate weight and bias values by analyzing 
the data set of the neural networks is realized by calculating the error with the loss 
function and minimizing the error with the optimization algorithm (Lillicrap et al. 
2020). 

3.2.1. Convolutional Neural Networks (CNN)
In classical ANN, the abundance of information for data set to increase processing 

load in training the network, which causes processing times and computational 
difficulties. Instead of retrieving all the data on the image in operations such as 
object detection, training the neural network with the features in the desired 
region alleviates the processing load on the network. The process of obtaining 
information in the desired regions on the image is called feature extraction (Wu 
2017). Convolutional neural networks perform feature extraction with layers like 
convolution, pooling and fully-connected. (O’Shea and Nash 2015).

3.2.2. Convolution Layer
Images are processed in matrix form. In this layer, a feature map of the image 

is created by applying a filter to the image. We have a matrix of the image and a 
matrix of the filter. Matrix multiplication is performed in the convolution layer as 
in Figure 5. Multiplication is performed between the matrix of the image and the 
matrix of the filter. 

Figure 5: Applying Filters To The Image Matrix

In the above operation, a 3x3 matrix is multiplied by a 2x2 matrix and the result 
is a 2x2 matrix. Figure 6. shows how a 3x3 filter is applied to a 7x7 matrix.
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Figure 6: Applying the Filter to the Image (Albawi et al. 2018)

The operation in Figure 5 is the 2D convolution operation. Color images consist 
of 3 channels. In color images, the filter should be applied for all 3 channels as 
shown in Figure 7.

Figure 7: Applying The Filter To A Color Image (Hristov et al. 2019)

3.2.3. Pooling Layer
In this layer size of the input matrix is reduced without destroying its distinctive 

features, thereby reducing the processing load (Kattenborn et al. 2021). There are 
two types, maximum pooling and average pooling (O’Shea and Nash 2015). While 
the average pooling process was applied to the matrix on the left and maximum 
pooling process was applied to the matrix on the right side of Figure 8.

Figure 8: Max Pooling And Average Pooling (Li et al. 2019)

In the pooling process, a filter is applied as in the convolution layer. However, 
here, the largest of the values remaining in the frame where the filter is applied is 
taken (max. pooling) or the average of these values is taken (average pooling).
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3.2.4. Fully-Connected Layer
The data converted to vector in the flattening layer of the matrices from the 

convolution and pooling layers are given as input to the fully-connected layer. It 
depends on each of the fields in the previous layer. After this layer, the classification 
process of the data takes place with the classification layer (İnik and Ülker 2017).

3.3. Yolo Algorithm
Yolo (You Only Look Once) is a CNN-based algorithm capable of object detection 

and object tracking. It is very good balance of speed and accuracy (Li et al. 2022). 
Other object detection algorithms perform detection in two stages, as it determines 
possible regions in the image where the object is located and then executes CNN 
classifiers in these regions one by one. The popularity and speed of Yolo is that it 
passes the object detection process that other object detection algorithms do in two 
stages, through the neural network in a single stage (Chen et al. 2018).

While detecting objects, the Yolo algorithm divides the image into cells (grid) 
as in Figure 9, and each cell checks whether the object exists in its own part of the 
image; If the object exists, it is responsible for finding the object’s class, center 
point, height, and width (Redmon et al. 2015). 

Figure 9: Splitting The Image Into Cells (Grid) (Lan et al. 2018)

The found objects are enclosed in boxes called bounding boxes. However, there 
is more than one bounding box for each object and a prediction vector. Prediction 
vector confidence score (c), x coordinate of the object’s center point (bx), y coordinate 
center point (by), height (bh), width (bw) and contains the class probabilities (pc) 
found in the model (Vardhan et al. 2022). If we call the prediction vector created for 
the bounding box y, we can represent the vector as follows:

(2)

The problem of having more than one bounding box for an object is solved 
by a technique called non-maximum suppression. The non-maximum suppression 
technique deletes the bounding boxes with a low confidence score and highest 
confidence score remains (Garg et al. 2018). By deleting the bounding boxes in a 
low confidence score, only one box remains around the object, as seen in Figure 
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10. Calculation of the confidence score is done by multiplying the existence of this 
object in the grid and the intersection (IoU) values of the actual bounding box of 
the object .

Figure 10: An Output From The Yolo Algorithm (Hurtik et al. 2022)
The Yolo algorithm uses loss functions to optimize accuracy for calculate to the 

differentiation among the actual value of the object and estimated value during the 
object detection process (Huang et al. 2019).

(3)

(4)

(5)

(6)

(7)

Here, the sum of the equations of the loss functions is given. Equations 3 and 4 
represent the localization loss, equations 5 and 6 represent the confidence loss and 
equation 7 represent the classification loss. 

Considering that an image is divided into cells in the form of SxS, the letter A 
here denotes the bounding boxes. The actual and predicted states of the bounding 
boxes may be very close to each other. To solve this problem, the variable λ is used. 
The λ variables in the equation are used to increase the salience in the boxes where 
the object exists and to decrease the salience in the bounding boxes where the object 
does not exist. , value 1 for an object in cell i; if there are no objects in cell i, it 
means 0. , value 0 for an object in this cell i; takes the value 1 if there is no 
object it means i. The architectural structure and convolution layers of the Yolo 
algorithm are given in Figure 11.
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Figure 11: Yolo Architecture (Redmon et al. 2015)

In Yolo, we mentioned that it is accountable for object detecting in the area 
covered by the cell on the image. In case of multiple objects in the same cell, Yolo can 
make errors in object detection. As a solution to the problem, Yolov2 using anchor 
box was proposed (Redmon et al. 2015), thus increasing accuracy and performance. 
With Yolov2, improvements have also been made to remove the recall errors existing 
in Yolo and the accuracy rate has been increased by adding batch normalization to 
each convolution layer (Atik et al. 2022). Yolov2 uses the Darknet19 classification 
algorithm. As seen in Figure 12, the Darknet19 classification algorithm consists of 
19 convolution layers, 5 maximum pooling layers and 1 softmax layer.

Figure 12: Darknet19 Architecture (Al-Haija et al. 2021)

With Yolov3, the understanding that “every object belongs to a class” in previous 
versions has been removed, and the understanding that an object can have more than 
one class label has been introduced (Atik et al. 2022). For example, a bearing on the 
image can be included in both the bearing class and the mechanical part class. While 
Darknet 19 performs the feature extraction of images in Yolov2, Darknet-53, whose 
architecture is given in Figure 13, performs these operations in Yolov3.
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Figure 13: Darknet-53 Architecture (Kim et al. 2019)

Darknet-53, which consists of 53 convolution layers, provides more detailed 
information from the image. However, Yolov3 is less successful in detecting medium 
and large objects than Yolov2 (Atik et al. 2022). FPN (Feature Pyramid Network) 
was used to obtain more information on the image by scaling in Yolov3 (Afif et al. 
2020). Figure 14 symbolizes the FPN structure and Figure 15 symbolizes the use of 
the FPN structure in Yolo.

Figure 14: FPN Structure (Afif et al. 2020)

Figure 15: Object Detection Layers For Yolo (Bochkovskiy et al. 2020)
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CSPDarknet53 model was used in the backbone layer, where feature extraction 
was performed in the Yolov4 algorithm, and it was seen that this model gave better 
results than the Darknet-53 model (Bochkovskiy et al. 2020). In addition, SAM, 
PAN, SSP are used in Yolov4 in the layer (neck) that enables more information to be 
obtained while object estimation is being made (Bochkovskiy et al. 2020). Maximum 
and average pooling operations are not applied on the SAM implementation used 
in Yolov4. In addition, while the addition was performed in the original PAN 
application, the merge operation was performed in the modified PAN application. 
These processes have been carried out to obtain high accuracy and high performance.

Yolov5 is the version of Yolo released in 2020 by Glenn Jocher. Yolov5 uses 
CSPDarknet53 in the backbone layer and PANet in the neck layer, as in the previous 
version Yolov4 (Ieamsaard et al. 2021). The different aspects of the developed 
version from previous versions used in Pytorch as the framework and the use of 
Focus structure in the backbone layer, as seen in Figure 16, where the Yolov5 
architecture is shown (Nepal and Eslamiat 2022). As a result of the additions and 
improvements, the training time was shortened and the storage size of the model 
was reduced (Nelson and Solawetz 2020). In addition, with the addition of the Focus 
layer, the required Cuda memory and the number of layers have been reduced, and 
forward and backward propagation has increased (Nepal and Eslamiat 2022).  

Figure 16: Yolov5 Architecture (Ieamsaard et al. 2021b)

There are five different basic models of the Yolov5 algorithm. These models can 
be listed as Yolov5-n (nano), Yolov5-small, medium, large and xlarge respectively. 
The Yolov5-n model, which is the smallest model among the models, works faster 
than the other models and the weight file created and it’s train result is smaller than 
the other models. Nano model is mostly designed for use in embedded systems and 
mobile applications. The Yolov5-s model is larger than the Yolov5-n model, but still 
a small model when compared to other models. Smaller models allow image feature 
extraction via the CPU. 
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The model that ranks third in terms of size is the Yolov5-m model. Small models 
are faster but less accuracy rate than large models. Large models, on the other hand, 
have higher accuracy but slower than small models. While creating the Yolov5-m 
model, a balance was maintained between operating speed and accuracy. In other 
words, optimum speed and optimum accuracy ratio are presented in a balanced way 
in this model.

Finally, the two biggest models of Yolov5 are Yolov5-l and Yolov5-x, respectively. 
These models contain more parameters than others but run slower. Large models are 
good at detecting small objects. The Yolov5-x model is the model with the highest 
performance rate, but also the slowest. 

3.4. Method Of Evaluating The Results Of Object Detection Algorithms
Many algorithms have been created for the detection of an object through the 

image and many improvements have been made on them. When object detection is 
performed by object detection algorithms, the results obtained need to be evaluated. 
First of all, we need to understand what the confusion matrix. Figure 17 is gives the 
describing of  accuracy between  actual situation and the predicted situation in the 
classification process (Shultz et al. 2011). For example the bolt on an image will 
be detected. True positive that the algorithm calls the bolt in the image a bolt (TP), 
true negative if the algorithm says not a bolt to a non-bolt (TN), false negative if the 
algorithm says the bolt is not a bolt (FN), if the algorithm calls the non-bolt a bolt, 
it is evaluated as false positive (FP).  

Figure 17: Confusion Matrix

Based on the confusion matrix, we can find the accuracy of our model by the 
ratio of correct predictions to all predictions.

However, the success of the model cannot be determined with accuracy. Here, the 
dispersion of the classes in dataset on which the model is trained is also important. 
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Consider a two-class dataset consisting of 990 bolts and 10 nuts, a total of 1000 
mechanical parts. In this case, the accuracy rate in bolt detection is calculated 
as 99%. This shows that the success of the model cannot be determined by the 
accuracy value alone. In addition to the accuracy value, it is necessary to examine 
the precision and recall values. 

The precision value shows how many of the objects the model predicts correctly 
are actually correct (Zhang and Su 2012).

The recall value gives how many of the objects we actually need to detect 
correctly and that are correctly detected by the model (Zhang and Su 2012).

F1 score is a value that includes precision and recall values. It is the harmonical 
mean of these values (Aktaş et al. 2020).

Mean average precision (mAP) is used to evaluate precision, recall, F1 score and 
IoU (Intersection over Union) values in a single number (Aktaş et al. 2020).

3.4. Dataset 
One of the most important steps when creating a dataset is the correct labeling of 

the dataset. The correct labeling of objects in the data set and the size of the data set 
directly affect the success rate of object detection, making learning parameters easier 
to use. In this study, an open source roboflow mechanical parts dataset consisting 
of four classes, bearing, nut, gear, and bolt, was prepared. Labeling processes were 
done manually on the Roboflow website. A few labeled image from the dataset are 
shared in Figure 18.
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Figure 18: Images Of Dataset

The dataset consists of a total of 2250 images obtained by downloading from 
various internet platforms. Among the images in the dataset, there are 714 images 
with bearings, 632 images with bolts, 616 images with gears and 586 images with 
nuts. A total of 10597 manual labeling processes were carried out in the dataset, 
including 2099 labels belonging to the bearing class, 2734 labels belonging to the 
bolt class, 2662 labels belonging to the gear class and 3102 labels belonging to 
the nut class. As can be seen in Figure 19, the distribution of labels and images 
according to classes has become more complex and difficult to detect due to more 
than one labeling process in some images and the fact that objects belonging to two 
different classes are in the same image.

Figure 19: Labeling Operations
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3.5. Training Process 
Different models of the Yolov5 version of the Yolo algorithm are trained. The 

training of the models was carried out on the Google Colab platform. Google Colab 
is a virtual environment that allows users to use high RAM and GPU for operations 
such as deep learning and object recognition. In this environment, data processing 
was carried out using Python-based Tensorflow, Keras and PyTorch libraries. 
The dataset is reserved for 80% train, 10% validation and 10% test operations. 
Basic parameters such as study training parameters, epoch number, learning rate, 
optimization algorithm, activation function were determined in accordance with the 
mechanical parts dataset. Basic parameters for the models are given in Table 1.

All training processes were run over 100 epochs. The dimensions of all images 
given as input are set to 640x640. At the beginning of the training, the transfer 
learning process was carried out using the weights of the Coco dataset. 

Table 1: Hyperparameters

Model Learning Rate Momentum Activation Function Optimization 
Algorithm

Epoch

Yolov5-n 0.01 0.937 SiLU SGD 100
Yolov5-s 0.01 0.937 SiLU SGD 100
Yolov5-m 0.01 0.937 SiLU SGD 100
Yolov5-l 0.01 0.937 SiLU SGD 100
Yolov5-x 0.01 0.937 SiLU SGD 100

Learning rate can be evaluated as the coefficient of error reduction to zero. Here, 
the optimization algorithm is used to reduce the error to zero. In some optimization 
algorithms, the learning rate is not taken as a fixed value, but is determined by the 
training process of the model. 

The SGD (Stochastic Gradient Descent) optimization algorithm and SILU 
(Sigmoid Linear Units) activation function used in all models in the study uses a 
fixed value as the learning rate. If the learning rate is too large, it causes the zero 
point to be missed at the point of reducing the error to zero, while the it is too small, 
causing the processing to take too long and negatively affect the performance. 

The use of momentum together with SGD in the study is to reduce the oscillation 
by increasing the speed. In Table 2, the training times of all models are given in 
detail.

Table 2: Training Times

Model Training Time (minute)
Yolov5-n 56.1
Yolov5-s 62.1
Yolov5-m 81.7
Yolov5-l 121.8
Yolov5-x 222.3
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Considering the duration of education, it is seen that there is an opposite 
proportion between the model structure and the speed of the model. That is, as the 
model grows, the speed of the model decreases; as the structure of the model gets 
smaller but the speed increases.

 In this direction, it is seen that the largest model, the Yolov5-x model, is the 
slowest and the smallest model, the Yolov5-n, is the fastest model. 

4. RESULT AND DISCUSSION
Five different models of the Yolov5 algorithm were run with the mechanical 

parts dataset to identify the parts used in machine manufacturing and compare their 
performance. As a result of the training, the models used for object detection. The 
training results of the applied algorithms are shown in Table 3.

Table 3: Training Results for Yolov5 Models

Model Precision Recall F1 Weight File Size (MB) mAP
Yolov5-n 0.861 0.788 0.822 3.72 0.858
Yolov5-s 0.885 0.803 0.842 13.77 0.892
Yolov5-m 0.915 0.833 0.872 40.27 0.901
Yolov5-l 0.913 0.836 0.873 88.56 0.906
Yolov5-x 0.922 0.841 0.879 165.11 0.911

When the size of the file of the weights created by the Yolov5 models as a result 
of the training is examined, it is seen that the file sizes are directly proportional to 
the model sizes. The Yolov5-x model with the largest model structure has the largest 
file size with 165.11 MB. Compared to other models, the Yolov5-n model, which 
has the smallest file size with a file size of 3.72 MB, is the smallest model for all 
models in terms of structure. 

When the mAP values obtained by the algorithms of four different classes in 
the mechanical parts dataset were examined, it was seen that the highest value 
was obtained in the Yolov5-x model with 0.911. This model was followed by the 
Yolov5-l and Yolov5-m models, respectively. According to the mAP results, the 
Yolov5-n model gave the lowest result with 0.858. When Figure 20 is examined, 
it is observed that the mAP values of the models increase as the epoch increases. 
Increasing mAP values tend to be more stable at the end of each epoch. It is seen that 
all models tend to increase in direct proportion to the number of epochs.  
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Figure 20: Epoch-mAP Graphics of Yolov5 Models

After the training process of the algorithms was completed, the test images were 
given to the models after the training process to evaluate the results. In the testing 
phase of the Yolov5 models, 225 images that were not used in the training phase 
were used. The performance results of the tested models are detailed in Table 4.

Table 4: Test Results Of Yolov5 Models

Model Precision Recall F1 mAP
Yolov5-n 0.887 0.819 0.851 0.882
Yolov5-s 0.884 0.830 0.856 0.901
Yolov5-m 0.920 0.846 0.881 0.901
Yolov5-l 0.903 0.858 0.879 0.910
Yolov5-x 0.916 0.870 0.892 0.919

When Table 4 is examined, an increase in the mAP value of the model is 
observed. According to the table the mAP value of the Yolov5-x model increased by 
approximately 0.9% as a result of the test and reached 0.919. As a result of the test, 
the model showing the highest increase rate with a 2.8% increase in mAP value is 
the Yolov5-n model. In this case, it is seen that Yolov5-x model obtained the best 
result according to mAP values. On the contrary, Yolov5-n model gave the lowest 
result.

The precision and recall curves of the test results of the five models used are 
given in Figure 21. The area under the curve in the graph represents the mAP value. 
In other words, a large curve on the graph means that the model performance is also 
good. Conversely, the smaller the curve, the lower the performance of the model due 
to the smaller area under it.
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Figure 21: Precision-Recall Curves Of Models

In the test phase, the models are tested with images that they did not see during 
the training phase, that is, they did not learn and they try to detect the objects in 
these images. 

As a result of the test, the correct and incorrect prediction rates of the models 
emerge. The correct prediction rates of the five model for four class given in Table 
5.

Table 5: Prediction Accuracy Of Yolov5 Models
Class Model

Yolov5-n Yolov5-s Yolov5-m Yolov5-l Yolov5-x
Bearing %86 %83 %85 %87 %88
Bolt %87 %86 %87 %90 %89
Gear %74 %78 %76 %80 %80
Nut %96 %96 %98 %98 %98

When Table 5 is examined, the highest prediction accuracy rate of the bearing 
class belongs to the Yolov5-x model with 88%. This ratio shows that the mechanical 
parts dataset correctly knew 88% of the 206 labeled bearings in the test group, or 
181 of them, but did not know the remaining 25. The highest prediction accuracy 
rate of the Bolt class belongs to the Yolov5-l model with 90%. The Yolov5-l model 
correctly knew 293 of the 326 labeled bolts, while 33 did not. The highest prediction 
accuracy in Gear class belongs to Yolov5-x and Yolov5-l models with 80%. Of the 
319 labeled gears in the two models test data, 225 of them were correct and the 
remaining 94 were not. 
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Finally, the highest prediction accuracy of the Nut class with 98% belongs to 
the Yolov5-x, Yolov5-l and Yolov5-m models. The models predicted 244 of the 249 
labeled nuts correctly and 5 of them incorrectly.

Ana Malta et al. (Malta et al. 2021) trained Yolov5-s and Yolov5-m models with 
their own dataset to detect and classify mechanical equipment in automobiles. In 
the study, it was stated that Yolov5-s is sufficient for the detection and classification 
of mechanical equipment of automobiles. Yadian Zhao et al. (Zhao et al. 2022) 
conducted a study to detect loose bolts at various attachment points. They worked 
with NPU-BOLT dataset and Yolov5-s, Yolov5-l, Faster-RCNN and CenterNet 
algorithms to detect loosened bolts. Yolov5-l model was recommended because of 
its higher accuracy than other models. Jianhui Zhao et al. (Zhao et al. 2022) apply a 
study on the detection of gear pump parts for an aid system for gear pump assembly. 
In their study, they used a dataset of mechanical parts such as gear, shaft and wedge 
of a gear pump. They stated that the Yolov5-l model is suitable for detecting the 
mentioned mechanical parts.

Yolo algorithms have performed quite well in object detection and recognition. 
Our research aimed to identify, classify and count equipment used in industry quickly 
and accurately. The results obtained mean that the Yolov5-x model can successfully 
meet its intended targets, with a 0.919 mAP value higher than other models. 

In future studies, the classes in the data set can be increased and the images of the 
classes in the mechanical parts data set can be reproduced to increase the performance 
rate and the proposed model can be optimized. By modifying the hyperparameter of 
the Yolov5 algorithms, the effect of the deep learning model on the performance rate 
can be examined. In addition, the studies can be examined more comprehensively 
with the new yolo algorithm versions used in object selection. The mechanical parts 
dataset can be run on the last two versions of the Yolo series, Yolov6 and Yolov7, 
and compared with the Yolov5 model.
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