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ABSTRACT
We consider a semilinear differential variational inequality P in reflex-
ive Banach spaces, governed by a set of constraints K. We associate
to P a sequence of problems {Pn} where, for each n ∈ N, Pn is a dif-
ferential variational inequality governed by a set of constraints Kn and
a penalty parameter ρn. We use a result in [Liu ZH, Zeng SD. Penalty
method for a class of differential variational inequalities. Appl Anal.
2019;1–16. doi:10.1080/00036811.2019.1652736] to prove the unique solv-
ability of problems {P} and {Pn}. Then, we prove that, under appropri-
ate assumptions, the sequence of solutions to Problem Pn converges
to the solution of the original problem P . The proof is based on argu-
ments of compactness, pseudomonotonicity and Mosco convergence.
We also present two relevant particular case of our convergence result,
including a recent result obtained in [Liu ZH, Zeng SD. Penalty method
for a class of differential variational inequalities. Appl Anal. 2019;1–16.
doi:10.1080/00036811.2019.1652736], in the case Kn = V . Finally, we pro-
vide an example of initial and boundary value problem for which our
abstract results can be applied.
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1. Introduction

The differential variational inequality theory provides a powerful mathematical tool in the study
of various models which describe the electrical circuits with ideal diodes, the frictional contact of
deformable bodies, the dynamic traffic networks and the hybrid engineering systems with variable
structures. Since differential variational inequalities were studied by Pang and Stewart [1], they have
captured special attention in themathematical literature. For instance, the global bifurcation for peri-
odic solutions of differential variational inequalities was studied in [2] by using the topological degree
theory, and the study of two parameter global bifurcation of periodic solutions for a class of differen-
tial variational inequalities was performed in [3]. Significant results in the field can be found in [4–9]
and the references therein.

Recently, various classes of differential variational inequalities in infinite dimensional spaces have
attracted an increasing interest, including the class of so-called semilinear differential variational
inequalities. A semilinear differential variational inequality is a system coupling a semilinear evolu-
tion equation with a variational inequality. Semilinear differential variational inequalities have been
first studied in [7]. There, basic results concerning the properties of the solution set were obtained,
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under the assumptions of compactness and convexity for the set of constraints K. Additional results
have been obtained in [10], by relaxing the compactness of the set K. A general existence theorem
for semilinear differential variational inequalities with non-compact sets of constraints and non-
local boundary condition can be found in [11]. General existence results for differential variational
inequalities with non-local condition and fractional differential variational inequalities in infinite
dimensional spaces have been obtained in [5,11,12].

Penalty methods represent a mathematical tool used in the study of a large variety of problems,
including the analysis and numerical solution of constrained problems. Reference in the field are
[13–15], among others. The idea of penalty methods is to construct a sequence of unconstrained
problems which have unique solution which converge to the solution of the original constrained
problem, as the penalty parameter tends to zero. Penalty methods for variational inequalities have
been studied by many authors, mainly for numerical purposes. Details can be found in [16] and the
references therein. However, as far as we known, most of references use penalty methods to study
only a single variational inequality and very few works are dealing with penalty methods for differ-
ential variational inequalities. Among them we refer the reader to the recent papers [17,18]. There,
the authors prove existence, uniqueness and convergence results for a penalty method in the study of
differential variational inequalities.

In this paper we introduce a penalty-type method for a class of semilinear differential variational
inequalities in abstract Banach spaces. A short description of this method is as follows. First, we con-
sider a differential variational inequality denoted by P , governed by a set of constraints K. Next, we
associate to P a sequence of problems {Pn} such that, for each n ∈ N, Pn is a differential variational
inequality governed by the set of constraints Kn and penalty parameter ρn. Both problems Pn and
P have a unique solution, denoted by un and u, respectively. Finally, we prove the convergence of
un to u, as the sequence {Kn} converge in the sense of Mosco and ρn → 0. Note that in constrast
with the classical penalty method in which the unilateral constraint u ∈ K is completely removed,
in the method described above this unilateral constraint is replaced with a new unilateral constraint
un ∈ Kn. For this reason we refer to this method as a generalized penalty method. Its novelty con-
sists in the fact that, compared with the classical penalty method which is governed by the sequence
ρn → 0, the generalized penalty method is governed by two sequences ρn → 0 and {Kn}, the later
being convergent in the sense ofMosco to a set K̃ which can be different of the whole space. Its gener-
ality allows us to apply this method in various situations which we present as examples and particular
cases.

The rest of the manuscript is organized in the following way. In Section 2 we introduce some
preliminarymaterial, thenwe state the semilinear differential variational inequality problem, together
with its unique solvability. In Section 3 we construct the sequence of generalized penalty problems,
then we prove their unique solvability together with our main convergence result. Next, in Section 4
we present two relevant particular cases for which our results work. Finally, in Section 5 we illustrate
the generalized penalty method in the study of an initial and boundary value problem with unilateral
constraints.

2. Preliminaries

Everywhere below T> 0 and (E, ‖ · ‖E), (V , ‖ · ‖V) are reflexible Banach spaces. We denote by L(E)
the space of linear continuous operators on E, equipped with the norm ‖ · ‖L(E). We also denote
by V∗ the dual of V, by 0V∗ the zero element of V∗ and by 〈·, ·〉 the duality pairing between V∗
and V. Moreover, we use E × V for the product of the spaces E and V, endowed with the canonical
product topology. In addition, we denote by C([0,T];E) the space of continuous functions defined
on [0,T] with values in E and, for any subset U ⊂ V , we use the notation C([0,T];U) for the set
of continuous functions defined on [0,T] with values in U. All the limits, lower limits and upper
limits are considered as n → ∞, even if we do not mention it explicitly. We now recall the following
definitions that we need in the rest of the paper.
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Definition 2.1: An operator G : V → V∗ is said to be:

(i) monotone, if for all u, v ∈ V , we have 〈Gu − Gv, u − v〉 ≥ 0;
(ii) strongly monotone, if there exists mG > 0 such that 〈Gu − Gv, u − v〉 ≥ mG‖u − v‖2V for all

u, v ∈ V ;
(iii) bounded, if it maps bounded sets in V into bounded sets in V∗;
(iv) pseudomonotone, ifG is bounded and for every sequence {un} ⊆ V convergingweakly to u ∈ V

such that lim sup 〈Gun, un − u〉 ≤ 0, we have

〈Gu, u − v〉 ≤ lim inf 〈Gun, un − v〉 for all v ∈ V ;

(v) hemicontinuous, if for all u, v,w ∈ V , the function t → 〈G(u + tv),w〉 is continuous on [0, 1];
(vi) demicontinuous, if un → u in V implies Gun → Gu weakly in V∗.

Definition 2.2: An operator P : V → V∗ is said to be a penalty operator of the set K ⊂ V if P is
bounded, demicontinuous, monotone and K = { u ∈ V : Pu = 0V∗ }.

Definition 2.3: A function φ : V → R is said to be lower semicontinuous if lim inf φ(un) ≥ φ(u)
for any sequence {un} ⊂ V with un → uin V .

Definition 2.4: Let {Kn} be a sequence of non-empty subsets of V and let K̃ a non-empty subset of
V. We say that the sequence {Kn} converges to K̃ in the sense of Mosco if the following conditions
hold:

(i) For each u ∈ K̃, there exists a sequence {un} such that un ∈ Kn for each n ∈ N and un → u in V.
(ii) For each sequence {un} such that un ∈ Kn for each n ∈ N and un → u weakly in V, we have

u ∈ K̃.

We shall denote the convergence in the sense of Mosco by Kn
M−→ K and we recall that it has been

introduced in [19].
We now turn to the statement of the differential variational inequality in which our interest is. Let

A : D(A) ⊂ E → E, x0 ∈ E andK ⊂ V . Moreover, let f : [0,T] × E × V → E, g : [0,T] × E × V →
V∗ and ϕ : V → R. With these data we consider the following problem.

Problem P . Find two functions x : [0,T] → E and u : [0,T] → V such that

x′(t) = Ax(t)+ f (t, x(t), u(t)) a.e. t ∈ [0,T],

u(t) ∈ SOL(K, g(t, x(t), u(t)),ϕ) for all t ∈ [0,T],

x(0) = x0. (1)

Here and below in this paper x′ denotes the derivative of xwith respect to the time variable and, for
each t ∈ [0,T], the inclusion u(t) ∈ SOL(K, g(t, x(t), u(t)),ϕ) is a short hand notation which means
that u(t) satisfies the variational inequality

u(t) ∈ K, 〈g(t, x(t), u(t)), v − u(t)〉 + ϕ(v)− ϕ(u(t)) ≥ 0 ∀ v ∈ K. (2)
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In the study of Problem P we consider the following hypotheses on the data.

{
A : D(A) ⊂ E → E is the generator of a C0-semigroup of
linear and continuous operators {S(t)}t≥0 on the space E.

(3)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f : [0,T] × E × V → E is such that :
(a) for all (x, u) ∈ E × V , the function t → f (t, x, u) is measurable on

[0,T];
(b) the function t → f (t, 0, 0) belongs to L1([0,T];E);
(c) there exists a positive function ψ ∈ L1([0,T];R+) such that

‖f (t, x1, u1)− f (t, x2, u2)‖E ≤ ψ(t)(‖x1 − x2‖E + ‖u1 − u2‖V)
for a.e. t ∈ [0,T] and all (x1, u1), (x2, u2) ∈ E × V .

(4)

K is a non − empty closed convex subset of V . (5)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

g : [0,T] × E × V → V∗ is such that :
(a) for all (t, x) ∈ [0,T] × E, the operator u → g(t, x, u) : V → V∗ is

bounded, hemicontinuous and strongly monotone
with constantmg > 0;

(b) there exists a constant Lg > 0 such that
‖g(t1, x1, u)− g(t2, x2, u)‖V∗ ≤ Lg(|t1 − t2| + ‖x1 − x2‖E)
for all t1, t2 ∈ [0,T], u ∈ V and x1, x2 ∈ E.

(6)

ϕ : V → R is a convex and lower semicontinuous function. (7)

Moreover, we recall that

x0 ∈ E. (8)

Following the references [1,7,20] we adopt the following definition.

Definition 2.5: Apair of functions (x, u) is said to be amild solution of system (1) if x ∈ C([0,T];E),
u ∈ C([0,T];K),

x(t) = S(t)x0 +
∫ t

0
S(t − s)f (s, x(s), u(s)) ds for all t ∈ [0,T] (9)

and u(t) ∈ SOL(K, g(t, x(t), u(t)),ϕ) for all t ∈ [0,T]. If (x, u) is a mild solution of problem (1), then
x is called the mild trajectory and u the variational control trajectory.

Note that, for simplicity, below in this paper we sometimes use the terminology ‘solution’ for the
mild solution of any the system of the form (1). We now are in the position to state the following
existence and uniqueness result.

Theorem 2.6: Assume that (3)–(8) hold. Then there exists a unique mild solution
(x, u) ∈ C([0,T];E)× C([0,T];K) to Problem P .
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Proof: Theorem 2.6 was proved in [17] under the following additional assumption: either K is a
bounded subset in V or⎧⎪⎪⎨⎪⎪⎩

there exists an element v∗ ∈ K such that

lim infu∈K,‖u‖V→∞
〈g(t, x, u), u − v∗〉 + ϕ(u)− ϕ(v∗)

‖u‖V = +∞
for all (t, x) ∈ [0,T] × E.

(10)

Nevertheless, a careful analysis reveals the fact that, if K is unbounded, then assumptions (6)(a)
and (7) guarantee the validity of the condition (10), with any v ∈ K.

Indeed, let u, v ∈ K and (t, x) ∈ [0,T] × E be fixed. We write

〈g(t, x, u), u − v〉 = 〈g(t, x, u)− g(t, x, v), u − v〉 + 〈g(t, x, v), u − v〉.

Then, using the strong monotonicity of g(t, x, ·) and some elementary inequalities we obtain that

〈g(t, x, u), u − v〉 ≥ mg‖u − v‖2V − ‖g(t, x, v)‖V∗‖u − v‖V
≥ mg(‖u‖V − ‖v‖V)2 − ‖g(t, x, v)‖V∗(‖u‖V + ‖v‖V)
= mg‖u‖2V − (2mg‖v‖V + ‖g(t, x, v)‖V∗)‖u‖V

+ mg‖v‖2V − ‖g(t, x, v)‖V∗‖v‖V . (11)

In the meantime, since ϕ is convex and lower semicontinuous, there exist an element l ∈ V∗ and a
constant β ∈ R such that

ϕ(w) ≥ 〈l,w〉 + β for all w ∈ V , (12)

see [21, Proposition 5.2.25], for example. Therefore, from (11) and (12), we deduce that

〈g(t, x, u), u − v〉 + ϕ(u)− ϕ(v) ≥ mg‖u‖2V − (2mg‖v‖V + ‖g(t, x, v)‖V∗ + ‖l‖V∗)‖u‖V
+ mg‖v‖2V − ‖g(t, x, v)‖V∗‖v‖V − ϕ(v)− β . (13)

Inequality (13) shows that, in the case when K is unbounded, we have

lim inf
u∈K,‖u‖V→∞

〈g(t, x, u), u − v〉 + ϕ(u)− ϕ(v)
‖u‖V = +∞

and, therefore, condition (10) holds with any v ∈ K, as claimed. We now use [17, Theorem 3.1] to
conclude the proof. �

3. The generalized penalty method

In this section we introduce the generalized penalty method in the study of Problem P . As already
mentioned, it consists of defining the approximating problems, to prove their unique solvability
and the convergence of the sequence of their solutions to the unique solution of P , obtained in
Theorem 2.6. To this end, we consider an operator P : V → V∗, two sequences {Kn} ⊂ V , {ρn} ⊂ R

and, for each n ∈ N, we introduce the following differential variational inequality problem.
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ProblemPn. Find a pair of functons (xn, un) with xn : [0,T] → E and un : [0,T] → Kn such that

x′
n(t) = Axn(t)+ f (t, xn(t), un(t)) a.e. t ∈ [0,T],

un(t) ∈ SOL(Kn, g(t, xn(t), un(t))+ 1
ρn

P(un(t)),ϕ) for all t ∈ [0,T],

xn(0) = x0. (14)

Here and below the inclusion un(t) ∈ SOL(Kn, g(t, xn(t), un(t))+ 1
ρn

P(un(t)),ϕ) is a short hand
notation which means that un(t) satisfies the variational inequality

un(t) ∈ Kn, 〈g(t, xn(t), un(t)), v − un(t)〉 + 1
ρn

〈Pun(t), v − un(t)〉

+ ϕ(v)− ϕ(un(t)) ≥ 0 ∀ v ∈ Kn. (15)

In the study of Problems Pn, we consider the following hypotheses on the data.{
For every n ∈ N,Kn is a nonempty closed convex subset of V
and, moreover, Kn ⊃ K.

(16)

For every n ∈ N, ρn > 0. (17)

P : V → V∗ is a bounded, demicontinuous and monotone operator. (18)⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

There exists a set K̃ such that
(a) Kn ⊂ K̃ ⊂ V for each n ∈ N.

(b) Kn
M−→ K̃ as n → ∞.

(c) 〈Pu, v − u〉 ≤ 0 for all u ∈ K̃ and v ∈ K.
(d) if u ∈ K̃ and 〈Pu, v − u〉 = 0 for all v ∈ K, then u ∈ K.

(19)

ρn → 0 as n → ∞. (20)

FolowingDefinition 2.5we recall that a pair of functions (xn, un) is said to be amild solution of system
(14) if xn ∈ C([0,T];E), un ∈ C([0,T];Kn),

xn(t) = S(t)x0 +
∫ t

0
S(t − s)f (s, xn(s), un(s)) ds for all t ∈ [0,T] (21)

and un(t) ∈ SOL(Kn, g(t, x(t), un(t))+ 1
ρn
P(un(t)),ϕ) for all t ∈ [0,T].

Our main result in this paper is the following.

Theorem 3.1: Assume that (3), (4), (6)–(8), (16)–(18) hold. Then:

(1) For each n ∈ N, there exists a unique mild solution (xn, un) ∈ C([0,T];E)× C([0,T];Kn) to
Problem Pn.

(2) If, moreover, (5), (19)–(20) hold, then the mild solution (xn, un) of Problem Pn converges to the
mild solution (x, u) of Problem P obtained in Theorem 2.6, i.e.

(xn(t), un(t)) → (x(t), u(t)) in E × V , as n → ∞, (22)

for all t ∈ [0,T].
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Proof: (1) Let n ∈ N and consider function gn : [0,T] × E × V → V∗ defined by

gn(t, x, u) = g(t, x, u)+ 1
ρn

Pu.

Using hypotheses (6), (17) and (18) it is easy too see that gn satisfies condition (6) with the con-
stants mg and Lg . Therefore, since (16) holds, we are in a position to use Theorem 2.6 with K = Kn.
We deduce in this way that there exists a unique solution (xn, un) ∈ C([0,T];E)× C([0,T];Kn) to
Problem Pn, which concludes the first part of the proof.

(2) For the second part we assume that, in addition, (5) and (19)–(20) hold. We fix n ∈ N and we
consider the auxiliary problem of finding a function ũn ∈ C([0,T];Kn) such that

〈g(t, x(t), ũn(t)), v − ũn(t)〉 + 1
ρn

〈P̃un(t), v − ũn(t)〉 + ϕ(v)− ϕ(̃un(t)) ≥ 0 (23)

for all v ∈ Kn and t ∈ [0,T]. Recall that here and below x is the mild trajectory of Problem P . Using
a standard result on time-dependent variational inequalities we see that problem (23) has a unique
solution ũn ∈ C([0,T];Kn). We now divide the rest of the proof into four steps.

Step (i). We claim that for any t ∈ [0,T] there exists a subsequence of the sequence {̃un(t)}, again
denoted by {̃un(t)}, which converges weakly to an element ũ(t) ∈ K̃, i.e.

ũn(t) → ũ(t) weakly in V , as n → ∞. (24)

To prove this claim we fix t ∈ [0,T] and u0 ∈ K. We use the strong monotonicity of g, inequality (23)
with v = u0 ∈ K ⊂ Kn and assumption (19)(c) to obtain

mg ‖̃un(t)− u0‖2V ≤ 〈g(t, x(t), ũn(t))− g(t, x(t), u0), ũn(t)− u0〉

≤ 1
ρn

〈P̃un(t), u0 − ũn(t)〉 + ϕ(u0)− ϕ(̃un(t))+ 〈g(t, x(t), u0), u0 − ũn(t)〉

≤ ϕ(u0)− ϕ(̃un(t))+ 〈g(t, x(t), u0), u0 − ũn(t)〉.

Next, using inequality (12) we find that

mg ‖̃un(t)− u0‖2V ≤ ϕ(u0)− 〈l, ũn(t)〉 − β + ‖g(t, x(t), u0)‖V∗ ‖̃un(t)− u0‖V
≤ ϕ(u0)+ (‖g(t, x(t), u0)‖V∗ + ‖l‖V∗)‖̃un(t)− u0‖V + ‖l‖V∗‖u0‖V + |β|.

Further, we denote

M1(t) = ‖g(t, x(t), u0)‖V∗ + ‖l‖V∗

and apply the elementary inequality ab ≤ 1
2 (a

2 + b2), valid for all a, b ∈ R, to get

mg

2
‖̃un(t)− u0‖2V ≤ ϕ(u0)+ (M1(t))2

2mg
+ ‖l‖V∗‖u0‖V + |β|.

This inequality implies that the sequence {̃un(t)− u0} bounded in V and, therefore, the sequence
{̃un(t)} is bounded in V, too. Next, from the reflexivity of V, we deduce that there exists an ele-
ment ũ(t) ∈ V such that, passing to a subsequence if necessary, again denoted by {̃un(t)}, the weak
convergence (24) holds. Recall that ũn(t) ∈ Kn for each n ∈ N. Therefore, assumption (19) (b) and
Definition 2.4 (ii) of the Mosco convergence imply that ũ(t) ∈ K̃, as claimed.

Step (ii). We show that ũ(t) = u(t) for all t ∈ [0,T].
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Let t ∈ [0,T] and v ∈ K̃. Then, Definition 2.4 (i) guarantees that there exists a sequence {vn} such
that vn ∈ Kn for each n ∈ N and vn → v in V as n → ∞. We now use inequality (23) to see that

1
ρn

〈P̃un(t), ũn(t)− vn〉 ≤ 〈g(t, x(t), vn), vn − ũn(t)〉 + ϕ(vn)− ϕ(̃un(t))

≤ ‖g(t, x(t), vn)‖V∗‖vn − ũn(t)‖V + ϕ(vn)+ ‖l‖V∗ ‖̃un(t)‖V + |β|.

Hence, properties (6) and (7) of the functions g and ϕ, respectively, combined with the convergence
vn → v in V and boundedness of the sequence {̃un(t)} show that there exists a positive constant c
which does not depend on n, such that

1
ρn

〈P̃un(t), ũn(t)− vn〉 ≤ c.

Then, since ρn → 0, we deduce that

lim sup 〈P̃un(t), ũn(t)− vn〉 ≤ 0, (25)

Now, since the sequence {P̃un(t)} is bounded in V∗ and vn → v in V have

lim sup 〈P̃un(t), ũn(t)− v〉 ≤ lim sup 〈P̃un(t), ũn(t)− vn〉
+ lim sup 〈P̃un(t), vn − v〉 = lim sup 〈P̃un(t), ũn(t)− vn〉

and, therefore, (25) yields

lim sup 〈P̃un(t), ũn(t)− v〉 ≤ 0 ∀ v ∈ K̃. (26)

Moreover, the regularity ũ(t) ∈ K̃ allows us to take v = ũ(t) in the (26) to obtain

lim sup 〈P̃un(t), ũn(t)− ũ(t)〉 ≤ 0. (27)

On the other hand, recall that assumption (18) guarantees that the operator P : V → V∗ is bounded,
demicontinuous and monotone. Then, by a standard result ([22, Theorem 3.69], for instance) we
deduce that P is pseudomonotone. Thus, inequality (27) combined with the pseudomonotonicity of
P implies that

〈P̃u(t), ũ(t)− v〉 ≤ lim inf 〈P̃un(t), ũn(t)− v〉 ≤ lim sup 〈P̃un(t), ũn(t)− v〉

for all v ∈ V and, therefore, (26) yields

〈P̃u(t), ũ(t)− v〉 ≤ 0 ∀ v ∈ K̃. (28)

Next, since (16) and (19)(a) guarantee that K ⊂ K̃, we use (28) to deduce that

〈P̃u(t), ũ(t)− v〉 ≤ 0 ∀ v ∈ K. (29)

We now combine inequality (29) with assumption (19)(c) to find that

〈P̃u(t), ũ(t)− v〉 = 0 ∀ v ∈ K,

then we use assumption (19)(d) to obtain the regularity

ũ(t) ∈ K. (30)
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Assume now that w ∈ K. Then, using inequality (23) we find that

〈g(t, x(t), ũn(t)), ũn(t)− w〉 ≤ 1
ρn

〈P̃un(t),w − ũn(t)〉 + ϕ(w)− ϕ(̃un(t))

and, therefore, assumption 19)(c) yields

〈g(t, x(t), ũn(t)), ũn(t)− w〉 ≤ ϕ(w)− ϕ(̃un(t)). (31)

On the other hand, by the monotonicity of g we deduce that

〈g(t, x(t),w), ũn(t)− w〉 ≤ 〈g(t, x(t), ũn(t)), ũn(t)− w〉
and, using (31) we find that

〈g(t, x(t),w), ũn(t)− w〉 ≤ ϕ(w)− ϕ(̃un(t)). (32)

We pass to the upper limit in this inequality and use assumption (7) and the convergence (24) to
obtain that

〈g(t, x(t),w),w − ũ(t)〉 + ϕ(w)− ϕ(̃u(t)) ≥ 0.

Next, we take w = (1 − λ)̃u(t)+ λv where v is an arbitrary element in K and λ ∈ (0, 1). Then, (30)
and (5) imply that w ∈ K and, therefore, the previous inequality combined with the convexity of the
function ϕ yields

〈g(t, x(t), (1 − λ)̃u(t)+ λv), v − ũ(t)〉 + ϕ(v)− ϕ(̃u(t)) ≥ 0.

We now use pass to the limit when λ → 0 and use assumption (6)(a) to see that

〈g(t, x(t), ũ(t)), v − ũ(t)〉 + ϕ(v)− ϕ(̃u(t)) ≥ 0 ∀ v ∈ K.

Note that assumption (6)(a) guarantees the uniqueness of the solution of this inequality. Therefore,
since u(t) ∈ K is the unique solution of the above inequality, we deduce that ũ(t) = u(t), as claimed.

Step (iii). We prove that ũn(t) → u(t) in V, for all t ∈ [0,T].
Let t ∈ [0,T]. First, a careful examination of the proofs in steps (i) and (ii) reveals that any weakly

convergent subsequence of the sequence {̃un(t)} converges weakly inV to u(t), as n → ∞. Moreover,
the sequence {̃un(t)} is bounded and, therefore, the whole sequence {̃un(t)} converges weakly in V
to u(t).

Next, taking w = u(t) in (31) and passing to the upper limit we see that

lim sup 〈g(t, x(t), ũn(t)), ũn(t)− u(t)〉 ≤ 0. (33)

This inequality together with (24) and the pseudomonotonicity of the function g, guaranteed by
assumption (6)(a), yields

〈g(t, x(t), ũ(t)), ũ(t)− v〉 ≤ lim inf〈g(t, x(t), ũn(t)), ũn(t)− v〉 ∀ v ∈ X.

Next, we take v = u(t) in the previous inequality to deduce that

lim inf〈g(t, x(t), ũn(t)), ũn(t)− u(t)〉 ≥ 0. (34)

Using now inequalities (33) and (34) it folows that

〈g(t, x(t), ũn(t)), ũn(t)− u(t)〉 → 0, as n → ∞. (35)

Therefore, using the strong monotonicity of g combined with the convergence ũn(t) → u(t) weakly
in V and (35), we have

mg ‖̃un(t)− u(t)‖2V ≤ 〈g(t, x(t), ũn(t))− g(t, x(t), u(t)), ũn(t)− u(t)〉
= 〈g(t, x(t), ũn(t)), ũn(t)− u(t)〉 − 〈g(t, x(t), u(t)), ũn(t)− u(t)〉 → 0,

as n → ∞. This ends the proof of Step (iii).
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Step (iv). Finally, we show that (xn(t), un(t)) → (x(t), u(t)) as n → ∞, for all t ∈ [0,T] where,
recall, (xn, un) ∈ C([0,T];E)× C([0,T];Kn) is the unique solution of Problem Pn.

Let n ∈ N and t ∈ [0,T]. We have

〈g(t, xn(t), un(t)), v − un(t)〉 + 1
ρn

〈Pun(t), v − un(t)〉 + ϕ(v)− ϕ(un(t)) ≥ 0, (36)

for all v ∈ Kn. We take v = ũn(t) in (36) and v = un(t) in (23), then we add the resulting inequalities
and use the monotonicity of the operator P to find that

〈g(t, xn(t), un(t))− g(t, x(t), ũn(t)), un(t)− ũn(t)〉 ≤ 0.

This inequality combined with assumption (6) on g shows that

mg‖un(t)− ũn(t)‖2V ≤ 〈g(t, xn(t), un(t))− g(t, xn(t), ũn(t)), un(t)− ũn(t)〉
≤ 〈g(t, x(t), ũn(t))− g(t, xn(t), ũn(t)), un(t)− ũn(t)〉
≤ Lg‖x(t)− xn(t)‖E‖un(t)− ũn(t)‖V

and, therefore, writing ‖un(t)− u(t)‖V ≤ ‖un(t)− ũn(t)‖V + ‖̃un(t)− u(t)‖V yields

‖un(t)− u(t)‖V ≤ Lg
mg

‖x(t)− xn(t)‖E + ‖̃un(t)− u(t)‖V . (37)

On the other hand, using (9) and (21) we obtain that

‖xn(t)− x(t)‖E ≤ MA

∫ t

0
‖f (s, xn(s), un(s))− f (s, x(s), u(s))‖E ds

where MA is a positive constant such that ‖S(s)‖L(E) ≤ MA for all s ∈ [0,T]. Using now
assumption (4) and inequality (37) we find that

‖xn(t)− x(t)‖E ≤ MA

∫ t

0
ψ(s)‖̃un(s)− u(s)‖V ds + MA

∫ t

0
ψ(s)

(
1 + Lg

mg

)
‖xn(s)− x(s)‖E ds.

We now use the Gronwall inequality to deduce that there exists a positive constant C0 which does not
depend on n such that

‖xn(t)− x(t)‖E ≤ C0

∫ t

0
ψ(s)‖̃un(s)− u(s)‖V ds.

This inequality combinedwith the convergence ũn(s) → u(s) inV, for all s ∈ [0,T], the boundedness
result obtained in the proof of Step (i) and the Lebesgue convergence theorem implies that

lim sup ‖xn(t)− x(t)‖E ≤ C0

∫ t

0
limψ(s)‖̃un(s)− u(s)‖V ds = 0.

Therefore, we deduce that

xn(t) → x(t) in E, as n → ∞. (38)

On the other hand, inequality (37), the convergence ũn(t) → u(t) in V obtained in Step (iii) and the
convergence (38) show that

un(t) → u(t) in V , as n → ∞. (39)

The convergence (22) is now a direct consequence of (38) and (39) and this concludes the proof. �
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4. Relevant particular cases

In this section we present some particular cases which lead to relevant consequences of Theorem 3.1.
To this end, below in this sectionwe assume that (3)–(8) hold andwedenote by (x, u) themild solution
of Problem P provided by Theorem 2.6. Recall that this solution satisfies

x(t) = S(t)x0 +
∫ t

0
S(t − s)f (s, x(s), u(s)) ds ∀ t ∈ [0,T], (40)

u(t) ∈ K, 〈g(t, x(t), u(t)), v − u(t)〉 + ϕ(v)− ϕ(u(t)) ≥ 0 ∀ v ∈ K, t ∈ [0,T]. (41)

(a) The case whenKn does not depend on n. In this case we can take K̃ = Kn to deduce the following
consequence of Theorem 3.1.

Corollary 4.1: Assume that (3)–(8), (17), (18), (20) hold and, moreover, assume that there exists a
convex closed subset K̃ of V such that K ⊂ K̃ and (19)(c), (d) hold. Then, for each n ∈ N, there exists a
unique couple of functions (xn, un) ∈ C([0,T];E)× C([0,T]; K̃) such that

xn(t) = S(t)x0 +
∫ t

0
S(t − s)f (s, xn(s), un(s)) ds ∀ t ∈ [0,T], (42)

un(t) ∈ K̃, 〈g(t, xn(t), un(t)), v − un(t)〉 + 1
ρn

〈Pun(t), v − un(t)〉

+ ϕ(v)− ϕ(un(t)) ≥ 0 ∀ v ∈ K̃, t ∈ [0,T]. (43)

Moreover, the convergence (22) holds, for any t ∈ [0,T].

Note that in the particular case when K̃ = V , Corollary 4.1 represents themain convergence result
obtained in [17]. In this case inequality (42) is an unconstrained variational inequality. In contrast,
in Corollary 4.1 the set K̃ could be different from the whole space V and inequality (42) could be a
time-dependent variational inequality with constraints. In this general case Corollary 4.1 shows that
the solution of the differential variational inequality (40)–(41), governed by the set of constraints K,
can be approached by the solution of the differential variational inequality (42)–(43), governed by a
different set of constraints K̃, as the penalty parameter ρn is small enough.

(b) The case when Kn
M−→ V and P is a particular penalty operator of K. Assume that the sets

Kn satisfy the following condition.{
For each u ∈ V , there exists a sequence {un} such that
un ∈ Kn for each n ∈ N and un → u in V .

(44)

Note that this assumptions implies that Kn
M−→ V as n → ∞ and, therefore, it guarantees that

condition (19)(a)(b) are satisfied with K̃ = V .
Let IV : V → V be the identity map on V, PK : V → K the projection operator of K, J : V → V∗

the normalized duality map on V and let P be the operator defined by

P : V → V∗, P = J(IV − PK). (45)

Then, it is well known that P is a penalty operator on K, see [21, Proposition 1.3.27]. We use
Definition 2.2 to see that in this case conditions (18) and (19)(c) are satisfied. We claim that con-
dition (19)(d) holds, too. Indeed, assume that u ∈ V is such that 〈Pu, v − u〉 = 0 for all v ∈ K.
Then, taking v = PKu in the previous equality we obtain that 〈J(u − PKu),PKu − u〉 = 0 and, since
〈J(w),w〉 = ‖w‖2X for all w ∈ V , we deduce that u = PKu. This implies that u ∈ K and concludes the
proof of the claim.
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The ingredients presented above allow us to deduce the following consequence of Theorem 3.1.

Corollary 4.2: Assume that (3)–(8), (16), (17), (20), (44) and (45) hold. Then, for each n ∈ N, there
exists a unique couple of functions (xn, un) ∈ C([0,T];E)× C([0,T];Kn) such that

xn(t) = S(t)x0 +
∫ t

0
S(t − s)f (s, xn(s), un(s)) ds ∀ t ∈ [0,T], (46)

un(t) ∈ Kn, 〈g(t, xn(t), un(t)), v − un(t)〉 + 1
ρn

〈Pun(t), v − un(t)〉

+ ϕ(v)− ϕ(un(t)) ≥ 0 ∀ v ∈ Kn, t ∈ [0,T]. (47)

Moreover, the convergence (22) holds, for any t ∈ [0,T].

A first example of sets Kn which satisfies condition (44) is provided by the closed balls
Kn = { v ∈ V : ‖v‖V ≤ n }. Indeed, for each u ∈ V consider the sequence {un} ⊂ V defined by

un =
⎧⎨⎩u if ‖u‖V ≤ n,
n

u
‖u‖V if ‖u‖V > n

It is easy to see that un ∈ Kn for each n ∈ N and un → u inV. A second example is obtained by taking
Kn = V . Note that in the first example condition K ⊂ Kn holds if K is a bounded sequence and n is
large enough. This inclusion is obviously satisfied if Kn = V .

Remark 4.3: We end this section with the remark that Corollary 4.2 still holds if we replace
assumption (45) with its more general version

P is a penalty operator for the set K. (48)

Indeed, (48) and Definition 2.2 imply that conditions (18) and (19)(c) hold. Moreover, since K̃ = V ,
inequality (28) imply the regularity (30) and, therefore, in this case Theorem 2.6 still holds without
condition (19) (d). We can use this version of Theorem 2.6 to prove that Corollary 4.2 holds under
the assumptions mentioned above. In this way we recover, once more, the main convergence result
obtained in [17], in the particular case when Kn = V , for each n ∈ N.

5. An example

The abstract results presented in Sections 3 and 4 can be used in the study of various initial and bound-
ary problems arising in Physics, Mechanics and Engineering Sciences. A large number of examples
can be considered. Nevertheless, to keep the paper in a reasonable length, in this section we restrict
ourselves to present only a purely academic example.

Let� be a bounded domain ofRd (d ∈ N)with a smooth boundary 	, divided in twomeasurable
parts	1 and	2, such thatmeas	1 > 0. LetT> 0 be a finite interval of time.We denote by z ∈ � ∪ 	
the spatial variable, by t ∈ [0,T] the time variable and by ν the outward unit normal at 	. With these
notation we consider the following parabolic-elliptic problem.

ProblemQ. Find x : �× [0,T] → R and u : �× [0,T] → R such that

x′(z, t)−�x(z, t) = e(z, t, x(z, t), u(z, t)) in�× [0,T], (49)

x(z, t) = 0 on 	 × [0,T], (50)
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x(z, 0) = x0(z) in�, (51)

u(z, t) ≥ k,
−�u(z, t)+ β(z)u(z, t) ≥ h(z, t, x(z, t)),(
u(z, t)− k

)(
�u(z, t)− β(z)u(z, t)+ h(z, t, x(z, t))

) = 0

⎫⎬⎭ in�× [0,T], (52)

u(z, t) = 0 on 	1 × [0,T], (53)∣∣∣∂u(z, t)
∂ν

∣∣∣ ≤ φ(z),

−∂u(z, t)
∂ν

= φ(z)
u(z, t)
|u(z, t)| if u(z, t) �= 0

⎫⎪⎬⎪⎭ on 	2 × [0,T]. (54)

In the study of Problem Q we use standard notation for Lebesgue and Sobolev spaces. Moreover,
we consider the space

V = { v ∈ H1(�) : v(z) = 0 a.e. z ∈ 	1 } (55)

endowed with the inner product

(u, v)V =
∫
�

∇u · ∇v dx (56)

and the associated norm ‖ · ‖V . It is well known that (V , ‖ · ‖V) is a Hilbert space. Moreover, as usual,
we use V∗ for the dual of V and 〈·, ·〉 for the duality pairing mapping between V∗ and V.

We now consider the following assumptions on the data.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

e : �× [0,T] × R × R → R is such that :
(a) for all (s, r) ∈ R

2, the function (z, t) → e(z, t, s, r)
is measurable on�× [0,T];

(b) there exists two positive functions
θ ∈ L1(�× (0,T)) and ψ ∈ L1(0,T) such that
|e(z, t, 0, 0)| ≤ θ(z, t),
|e(z, t, s1, r1)− e(z, t, s2, r2)| ≤ ψ(t)(|s1 − s2| + |r1 − r2|),
for a.e. z ∈ �, t ∈ [0,T] and all (s1, r1), (s2, r2) ∈ R

2.

(57)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

h : �× [0,T] × R → R is such that :
(a) the function z → h(z, 0, 0) is belongs to L2(�);
(b) there exists a constant Lh > 0 such that

|h(z, t1, s1)− h(z, t2, s2)| ≤ Lh(|t1 − t2| + |s1 − s2|),
for all t1, t2 ∈ [0,T], s1, s2 ∈ R, a.e. z ∈ �.

(58)

β ∈ L∞(�), β(z) ≥ 0 a.e. z ∈ �, (59)

φ ∈ L2(	2), φ(z) ≥ 0 a.e. z ∈ 	2, (60)

x0 ∈ L2(�), (61)

k > 0. (62)

Under these assumptions, let A : D(A) ⊂ L2(�) → L2(�), f : [0,T] × L2(�)× V → L2(�),
K ⊂ V , g : [0,T] × L2(�)× V → V∗ and ϕ : V → R be defined as follows:

D(A) = H2(�) ∩ H1
0(�) ⊂ L2(�), Ax = �x ∀ x ∈ D(A), (63)

f (t, x, u)(z) = e(z, t, x(z), u(z))

∀ t ∈ [0,T], x ∈ L2(�), u ∈ V , a.e. z ∈ �, (64)
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K = { u ∈ V : u(z) ≥ k a.e. z ∈ � }, (65)

〈g(t, x, u), v〉 =
∫
�

∇u · ∇v dz +
∫
�

βuv dz −
∫
�

h(t, x)v dz

∀ t ∈ [0,T], x ∈ L2(�), u, v ∈ V , (66)

ϕ(u) =
∫
	2

k|u| da ∀ u ∈ V . (67)

We now perform integration by parts and use the previous notation to deduce the following
variational formulation of ProblemQ.

ProblemQV . Find x : [0,T] → E and u : [0,T] → V such that

x′(t) = Ax(t)+ f (t, x(t), u(t)) a.e. t ∈ [0,T], (68)

u(t) ∈ K, 〈g(t, x(t), u(t)), v − u(t)〉 + ϕ(v)− ϕ(u(t)) ≥ 0 ∀ v ∈ K, t ∈ [0,T], (69)

x(0) = x0. (70)

It is well known that the operator A defined by (63) satisfies condition (3) on the space E = L2(�)
(see [20], for instance). Therefore, following Definition 2.5 we can consider the concept of mild solu-
tion for the differential variational inequality (68)–(69). Moreover, we have the following existence
and uniqueness result.

Theorem 5.1: Assume that (57)–(62) hold. Then Problem QV has a unique mild solution
(x, u) ∈ C([0,T]; L2(�))× C([0,T];K).

Proof: The proof of Theorem 5.1 can be obtained by using Theorem 2.6 with E = L2(�), V defined
in (55), (56) and A, f, h, K, g, ϕ given by (63)–(67). Indeed, it is easy to check that in this case condi-
tions (3)–(8) are satisfied. The details of the proof are similar to those presented in [17] and, therefore,
we omit them. �

Next, for each n ∈ N we consider the following initial and boundary value problem.
Problem Qn. Find xn : �× [0,T] → R and un : �× [0,T] → R which satisfy (49)–(51),

(53)–(54) and, moreover

un(z, t) ≥ kn,

�un(z, t))+ h(z, t, xn(z, t)) = β(z)un(z, t)+ 1
ρn

p(z, un(z, t)− kn)

⎫⎬⎭ in�× [0,T]. (71)

A brief comparison between ProblemsQ andQn reveals the fact that in Problem Pn we replaced
the conditions (52) with conditions (71). There, ρn > 0, kn ∈ R and p is a function assumed to have
the following properties.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p : �× R → R is such that
(a) |p(z, r)− p(z, s)| ≤ Lp|r − s|

for all r, s ∈ R, a.e. z ∈ �, with Lp > 0;
(b) (p(z, r)− p(z, s)) (r − s) ≥ 0

for all r, s ∈ R, a.e. z ∈ �;
(c) z → p(z, r) is measurable on� for all r ∈ R;
(d) p(z, r) = 0 if and only if r ≥ 0, a.e. z ∈ �.

(72)
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A typical example of such function is given by

p0(z, r) = −cr− for all r ∈ R, z ∈ �
where c> 0 and r− represents the negative part of r, i.e. r− = max {−r, 0}.

Let k̃ ∈ R and assume that

k̃ ≥ kn ≥ k for all n ∈ N, (73)

kn → k̃ as n → ∞. (74)

We now define the sets K̃, Kn and the operator P : V → V∗ by equalities

K̃ = { u ∈ V : u(z) ≥ k̃ a.e. z ∈ � }, (75)

Kn = { u ∈ V : u(z) ≥ kn a.e. z ∈ � } ∀ n ∈ N, (76)

〈Pu, v〉 =
∫
�

p(u − k)v dz ∀ u, v ∈ V . (77)

Then, the variational formulation of ProblemQn, is the following
ProblemQV

n . Find x : [0,T] → E and u : [0,T] → V such that

x′
n(t) = Axn(t)+ f (t, xn(t), un(t)) a.e. t ∈ [0,T], (78)

un(t) ∈ Kn, 〈g(t, xn(t), un(t), v − un(t)〉 + 1
ρn

〈Pun(t), v − un(t)〉

+ ϕ(v)− ϕ(un(t)) ≥ 0 ∀ v ∈ Kn, t ∈ [0,T], (79)

xn(0) = x0. (80)

Our main result in this section is the following.

Theorem 5.2: Assume that (57)–(62), (72)–(74), (17) and (20) hold. Then, for each n ∈ N, there exists
a unique mild solution (xn, un) ∈ C([0,T];E)× C([0,T];Kn) to Problem QV

n ; Moreover the solution
converges to the mild solution (x, u) of ProblemQV obtained in Theorem 5.1, i.e.

(xn(t), un(t)) → (x(t), u(t)) in L2(�)× V as n → ∞, (81)

for all t ∈ [0,T].

Proof: We use Theorem 3.1 on the spaces E = L2(�) and V given by (55), with
notation (63)–(67), (75)–(77). First, we note that assumption (73) implies that condition (16)
and (19)(a) are satisfied. Second, using the properties (72) of the function p it is easy to see that the
operator (77) satisfies condition (18). Next, using assumption (73) we deduce that Kn = kn

k̃
K̃ which

implies that condition (19)(b) holds, too.
Assume now that u ∈ K̃ and v ∈ K. Then, using (72) we see that

p(u − k)(v − k) ≤ 0 and p(u − k)(k − u) ≤ 0 a.e. in� (82)

which imply that p(u − k)(v − u) ≤ 0 a.e. in�. We conclude from here that∫
�

p(u − k)(v − u) dz ≤ 0

and, therefore, condition (19)(c) holds.
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Next, we assume that u ∈ K̃ and 〈Pu, v − u〉 = 0 for all v ∈ K, which implies that∫
�

p(u − k)(u − k) dz =
∫
�

p(u − k)(v − k) dz ∀ v ∈ K. (83)

We now use inequalities (82) to deduce that∫
�

p(u − k)(u − k) dz = 0. (84)

Therefore, the implication

h ≥ 0,
∫
�

h dz = 0 =⇒ h = 0 a.e. on� (85)

combined with (82) and (84 ) shows that p(u − k)(u − k) = 0 a.e. in�. This equality together
with condition (72)(d) implies that u ≥ k a.e. in�. Therefore, u ∈ K, which shows that
condition (19)(d) holds.

Recall that, by hypothesis, (17) and (20) hold. Moreover, the validity of the rest of conditions in
Theorem 3.1 follows from the proof of Theorem 5.1. We are now in a position to use Theorem 3.1 in
the study of Problems P and Pn to conclude the proof. �
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