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Abstract—Protecting information systems against intruders’
attacks requires utilising intrusion detection systems. Over the
past several years, many open-source intrusion datasets have been
made available so that academics and researchers can analyse and
assess various detection classifiers’ effectiveness. These datasets
are made available with a full complement of illustrative network
features. In this research, we investigate the issue of Network
Intrusion Detection (NID) by utilising an Internet of Things
(IoT) dataset called Bot-IoT to evaluate the detection efficiency
and effectiveness of five different Ensemble Learning Classifiers
(ELCs). Our experiment’s results showed that despite all ELCs
recording high classification metric scores, CatBoost emerged as
the ELC that performed the best in our experiment in terms of
Accuracy, Precision, F1-Score, Training and Test Time.

Index Terms—Network Intrusion Detection, Machine Learn-
ing, Ensemble Learning Classifiers, CatBoost, IoT.

I. INTRODUCTION

Our everyday lives are becoming increasingly intertwined
with vast amounts of data thanks to the fast expansion of
information technology. Cisco has projected that IP traffic is
expected to expand from 120 exabytes per month in 2017
to 400 exabytes per month in 2022 [1]. Increased network
traffic has led to a growth in the amount of cyberattack-
related risks, which have become more diverse. The word
“cyberattack” is often used to describe an uninvited attempt
to threaten, disable, damage, steal, or otherwise compromise
another party’s information assets. Many businesses now rely
on network intrusion detection systems (NIDS) to keep their
networks safe. Security measures such as firewalls, virus pro-
tection, data encryption, and user authentication are essential
but not sufficient to protect computers and networks from
today’s threats. In the face of these issues, intrusion detection
systems (IDS), a Machine Learning (ML) based method, and
the aforementioned security measures can work together [2].

An IDS monitors and analyses network traffic in real-time
to detect latent data anomalies. IDSs may be divided into
two categories based on their detection philosophy [3]. The
first one is Signature-based intrusion detection which uses
predefined attack signatures to characterise intrusion attempts
on the network. As such, this approach cannot detect new
attacks [4]. On the other hand, anomaly-based detection may
uncover previously undisclosed attacks by analysing network
data for anomalies using machine learning algorithms. An
anomaly is an incident or behaviour that is out of the ordinary.

Many studies [5]–[8] have focused on enhancing the accuracy
and efficiency of IDSs. Anomaly-based IDS has been widely
implemented and is now the primary focus of IDS research
due to its promising efficacy.

In recent years, machine learning algorithms such as De-
cision Tree, Random Forest, Support Vector Machine (SVM),
and Neural Networks have been applied to intrusion detection.
However, each algorithm has its advantages and downsides.
Classifiers that work well to detect a particular attack may
not work well for another. According to several previous re-
search publications [9]–[11], there are still certain drawbacks,
no matter the pre-processing or feature selection methods
used alongside the classifiers. The ML architecture for IDS
continuously grows into increasingly complex classifiers to
increase its efficacy. Ensemble Learning Classifiers (ELCs) for
classification are an example of improving the coherence and
competence of detecting intrusions. The approach has become
more popular than the use of single classifiers. To compensate
for the deficiencies of the weak classifiers, it combines them
to build a powerful learner. The ELCs are better options over
single classifiers since they produce better performance.

This paper evaluates the performance of five Ensemble
Learning Classifiers on the Bot-IoT dataset [12], an IoT dataset
to test for multiclass classification performance. CatBoost,
Random Forest, LightGBM, and XGBoost are the ELCs
employed in this investigation. The two primary focuses of
this study are detection effectiveness and speed. Smart homes,
smart cities, and smart transportation systems are among the
many applications for the Internet of Things (IoT) we looked
at in our research. However, IoT security protection is still
lacking compared to traditional network applications. We test
the detection abilities of the five ELCs on the IoT dataset’s
network categories [12]. Our experiment findings indicate that
CatBoost is able to give the best classification result compared
to other ELCs. CatBoost also trained and tested the dataset in
the shortest time, making it a superior ELC over the other
ELCs in our study.

The remainder of this paper is organised as follows. Section
II overviews some of the most recent NID ensemble ML clas-
sifier experiments. Section III introduces our experiment IoT
dataset, Ensemble Learning Classifiers, as well as our research
strategy and experiment design. Comparing the performance
outcomes among ELCs is the focus of Section IV. The latter



part of Section V consists of some critical observations and
concludes this study.

II. RELATED WORKS

The idea behind the ’Ensemble Learning’ approach is to
combine data mining and machine learning into one single pro-
cess [13]. For classification, this study used ensemble learners,
a collection of individual learning techniques known as weak
learners. Classifiers with little learning potential are brought
together and taught as a group to get better classification
results [14]. Most academics and researchers working on ML-
related research are now employing ELCs in their work as
they have shown more remarkable results than single learning
classifiers. The capacity of the base learning techniques to
deliver increased safety through enhanced intrusion detection
may be improved by utilising ensemble learning methods.
Verma et al. [15] conducted research comparing the effects
of applying single learning and ensemble learning classifiers
using open datasets. When compared to the results of the
single learning classifiers, the ensemble learners produced
much better results. Nevertheless, the purpose of this study is
to conduct a comparative analysis by making use of a diverse
range of ELCs. In the following, we review some state-of-the-
art studies that have applied ELCs on network datasets in their
work.

Bansal and Kaur [16] analysed XGBoost-based tuning for
classification in NID. A robust and efficient intrusion detec-
tion classifier, XGBoost, was employed. XGBoost, AdaBoost,
NB, MLP, and kNN classifiers for binary and multiclass
classification were also tested using the CICIDS2017 dataset
Distributed Denial of Service (DDoS attack types only). Using
the XGBoost classifier, 91.36% and 99.54% of binary classes
were correctly classified. However, the average class error rate
for both classifications was high.

Six supervised ML classifiers for multiclass classification
were examined by Obeidat et al. [17] to evaluate their ability
to detect attacks on the KDD99 dataset. Only 60,000 randomly
generated KDD99 test sets were utilised in the investigation.
Random Forest was more effective in the classification inves-
tigation than the other options, with 93.78% accuracy. J48,
a variant of the Decision Tree classifier, had a precision of
93.11%, whereas Random Tree had a precision of 90.58%.

Larriva-Novo et al. [18] investigated the performance of
a set of single learners on the UNSW-NB15 dataset, from
which seven best-performing learners are used to form the
base learners. The learners are combined using XGBoost as
the meta-learner for the final classification. In the evaluation,
Synthetic Minority Oversampling Technique (SMOTE) is also
used to balance the dataset records, and the correlation Kendall
coefficient feature selection technique is applied to remove
redundant features. The study shows improved performance
after dataset records are balanced using SMOTE.

Using the NSL-KDD dataset, Rajadurai and Gandhi [19]
aimed to demonstrate that ensemble classifiers can success-
fully identify network attacks. Gradient Boosting and RF
classifiers form the base learner of the proposed ensemble

classifier. As a result, the ensemble classifier correctly clas-
sified 91.16% of the instances. In other network categories,
however, recall and detection rates were poor, decreasing the
classifier’s ability to detect anomalies.

A stacked ensemble learner with feature selection technique
is proposed by Shi et al. [20]. A fusion of two classifiers,
namely Extreme Tree Classifier and QDA, is used to obtain
the learning result, and KDD99 as well as NSL-KDD datasets
are used for the testing. Their experiment results show that
the proposed learner maintained a stable performance on both
datasets and higher accuracy than other classifiers. Addition-
ally, the development time of the learner is improved due to the
application of the feature selection. However, non-IoT datasets
were used in evaluating the ELC.

Non-IoT dataset classification has been the primary focus of
much of the work, with many algorithms reporting significant
false-positive rates and computation times. In some research,
neither the classification task type nor the experiment duration
is specified. In addition, we discovered that most research
evaluating the effectiveness of various ML classifiers on the
Bot- IoT dataset employed the binary or 5-class category [21]–
[23]. In this work, we apply multiple ELCs to classify the Bot-
IoT dataset instances to assess their classification effectiveness
alongside their training and test time.

III. IOT NETWORK INTRUSION DETECTION BASED ON
ENSEMBLE LEARNER

In the following, we shall introduce the experimental dataset
and the ELCs1. Data description, dataset preparation, and
experiment setup shall be covered in this section.

A. The Dataset and Pre-processing

We shall use the Bot-IoT dataset [12] created by Koroniotis
et al. for our experimentation. The dataset has four csv files
that hold the training and test sets. The instances of the dataset
have the labels ”attack” (two network classes), ”category” (five
network classes), and ”subcategory” (11 network classes). In
addition, 43 network features are contained in the dataset.
Table I illustrates the distribution of the dataset instances
utilised in this experiment.

The Bot-IoT dataset was compiled in the Cyber Range Lab
at UNSW Canberra using real and simulated IoT network
traffic and various attacks. To accomplish this, a realistic
testbed environment with typical and variant botnet anomalies
was designed to collect extensive network data (Denial of
Service, Distributed Denial of Service, Information Gathering
and Information Theft). Data Exfiltration (DE), DoS-HTTP
(DH), DDoS-HTTP (DDH), Keylogging (KL), OS Fingerprint
(OSF), and Service Scan (SS) were the subcategory anomaly
types of the variants. The bulk of network data consists of
DoS-UDP (DU), DoS-TCP (DT), DDoS-UDP (DDU), and
DDoS-TCP (DDT), whilst the remainder consists of all other
network data.

1The source code is available at https://github.com/cfoh/IoT-Network-
Intrusion-Detection-with-Ensemble-Learners



TABLE I
SUMMARY OF THE DATASET INSTANCES

Category Subcategory Instances

Denial of Service (DoS)
DU 1032961
DT 615800
DH 1485

Distributed DoS
DDU 576876
DDT 348751
DDH 989

Information Gathering SS 64280
OSF 17780

Information Theft KL 73
DE 6

Normal Normal 477

Class Distribution Attack Normal: 477 (0.02%)
Anomaly: 2,659,001 (99.98%)

Total Number of All Instances 2,659,478

We noticed that not all features were essential for net-
work classification during preprocessing. flgs, daddr, pkSeqID,
proto, saddr and state were eliminated in particular. We
observed that flgs, proto and state store the same information
as flgs number, proto number and state number, respectively.
daddr, pkSeqID and saddr were eliminated since they are
device-specific.

The subcategory name is converted to integer values ranging
from 0 to 10, encompassing all 11 network categories, as the
scope of our study includes all network dataset instances.
Additionally, the dataset was split into 80 percent and 20
percent, as in the work of Churcher et al. [24], eighty percent
of the data is utilised for training, while the remaining twenty
percent is used to test the classifiers. We also do min-max
scaling normalisation to address skewness in the features by
scaling to the range of 0 to 1.

B. Ensemble Learning Classifiers (ELCs)

The basic principle of the ensemble learning classifiers is
to aggregate weak learners to create a strong learner [25].
The ELC uses a two-tier classification approach, with base
learners classifying cases at the first level. The meta-learner
then identifies and learns the outputs of the base learners.
Before giving the final classification, the second-level classifier
resolves the losses of the previous level [26]. Bagging, Boost-
ing, and Stacking are three classification techniques based
on ensemble learning. In this work, we focus on variants of
bagging and boosting ELCs. A brief overview of some popular
ELCs is given as follows.

1) AdaBoost: AdaBoost [27] is an iterative classifier that
combines many weak classifiers into a single robust classifier.
This classifier’s central concept is to train many weak clas-
sifiers on the same training data. This classifier modifies the
sample weight based on the outcome of each training and the
accuracy of the last overall classification and then trains the
next weak classifier with the new data. AdaBoost computes
the accuracy of the weak classifiers and combines them into
a robust classifier for the final decision. When a given set of
conditions are satisfied, the iterative process ends.

2) LightGBM: LightGBM [28] is a Gradient-Boosted De-
cision Trees (GBDT) classifier incorporating gradient-based
one-Side sampling (GOSS) and mutually exclusive feature
bundling (EFB). The earlier GBDT classifier has a more
extended training period, with establishing the appropriate split
point accounting for most of the time. LightGBM employs
the histogram approach for feature selection and segmentation
point determination to address this issue. This approach bins
the original continuous feature values and builds the classifier
using these bins. The histogram drastically decreases the time
required to choose split points and enhances a classifier’s
training and prediction efficiency.

3) Random Forest: Random Forest (RF) [29] is an en-
semble of untrimmed classification or regression trees. It is
currently the most accurate data mining method, especially
for massive datasets with several attributes. The random forest
produces several classification trees. Using a tree classification
classifier, a separate bootstrap sample from the original data is
used to generate each tree. After the forest has been created, a
new item requiring classification is placed on each tree. Each
tree casts a vote indicating its decision on the instance’s class.
The forest selects the class with the highest number of votes
for an instance for its final classification decision.

4) CatBoost: CatBoost [30] is an open-source machine
learning library created in 2017 by the Russian search engine
Yandex. As with the well-known XGBoost and LightGBM,
it belongs to the Boosting family. It has a rapid learning
rate and performs well with numeric, category, and textual
data. CatBoost overcomes the problems of gradient bias and
prediction shift in the Boosting family classifier, improving
prediction accuracy and partially resolving the overfitting
issue. In addition, CatBoost can efficiently and adequately
analyse discrete data. Unlike previous classifiers, it has GPU
support, and visualisation features.

5) XGBoost: XGBoost [31] was created in 2014 by Tianqi
Chen, and it is a GBDT version that has been tweaked
to boost speed and prediction performance. It is a scalable
approach compatible with R, Python, Hadoop, Scala, and
Julia. XGBoost includes a number of parameters that decrease
overfitting and boost overall performance. Thus, it delivers
precision, practicability, and efficacy. It can run automatically
in parallel on Windows and Linux and is up to ten times
quicker than conventional GBDT.

All experimental simulations were conducted on a 64-
bit Windows 11 computer using Python. Other PC features
include 8GB RAM and an Intel Core i7-8550U processor run-
ning at 1.80 GHz. In addition, the ML classifiers were created
with the Scikit-Learn toolkit. This was done in the Anaconda
Navigator GUI environment using the Jupyter Notebook IDE.

IV. PERFORMANCE EVALUATION

This section discusses the detection performance of the
ELCs implemented in our experiment. Five ELCs were in-
vestigated in this paper. The investigation was accomplished
using Accuracy, Precision, Recall, F1-Score, Training, and
Test Time.



TABLE II
COMPREHENSIVE COMPARISON BETWEEN ALL THE ELCS (METRICS ARE IN %)

Classifier Accuracy Precision Recall F1 Train (sec) Test (sec)
AdaBoost 99.91 81.77 81.56 81.66 735.21 14.10
LightGBM 96 44 43 43 575.40 66.29

RF 98.94 52.22 53.11 52.63 286.11 9.28
CatBoost 99.99 99.89 99.73 99.81 229.42 1.84
XGBoost 99.99 99.70 99.84 99.77 4979.86 24.74

We evaluated the performance of five ELC machine learning
classifiers on an IoT dataset to determine their efficacy and
detection speed. Table II summarises the performance of all the
five ELCs. The results revealed that all the evaluated classifiers
recorded over 95% overall classification accuracy, indicating
that they could classify most of the network instances cor-
rectly.

The CatBoost algorithm has the best training time, whereas
Random Forest needs more than four minutes for training. The
training period for the XGBoost classifier is around one hour
and forty-eight minutes, whereas the prediction test takes only
25 seconds. In terms of training time, we conclude that the
XGBoost classifier is the slowest, and the CatBoost classifier
is the quickest. The inference time or prediction test time is
crucial, as intrusion detection systems often operate in real-
time. A classifier with a lengthy prediction time will impede
the overall network’s performance. However, the CatBoost and
XGBoost classifiers reach the highest level of accuracy, far sur-
passing the LightGBM. The ELC with the worst performance
in terms of classification metrics is LightGBM, which had the
lowest score for every measure except training time. Regarding
training and evaluation time, CatBoost outperformed the other
classifiers in our experiment. Thus, we choose CatBoost as the
best classifier for the IoT dataset due to its fast training and
testing times and superior predicted accuracy.

Considering the overall results, CatBoost ELC is more ef-
fective and efficient than state-of-the-art ELCs in detecting IoT
network intrusions. Some of the advantages of the classifier
are its robustness, reducing the need for extensive hyper-
parameter tuning, lowering the chances of overfitting, and
providing state-of-the-art classification results. In addition, it
has a reduced pre-processing time as it can handle categorical
features automatically. These advantages explain why the
classifier can deliver the best classification result over other
ELCs in our experiment. However, we believe that removing
irrelevant features from the output variable should reduce the
training and test time while maintaining the same level of
detection performance.

V. CONCLUSION

This study examined the performance of five ensemble
learning classifiers for anomaly detection on an Internet of
Things dataset. According to our findings, CatBoost outper-
formed four other ELCs for the eleven multiclass network cat-
egories. CatBoost had the highest overall classification metric
scores and the shortest training and testing time among all five
ELCs. To further maximise the classification performance, we

Fig. 1. Time comparison between the 5 ELCs (metrics are in sec).

suggest advancing this work by experimenting with different
feature selection techniques on the dataset to evaluate further
the trade-off between training and testing computing resource
requirements. The five classifiers may also be assessed on
other IoT datasets containing more diverse attacks to further
evaluate their efficacy and efficiency.
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