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1 Introduction

Controlled Environment Agriculture (CEA) has been used in various forms as a means of protecting crops from
extremes of weather and other hazards. This protected environment also allows a space with precisely regulated
environmental and cultural variables to produce crops in a more efficient way. The grower can maintain and control
important crop-growth factors such as temperature, humidity, carbon dioxide, light, water and nutrients all year-
round.

Apart from the widespread use of greenhouses [1], CEA is also known as indoor agriculture or vertical farming
including soil-less farming techniques such as hydroponics [2], aeroponics [3] and aquaponics [4] with the possibility
of increased yield by optimizing environmental conditions and inputs [5][6][7][8].

Considering the energy efficiency aspect, CEA still has not a clear advantage over conventional/open agriculture
[6][7][9], but this can be partially attributed to the operation throughout the year in contrast with the periodical
outdoor cultivation [9]. However, current research is focusing on developing new techniques and automation proto-
cols utilizing the technological advance towards a more resource-efficient production [7][10], making CEA a more
sustainable agricultural choice, for many crops e.g. tomato, lettuce, strawberry etc.

The concept of CEA derives from the usage of advanced technology e.g., sensors and actuators, which are located
inside the structure to properly monitor the crop/microclimate interaction, control environmental parameters, and
manage cultivation factors. Many different types of sensors and IoT implementations were reported in the recent
literature [11][12][13][14][15]. In this way, data can be collected, analyzed and specific actions can be decided to
change the conditions inside the controlled environment [10], leading to a better yield compared to respective
outdoor cultivation [16].

Cultivation of mushrooms (e.g., Agaricus bisporus, Pleurotus ostreatus, Lentinula edodes among others) repre-
sents a special case of CEA, where agro-industrial residues are converted into high nutritious food under suitable
environmental conditions of temperature, humidity and carbon dioxide. Several species of the genus Pleurotus are
of particular interest since they can transform agricultural residues and agroforestry by-products into edible mush-
rooms. Nowadays, production of Pleurotus species amounts to ca. 30% of the total and corresponds to the fastest
growing and most profitable section of the mushroom market during the last two decades [17]. Pleurotus spp. are
commonly grown on pasteurized wheat or rice straw; however, they can be also cultivated on a wide variety of
lignocellulosic substrates whose disposal is problematic [18]. The production involves four main steps: preparation
of substrate, inoculation, incubation and fruiting, [18], that are highly dependent on environmental parameters,
mainly temperature, humidity and CO2 concentration in the growing rooms [19]. These factors exert a great effect
on both growth and yield, thus their precise monitoring, prediction and control is of paramount importance along
the mushroom production cycle from substrate preparation, to spawning and cultivation.

In recent years, technologies and tools used in agriculture are widely combined with, Internet of Things (IoT)[11],
Big Data (utilizing Cloud Computing) [20] and Artificial Intelligence (AI)[21]. Emerging processing techniques adopt
neural networks and deep learning approaches for providing new areas of application in the field of CEA [22]. The
overall aim of all these developments is to provide new opportunities in managing crops and optimizing production
processes. Technology can be applied for gathering data from vast networks in real-time, transmit these data to
Cloud, develop large data banks, undertake data analytics to deliver mined and collated data to growers and other
stakeholders in real-time.

A domain that excels in the presence of many available data is the domain of Machine Learning (ML). Many
different models have been implemented so far, which are able to process data and analyze complex tasks in a
better way than the commonly used simple sensors installations with human derived control rules or basic statistical
models for the existing actuators. CEA installations can be regarded as very complex systems [23], where the use
of more advanced mathematical algorithms in the form of ML models (e.g., Artificial Neural Networks, Random



Forest, Decision Trees, Support Vector Machines etc.), can be considered ideal for controlling the conditions of the
environment, predicting the climatic variables behavior and increasing the produced yield.

The use of ML models is being explored in CEA for many years now. However, in recent years, the use of Deep
Learning model in CEA applications is observed, as it can be seen in Figure 1. The aims of the researchers were to
utilize these models to predict either the changes in climatic variables of the controlled environment or to monitor
and predict the yield.

Fig. 1. Machine Learning vs Deep Learning studies per year in CEA bibliography.

Deep Learning models are more complex than the traditional ML models and require more resources and data
to be implemented. The observed trend indicates that users have at their disposal larger datasets which give them
the ability to train bigger and more complex models, in order to provide better solutions to the problems they try
to solve. A workflow for a complete ML implementation on CEA is shown in Figure 2.

Fig. 2. Workflow for ML implementation in CEA.
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Despite the increase in the use of ML models and the importance of mushrooms, to our best knowledge, a complete
data-driven ML approach on mushroom cultivation does not. A very interesting and relevant attempt without the
use of ML was made by Panayi et al. [24], for Agaricus bisporus mushroom yield prediction. The authors used
advanced regression techniques in order to capture the influence of environmental variables during the production
to the final yield produced. A very innovative aspect of their developed model was the ability to uniformly handle
timeseries data from the production with different lengths.

This review aims to collect and present the most important studies in controlled environments which used
Machine Learning and state-of-the-art Deep Learning models. The studies were selected based on the relevance
of the problems they tackled e.g., important environmental variables and yield prediction. Furthermore, cases of
environmental factors control with focus on the sensor installations are presented. Our ultimate goal is to create a
complete picture of the state-of-the-art uses of ML models in CEA, find the similarities and potential uses in the
mushroom case.

The remainder of this article is organized as follows. Section 2 presents the most important studies on CEA
that utilize ML models. In Section 3, details on the used models in the examined studies are provided. In Section
4 studies that focus more on the installation and control of the environment are presented. Finally, in Section 5 we
discuss future considerations based on the examined studies.

2 Machine Learning applications in CEA

The following collection of studies is the result of queries made on Scopus. Some of the terms used were “ma-
chine learning controlled environment agriculture” with many variations e.g., “deep learning controlled environment
agriculture”, “machine learning greenhouse agriculture”, “controlled environment/greenhouse yield prediction” etc.
From the queries made more than 150 papers were examined thoroughly in order to select the most prominent
regarding the algorithms used and the results produced.

When cultivating a crop, the main goal is to use the observed data to avoid conditions that could prove catas-
trophic for the cultivation and/or to act in time to improve even further the desired yield. With these notion in
mind, we can define two main categories for the application of Machine Learning in CEA:

1. Climatic Variables
2. Produced Yield

Each cultivated crop can be influenced by many environmental variables. Usually though, the most important
of them are selected and monitored throughout the cultivation. But simply monitoring the present status of the
controlled environment is not enough. In order to sustain the optimal conditions, the system must be proactive and
not reactive, as some plants are sensitive to even small fluctuations to their growing conditions. This makes necessary
the prediction of the future values of the climatic variables inside the controlled environment.

The final yield is strongly dependent on the climatic conditions of an installation. Establishing a correlation
between the growing conditions and the yield produce is a powerful tool in the hands of the producers.

Monitoring and predicting both categories can lead to even better results. The use of Machine Learning (ML)
algorithms and models becomes crucial if we take into consideration the complexity of these problems. In the recent
years, there have been many studies that implemented ML algorithms with the aim to increase the overall efficiency
of CEA. In our work, we have selected the most prominent studies found in bibliography that integrate the use of
ML algorithms to deal with the aforementioned categories. In Figure 3, the number of papers per year but also the
ML algorithm that was used.

It is obvious that the research and experiments on using ML to improve CEA has started almost 25 years ago.
However, the bulk of the research has been conducted in the last two years, as our technology and knowledge are
expanding. A very interesting observation is that in the last two years, new and more complex ML algorithms are
utilized to tackle the problems. Up until 2019, the models used were the Artificial Neural Network architecture and
simple regression, Bayesian and decision models. This seems to change from 2020 as a turn to more Deep Learning
architectures is made.
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Fig. 3. # of studies per ML model and year in CEA bibliography.

Another interesting perspective is shown in Figure 4, where the total research papers per ML algorithm is shown.

Fig. 4. # of papers per ML model in CEA bibliography.

We can see that the broad category of Neural Networks is dominating the preferences of the researchers. The
most used models are the Artificial Neural Networks and their variations. However, combining the second and third
places in the figure, the Deep Learning models surpass the ANNs. The preference for recurrent architectures has to
do with the timeseries nature of the data used, as they can deal in a better way with them than the ANNs. The
following chapter provides an overview of relevant research performed on the categories of environmental variables
and yield prediction.

2.1 Climatic Variables Control and Prediction

The most important climatic variables in CEA are the air temperature, the air humidity and the CO2 concentration.
Light radiation is also very important in all plants but in the mushroom case it has a secondary role. A compact
view of these variables can be seen in Table 1 In general, there has not been done any research on applying ML to
light intensity.
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Table 1. Table of ML research studies on CEA.

Variable Model Crop Performance Metric Author
R2 RMSE MAE

Air temperature (°C) Regressive Models Not defined 0.950 - - [25]

Air temperature(°C) -
Relative humidity (%)

ANN Not defined 0.977 1.81°C, 5.04% - [26]

Enthalpy(kJ/kg) -
(Air temperature + Relative humidity)

ANN Tomato 0.991 0.61 kJ/kg - [27]

Air temperature(°C) -
Relative humidity (%)

ANFIS1 (ANN) Tomato 0.975 1.19°C, 2.16% - [28]

Air temperature(°C) -
Relative humidity (%)

ANFIS1 (ANN) Stevia’s leaves 0.98 1.63°C 1.18°C [29]

Air temperature(°C) -
Soil temperature(°C) Dynamic Model No crop - 5.3°C, 3.45% - [30]

Air temperature(°C) -
Relative humidity (%)

LM-RBF (ANN) No crop - 9.99 ∗ 10−6°C, 9.91*10−6% - [31]

Air temperature(°C) -
Yield prediction(Weight g, Leaf area m3)

Banana - 0.5294g, 0.4583m3 0.466g, 0.2647m3 [32]

Air temperature(°C) -
Absolute humidity

LSTM No crop 0.998, 0.9979 0.11°C, 0.40% 0.16°C, 0.62% [33]

Air temperature(°C) -
Relative humidity (%)

ERNN (ANN) No crop - 0.147 0.102 [34]

Air/Soil temperature(°C) -
Relative Air/Soil humidity (%) -
CO2 concentration (ppm) -
Illumination (µmol/m2/s)

LSTM
tomato,

cucumber,
pepper

-
<0.6°C, <2%, -

<5ppm, <160µmol/m2/s
- [35]

CO2 concentration(ppm) -
Air temperature (K)

ANN No crop 0.97, 0.86 163ppm, 1.2K - [36]

CO2 concentration(µmol/mol) ANN No crop 0.97 19.9 - [37]

CO2 concentration(µmol/mol) LSTM Irwin mango 0.78 - - [38]

Yield prediction (Kg/m2) ANN Tomato 0.70 - - [39]

Yield prediction ANN + GA2 Tomato - - - [40]

Yield prediction (Kg/m2) Dynamic ANN Tomato 0.99 - 0.0697 [41]

Yield prediction (kg/10a) -
Plant Growth (plant height,
# leaves, leaf len./width, crown diam.)

Regressive Models Strawberry 0.99,>0.8 101.55, [0.2, 1.26] - [42]

Yield prediction - Plant Growth (mm/day) LSTM Tomato, Ficus - 0.047, 0.042(mm/day) 0.03, 0.03(mm/day) [43]

Yield prediction (g/m2) LSTM - TCN3 Tomato - 0.0026 0.0017 [44]

Plant Growth (stem diameter variations) WT-ED-LSTM-AM4 Ficus - 6.76 - [45]

1Adaptive Neuro-Fuzzy Inference System. 2Genetic Algorithm. 3Temporal Convolutional Network.
4Wavelet Transform (WV) Encoder-Decoder (ED) Attention Mechanism (AM).
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Variable Model Crop Performance Metric Author
R2 RMSE MAE

Water temperature (°C) Decision Trees water spinach 0.92847 0.0673 - [46]

Yield prediction (oz)
Deep ANN, RF, SVR,
Deep ANN+RF ensemble

garlic chives, basil, red chard,
rainbow chard, arugula mint

0.81 (ensemble) 0.316 (DANN) 0.18 (DANN) [47]

Plant Growth (image greenness) CNN green plants - - - [48]

Plant Health (image sickness area) CNN lettuce - - - [49]

Yield Prediction (grams) RF, SVM, LSTM, CNN
garlic chives, basil, red chard,
rainbow chard, arugula mint

0.752 (CNN) 7.9 (CNN) 4.537 (CNN) [3]
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Furthermore, in Table 1 we can see the models each study used and which was the crop under examination. For
an easy comparison the three most used Performance Metrics are presented, however, each study might also used
even more parameters to evaluate its results. The table, also, indicates the vast preference on the Neural Networks
in its vanilla form as well as in custom implementations. The same can be said for Deep Learning implementations.

Temperature/Humidity Prediction Two of the major climatic factors that influence the crop are the tempera-
ture and the humidity. They have a strong influence in all the stages of its production and if the both of them rise or
fall below an optimal range then the plant cannot develop properly and the crop will not reach the maximum yield
potential. Because both of them are influenced by each other and by other existing climatic factors, the developed
predictive models have as inputs various climatic variables of the controlled environment as well as of the natural
environment outside the installation.

One of the earliest studies to predict the air temperature was conducted by Frausto et al. [25]. For the tem-
perature prediction inside a unheated, naturally ventilated greenhouse, linear auto regressive models were used
(ARX,ARMAX). The models had as inputs variables from outside the installation namely air temperature, air rela-
tive humidity, global solar radiation and cloudiness of the sky. One of the conclusions of the study was that the linear
regression models were able to predict the temperature, except for ventilation periods, due to the highly non-linear
behavior of the system.

Salazar et al. [26] turned their attention to Artificial Neural Networks (ANNs) to predict the air temperature as
well as the humidity, because ANNs can deal with the non-linear relations existing between the climatic variables.
In this study three models were made, two for the separate estimation of the variables and one for their combined
calculation. All of the models outperformed related works with linear auto regressive models.

Salazar et al. [27] continued their work and implemented an approach to calculate temperature and humidity
simultaneously through enthalpy, a variable which provides a combined description of these two variables. For its
calculation an ANN model was selected with input variables of temperature, transpiration, ventilation and heating
system was selected.

López-Cruz and Hernández-Larragoiti [28] implemented Neuro-Fuzzy models to predict air temperature and
humidity. Even though humidity is a non-linear process the resulting model was simpler than that of the temperature.
The authors comment that despite the good results obtained, further investigations must be conducted to decide
if Neuro-Fuzzy models can be used for modelling and controlling variables more directly connected to the crops
cultivated inside the installation.

Guerrero-Santana et al. [29] used Neuro-Fuzzy models to predict independently from each other the inside
temperature and relative humidity. They implemented models with different input combinations and concluded that
the models which included past values of the predicting variable produced better results from those which didn’t
use them.

Mohammadi et al. [30] used first order differential equations which are derived from energy balances of soil
surface, inside air and roof cover. With this approach it was possible to model the heat transfer between elements
of the installation and predict the desired variables.

Yue et al. [31] experimented with the RBF neural network in order to predict the variables of temperature and
relative humidity inside the installation. The architecture of the RBF network provide more robustness in noisy data
compared with the ANN. Moreover the use of the Levenberg-Marquardt algorithm during the training deals with
the problem of local minimums and over-parameterization problems. This leads to the construction of an optimized
network that produced goof results in the prediction of the environmental variables under examination

Soundiran et al. [32] used ANN to predict the inside temperature of the installation and crop yield. Regarding the
temperature he started with a big fully connected ANN and applied the algorithm Optimal Brain Surgeon (OBS)
[50] in order to prune the network and find the optimal neural network topology that could generalize best. ANN
was also used to predict dry weight and leaf area of the crop, which are used to calculate the Net Assimilation
Rate (NAR). NAR helps in quantitative terms to interpret crop yields under different environments. To tackle the
problem of few training data in the yield prediction, the authors used the bootstrap ANN method to create a large
number of samples from the original data.

Gharghory [33] tested the LSTM architecture for timeseries prediction of temperature and relative humidity.
All the values are simulated from a greenhouse heating-cooling and ventilating (HCV) which takes into account
the structure and properties of the installation, as well as outside weather variables as disturbances. The predicted
values of the temperature and humidity are used as training and testing dataset for the selected LSTM network. The
author concluded that the LSTM outperforms outperforms other conventional neural networks in the literature.

Aytenfsu et al. [34] explored the Elman Recurrent Neural Network (ERNN) as an option to predict the inside
temperature and relative humidity of the installation based on data from outside. The difference of ERNN to the
vanilla ANN is the internal feedback loop in the hidden layer that act as an internal state which saves the state of
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the hidden layer of the previous time unit. The design of the network is optimised and the results of the study shows
that the selected networks is an efficient way to predict the target variables.

Liu et al. [35] explored the use of LSTM model for predicting six climate variables inside an greenhouse. The
LSTM had as input the previous values of these variables and predicted their future values. In contrast with other
studies which had one model per variable, this model produced the predictions for all variables at the same time.
The high non-linearity of the problem at hand was dealt successfully by the LSTM. The authors compare their
model with the RNN and GRU models. Both LSTM and GRU are variants of the RNN. The results showed that
overall the LSTM had the best performance, which improved further when more data where used for the training
of the model.

Taufiqurrahman et al. [46] tried to predict the future values of the water temperature of an aquaponic installation.
Two regression models were explored namely, Adaboost Regressor and Decision Tree Regressor. The results of the
study showed that the Adaboost Regressor, which is an ensemble model, produces better results and can predict
more accurately the future values of the temperature, with regard to the MSE and R2 metrics.

CO2 Concentration Prediction The concentration of CO2 inside a controlled environment is a very important
factor for the plant growth. CO2 is an essential component of photosynthesis and can be consider as a nutrient for
the plants. When existing in optimal levels it can increase the plant growth and ultimately the productivity and
yield of the installation. Monitoring, predicting and controlling the CO2 concentration is crucial.

Linker et al. [36] conducted one of the earliest studies where ANN was used for modelling and predicting variables
in a controlled environment. The authors made simplifications regarding the inputs and how they can affect the
predicting variables in order to produce simple ANN models, due to the fact that available data was sparse in
some parts of the input space. In this research it is shown that neural networks can be used instead of traditional
descriptive models of a controlled environment.

Moon et al. [37] investigated the ANN as a solution to prediction the CO2 concentration inside a greenhouse,
when using multiple environmental variables. These variables were the major factors that affect the growth of a
crop as well as the inside environment of an installation. The final estimations of the CO2 concentration were good,
showing that ANN is a valid approach for this problem. The authors noted that the ANN should be trained and
test more with real data from other installations or from simulated data.

Moon et al. [38] expanded their previous work with ANNs and experimented with the LSTM architecture,
utilizing the increasing deep learning trend on the domain. The model was fed with inputs of the inside and outside
environments with the aim to predict the CO2 concentration. The results showed an adequate performance and
the CO2 could be relatively well predicted. The author notes that for the improvement of the accuracy the time
interval of 10 minutes for the data sampling is too long and should be reduced. Furthermore, they states that plant
growth variables must be included as inputs to the model due to the fact that the plants act as a disturbance to the
installation’s environment that should be taken into account.

Finally, as has been described previously Liu et al. [35] have used the LSTM architecture to predict multiple
climatic variables at the same time, including the CO2 concentration of the installation.

2.2 Yield Prediction

The monitoring, predicting and controlling of the climatic factors inside a controlled environment is done with the
higher purpose of achieving the best yield possible. An interesting problem is to correlate the environmental variables
and their control with the yield. There have been many studies trying to predict the final yield from the climatic
variables throughout the growing period of the crops.

Ehret et al. [39] utilized an ANN model in order to predict in weekly and daily basis the variables of yield, crop
growth and water use in two greenhouses. Many models were created and tested with different input environmental
parameters, depending on their Coefficient of determination R2, in individual regression analysis wit the outputs.
One of the authors’ conclusions is that Radiation, Temperature and CO2 Concentration have a strong influence on
the output variables predicted.

Qaddoum et al. [40] in this work made a novel approach. The traditional ANN architecture is supplemented with
a Genetic Algorithm for the training and the optimization of the model. The author showed that the simple model
of ANN used up until then can be further improved with the used of specialized optimization algorithms and achieve
better results in comparison with other NN models.

Salazar et al. [41] in this study used a DANN to predict the yield based on external conditions. The DANN is a
modified version of a ANN with delays in its architecture that allows the model to use data and outputs of the past
for the new predictions. Even though the best results are obtained when using all the selected variables as inputs,
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this study showed that the yield can be sufficiently predicted with the use of the external condition variable of solar
radiation and the past yields produced.

Sim et al. [42] examined the relation between environmental variables and yield and plant growth through
regression analysis. The results show that both yield and plant growth can be predicted well from environmental
data. Moreover, the authors tested if the yield can be predicted from plant growth data and the final results indicated
that the appropriate method to predict the yield is with the use of environmental data.

Alhnaity et al. [43] author deployed an LSTM in order to predict the yield and the plant growth of tomato and
ficus respectively. The model’s predictions were based on environmental timeseries data combined with past yield
and plant growth. A comparison with other Machine Learning methods (Support Vector Regression and Random
Forest) was implemented and it showed that the selected approach outperformed them.

Alhnaity et al. [45] proposed a novel approach to timeseries prediction. The framework built from the authors
is comprised of four parts, each one contributing to the final prediction. The first part is comprised from a Wavelet
Transform, which main use is to decompose the data and eliminate the noise. The second part is an Encoder-Decoder
based on a LSTM network. This part is used to extract useful representation embeddings (feature extraction) which
will be used next for multi-step prediction. The next part is comprised from a LSTM for the prediction. The outputs
of the internal LSTM layers as well as its outputs are fed to the final part which is Attention Mechanisms. The final
part is used to model a respective long-term dependence and decide the importance of each step of the data sequence.
The previous four main parts of the architecture are followed by a single layer neural network which makes the final
prediction. The model is used to predict intervals of 1, 6 and 12 hours. The results are compared with results from
other state-of-the-art models (SVR, RF, MLP, GRU, LSTM) and are found to be better in all the examined metrics.

Gong et al. [44] combined the LSTM model with a TCN model in order to predict yield from past yield and
environmental variables. The LSTM is used to extract representative features from the input sequence. The TCN
further process the output of the previous part and extracts new features that are fed to a Fully Connected Network
which makes the final prediction of yield. The best architecture for the network is explored and then it is compared
to implementations of traditional machine learning and deep learning. The results indicate that the proposed method
outperforms the all the other models examined. Finally, an important conclusion made from the study is that the
historical yield is the most important factor for the future yield prediction.

Torres-Tello et al. [47] in this study experimented with three different Machine Learning/Deep Learning models,
namely SVR, RF and DNN, on six different crops, inside an aeroponic installation. Also, the examined the case
where the RF and DNN models are used as an ensemble model in order to further improve the results and tackle
the problem of bad generalization due to overfitting. This study showed that a yield prediction model on this type
of control environment is possible but the need for more data for the training are imperative.

The aim of Tenzer and Clifford [48] in this study was to determine the plant growth of the plants in a hydroponic
environment based on the extend of their green parts which is an indicator for the biomass of the plant. The machine
learning task falls into the category of image segmentation and object detection. The authors used in the form of
Encoder-Decoder state-of-the-art CNN architectures in order to find the green areas in the image. One strength
of the proposed method is that the models can find more green areas inside the images even though they are not
labelled as green during the labelling. Another interesting finding was that the method was greatly color-agnostic,
meaning that the models were able to identify leaves of the plants that are not green due to reflection (white) or
bad health (brown), meaning that a more complete image of the plant can be detected. Even though the available
dataset consisted of timeseries, the authors wanted to design a method applicable to non-timeseries data.

Pratame et al. [49] examined two state-of-the-art architectures in order to address the problem of unhealthy plant
detection in hydroponic farms. The images obtained where manually labelled and fed into the models with different
train/validation/test splits. The results showed that generally the YOLO architecture outperforms the Faster R-
CNN with Inception V2. The overall good results from both architectures signify that this is a good approach to
tackle this problem.

Torres-Tello and Ko [3] expanded their previous work [47], examining the more complex architectures of LSTM
and CNN and expanding the variables used as inputs. However, the interesting contribution of this study is the
attempt to interpret the features extracted from the models and how they affect the final prediction. To achieve
this, SHapley Additive exPlanations (SHAP) [51] was used, identifying the input variables of CO2 concentration
and Water Temperature to be the most important.

3 Machine Learning Models

In this section, the models that are used in the studies presented in the previous section are examined. These models
include the most important cases that are state-of-the-art and some simpler cases that were used when ML was
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starting to be utilized in CEA. With the aim to create a more complete understanding of their characteristic and
their use, brief but concrete descriptions are made.

3.1 Regression Models

Regression models are supervised learning models, that utilize the values of input variables in order to produce a
prediction/forecast value for the output variable. The model tries to find the relationship between the input and
output variables. The most simple and common model of regression is the linear regression model [52], which assumes
a linear relationship between input and output variables. There are more complex regression models e.g., ordinary
least squares regression [53], which tries to find the hyperplane that minimizes the sum of squared differences between
the observed data and the hyperplane.

Other important models are the family of AutoRegressive – Moving Average models (AR-MA) [54]. The two
parts of the model (AR-MA) are respectively, regressing the lagged input variables and modelling the produced error
as a linear combination of past errors. The family of these models includes extended versions of the model, where
components are added to deal with specific problems, e.g. the AR-I-MA model [55] (”I” stands for Integrated) is
used for non-stationary input data and the S-AR-I-MA model [56] (”S” stands for Seasonal) is used for input data
that have a seasonal trends

3.2 Decision Trees/Table

Decision Trees (DT) are a predictive model that can be used both in classification and regression problems [57].
Input data are progressively divided into subgroups by comparing the data values. These divisions create a tree-like
graph, which has nodes and branches. The branches represent the results of the comparisons while the nodes are of
two types. The internal nodes are the comparisons while the final nodes (leaf nodes) are the final output of the tree
(decision). The first node of the tree is also called a root.

Input values are being compared against the value of the internal nodes and the result of the comparison points
which direction in the tree will be followed until a Decision is reached. A path from the root to a leaf node is
considered a rule that led to the final decision. If the DT is shallow (few internal levels) and relatively small, then
it can be represented as a Decision Table. In general, all Decision Tables can be represented as a Decision Tree, but
the opposite is not always feasible.

3.3 Fuzzy Logic

Fuzzy logic [58] is an extension of the Boolean logic, which aims to depict everything not in a binary system of True
or False, but integrating concepts of partially True/False. In mathematics, if True and False are respectively 1 and
0, then with Fuzzy logic the value of a variable can be any real number between 0 and 1.

This logic can be more useful than the binary logic, creating more complex models. An interesting example is the
Adaptive Network-based Fuzzy Inference System (ANFIS) [59]. This system integrates principles from Fuzzy logic
as well as from Neural Networks. It can approximate nonlinear functions through the inference systems of a set of
fuzzy If-Then rules.

3.4 Bayesian Network

Bayesian Networks are probabilistic graphical models which analyze the data within the context of Bayesian inference
[60]. They represent a set of variables and their conditional dependencies (and independence) as a Directed Acyclic
Graph (DAG). Both problems of classification and regression can be solved by these models.

3.5 Random Forest

Random Forest algorithm [61] is an Ensemble Learning model for both classification and regression. More specifically,
it combines instances of simpler/weaker learners in order to supplement their predictive performance. The weaker
learners used by Random Forest are Decision Trees. If the task at hand is a classification task, then the model will
output the class selected by the majority of the weaker learners. On the other hand, in a regression task, the model
will output the average output of all the weak learners.

This algorithm has a lot of hyperparameters to be tuned, depending on each problem e.g., the number of weak
estimators to be used or the depth of each estimator. Moreover, Random Forest is a widely preferred algorithm
as it is a very robust model regarding overfitting but tend to lower performances when the problem becomes too
complicated.
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3.6 Support Vector Machine (SVM)

One of the most robust supervised machine learning models is the Support Vector Machines [62]. Given a set of
input data, the algorithm tries to create the hyperlane that separates best the input classes. An improvement to the
traditional algorithm is the introduction of kernels, which transform the input data to a higher dimension. With this
”kernel trick”, as it is called, the algorithm can find more easily the separating hyperlane, when the original data
are non-linearly separatable.

The original algorithm was created to solve classification problems of two output classes. However, through the
years the algorithm was modified in order to tackle multiclass classification, regression (SVR) [63] and clustering
problems [64].

3.7 Artificial Neural Networks (ANN)

Artificial neural networks are computing models that are inspired by the way the neurons inside our brain work [65].
Both the biological and artificial neurons take signals as inputs, process them and produce an output that is fed as
an input to other neurons.

Our brain consists of billions of neurons that are connected in a complex way, communicating with each other
vigorously, enabling us to perform many complex functionalities in our life. In a similar way, the neurons of a
network are connected to each other. However, we cannot fully imitate the many and arbitrary connections of the
brain with a ANN, but we create a structured architecture which is comprised of layers [66]. Each layer has a number
of neurons that have as inputs the outputs of the previous layer and its outputs are used as inputs from the next
layer. Generally, there are three types of layers:

– Input layer: This layer receives the external input data.
– Hidden layer(s): These layers are the powerhouse of the network, as it is in them that the learning happens.
– Output layer: This layer produces the final answer of the network to the problem, namely a prediction or a

decision depending on the type of the problem.

The number of hidden layers separates the Neural Networks to the traditional Artificial Neural Networks (ANN),
with one hidden layer and to the deep Artificial Neural Networks (DNN) with more than one hidden layer.

Both classification and regression problems can be solved by ANNs. Over the years, many research has been done
on ANNs ranging from learning algorithms such as the popular perceptron algorithm [67] and back-propagation [68],
to the aforementioned Adaptive Network-based Fuzzy Inference System (ANFIS) [59], Extreme Learning Machine
(ELM) [69] and Radia Basis Function Networks [70].

Although the research for the ANNs begins in the 1940s, the DNNs are a relatively new area of Machine Learning
which was unlocked with the progress of the hardware capabilities. Their big depth is able to learn more complex
representations than the simple Machine Learning models. But this advantage comes at a cost as these deep networks
can have massive architectures and their training can be very computationally demanding, while at the same time a
great amount of training data is required. Nevertheless, right now the state-of-the-art performance in many domains
is achieved by Deep Networks.

DNNs are not the only architecture found in Deep Learning. A neural network with fully connected layers is not
always the best solution to specific problems. For this reason, other architectures utilize different mathematical ideas
to best solve these specific problems. For example, the mathematical operation of convolution is used in Convolutional
Neural Networks (CNN) to deal with image problems and the recurrent connections inside the architecture of a
Recurrent Neural Network are exploited to deal with temporal problems. These networks will be briefly presented in
the next paragraphs. A very descriptive presentation of Deep Neural Networks and their types is given in the book
Deep Learning by Goodfellow et al. [71].

3.8 Recurrent Neural Networks (RNN)

A very interesting category of ANNs is the Recurrent Neural Networks (RNNs) [72],[73]. It utilizes its internal state
of weights as a memory, making it ideal to deal with data sequences as inputs. The memory of the network helps it
to make decisions and predictions for current or future steps by looking what has already happened.

In Figure 5 a general architecture of an RNN is shown. The initial internal state prior to training is the first
green box named a<0>. With t as the timestep, the other green boxes with the symbols x<t> are the inputs in each
step, while the red boxes with the symbols y<t> are the outputs of each step. Inside the blue boxes the internal
state a<t> is updated in each step. When we unroll the network, we can see it taking the form of a Directed Acyclic
Graph. This depiction shows like the internal state is forwarded to the next time step for the calculations to take
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Fig. 5. Example of Recurrent Neural Network architecture.

place. Of course, as a neural network, RNNs can have many layers, meaning that the y<t> are used from the next
layer as inputs. An example of input data for the RNN architecture is a timeseries of Temperature where x<t> can
be a time sample from the timeseries at a specific moment.

Even though RNN models are excellent on paper for data sequences, in practice they are restricted by a phe-
nomenon called ”Vanishing/Exploding Gradient problem”. This is a problem encountered when a vanilla RNN is
trained and its size is very big. In the training of a vanilla RNN, the update of the network’s weights begins from
the final part of the networks and is propagated up to the initial part following the back-propagation algorithm.
However, due to the many calculated derivatives, it is possible for the gradient values to progressively get smaller or
larger. In the first case, the initial parts of the networks are not changed at all while in the second case very large
updates happen causing destabilizing the network. Overall, the network cannot capture the long-term dependencies.

There is a number of practices that can alleviate the consequences of this problem, using proper weight initializa-
tion, network modifications and data pre-processing, but the problem has been solved efficiently by a new updated
version of RNN named Long Short-Term Memory (LSTM).

3.9 Long Short-Term Memory (LSTM)

As a solution to the Vanishing/Exploding gradient problem of the RNN, the LSTMmodel was proposed by Hochreiter
and Schmidhuber [74]. A cell of an LSTM networks is comprised of two parts, the long term and the short term
(state) memory, which are essentially the flow of information of the entire network. The control of this flow happens
from three parts (gates) inside an LSTM cell. The flow of information and its control is depicted as a black box in
figure 6.

Fig. 6. LSTM cell information structure as black box.

The depicted gates and their roles that are visible in the image above are:
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– Forget Gate, responsible for how much of the long term memory will be used in the calculations for the current
state and passed on the next step.

– Input Gate, decides how much the input will influence the calculations for the current state.
– Output Gate, controls how much of the current state will be forwarded as an output of the cell (in the next

step or as a result).

In figure 7 we can shed some light inside the structure of the LSTM cell and see where exactly are the control
gates.

Fig. 7. More detailed LSTM cell structure.

The symbols existing in the above figure are σ for the sigmoid function, x for the multiplication operation, + for
the addition operation and tanh for the hyperbolic tangent function. The C<.> and H<.> are used for the memory
and output respectively. An example for input data for this model is a timeseries of Relative Humidity. Each time
sample of the timeseries can be regraded as the Xt input of the figure.

3.10 Convolutional Neural Networks (CNN)

Convolutional Neural Networks is a type of Deep Neural Networks that has convolution as its main mathemati-
cal operation instead of the simple matrix multiplication. Even though they have appeared in late 90s [75], they
have gained popularity relatively recently. These types of networks are usually used for classification and detection
problems regarding images. They have the ability to handle input data with minor pre-processing, extracting in
an unsupervised way features from the data. At the end of the CNN, usually a classifier is attached to utilize the
extracted features, with the most popular option being an ANN.

With respect to the dimensions used in a CNN, three main categories exist:

– 1-D CNN: Used to process sequential data, e.g., timeseries of Temperature, CO2 concentration.
– 2-D CNN: Used to process images, e.g., RGB images of plants.
– 3-D CNN: Used to process sequence of images, e.g., hyperspectral images of crops.

The architecture of a CNN is comprised from many different layers, that can be changed and modified to deal
with the problem at hand. These layers usually are pooling layers, activation layers, fully-connected layers and of
course, convolutional layers.

The CNN architecture is described extensively from Goodfellow [71], but a brief description of these basic layers
is presented below:

– Convolutional layer: Applies the mathematical operation of convolution to the data.
– Pooling layer: Used to decrease the size of the convolution results by applying a max or average function on

groups of elements. This happens in order to avoid great computational costs for the network and to aggregate
information.

– Activation layer: This layer is used to control which information will be passed to next layers and which will
be neglected. It introduces non-linearity in the network and helps to approximate the complex relationships
between the variables of the system.

– Fully-connected layer: Usually an ANN, which serves the purpose of combining the features extracted from
the network in order to make the classification.

An interesting trend is the use of 1-D CNNs, also called Temporal Convolutional Networks (TCNs), as an
alternative to RNNs-LSTMs in various problems. Bai et al. [76] make an excellent and detailed description of a TCN

13



Fig. 8. A simple example of a 2D-CNN architecture.

architecture, comparing it in a number of sequence problems with LSTM architecture. The results show that TCN
can deal effectively with the problem of this domain. The conclusion states, even though TCNs are overshadowed
by the more popular RNN-based architectures, they should be regarded as a powerful tool for sequence modelling.
This makes them an interesting and viable option in tasks dealing with timeseries.

4 IoT and Control installations in CEA

As its name states, the one of the biggest advantages of the CEA is the ability to monitor and control the conditions
inside the installation. This way the optimal conditions can be created and maintained, ensuring a good growth of
the crop and subsequently a good yield.

Regarding the mushroom cultivation, the high sensitivity of the mycelium towards its environment, makes very
important the existence of sensors to collect data and monitor the conditions inside the installation.

To the best of our knowledge, most of the research on controlled environment mushroom cultivation, up until
now, is focused on the IoT installations as it can be seen from column ”Installation/Model” in Table 2, where a more
compact view of the presented work is shown. The aim of these installations is to collect data during the growth
period and control the environmental variables through actuators, in order to keep the growing conditions optimal.
Most of the time the processing of the collected data is happening without machine learning, in simple logic of
”if-else” conditions, e.g. if the temperature rises above 25oC, activate a cooling mechanism.

Moreover, in Table 2 the parameters that are being monitored in each study are considered the most important
by the authors. These parameters are in the column ”Parameters monitored”.

Here, we present the most recent and important works on IoT control installations found in CE mushroom culti-
vation. One of the most important factors when following the IoT approach is to minimize the energy consumption
while having a robust controlling installation.

Zhao and Zhu [77] made a study on CE of Pleurotus Eryngii mushrooms, creating a system that collected and
transmitted wirelessly data. At the same time, a user could control the environmental conditions through actuators
remotely, either in a manual or automatic way. The system was developed with the aim of saving energy, while
improving the quality and yield of the mushrooms.

Yu and Xue [13] had the same target when conducting their study. The IoT installation that was developed
inside a Shiitake Mushroom farm. The results showed that the monitoring and controlling of the farm with IoT were
able to increase the yield and the quality of the mushrooms while optimizing the usage of the farm’s resources.

The minimization of cost was the aim of Ariffin et al. [15] for an Oyster mushroom farm. In this study, the
authors made an effort to develop an automatic IoT-based Climate Control system, that was designed with minimal
cost in terms of hardware and farm resources used. The result was a practical system, that reduced needed human
labor for monitoring and maintaining the environment of the installation.

An interesting way to control the actuators based on the collected data can be done using Fuzzy Logic. This
was examined by Ardabilia et al. [78] where a comparison between a controller with Fuzzy Logic and a controller of
digital ON/OFF is done. The results showed that the Fuzzy controller was able to perform better, with respect to
the responses in the controlling process as well as in energy consumption.
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Table 2. IoT and Control studies in CEA.

Parameters monitored Installation/Model Crop Author

Air temperature, Humidity -
Light intensity, CO2 concentration

Hardware Installation Pleurotus eryngii Mushroom [77]

Air temperature, Humidity -
CO2 concentration

Fuzzy Logic Not defined Mushroom species [78]

Air temperature, Humidity ELM1 Oyster Mushroom [79]

Air temperature, Humidity Fuzzy Logic Oyster Mushroom [80]

Air temperature, Humidity -
CO2 concentration

IoT installation Shiitake Mushroom [13]

Air temperature, Humidity IoT installation Oyster Mushroom [15]

Air/Soil/Leaves temperature -
Solar,PAR radiation, Humidity -
Rainfall, Wind Velocity

Bayesian networks Not defined [12]

Air/Water temperature, Humidity -
Light intensity, pH, EC2 Decision Table Rules Not defined [81]

Water temperature, Humidity -
Light intensity, pH, EC2 Bayesian Network Iceberg lettuce [82]

Air temperature, Water level -
Humidity, Light intensity, pH

Deep Neural Network (DNN) Tomato [83]

Water temperature, Humidity -
Light intensity

Random Forest Lettuce [84]

Water temperature, Water Level -
Humidity, Light intensity

Deep Neural Network (DNN) Lettuce [14]

Air/Floor/Ceiling/Wall temperature -
Solar radiation, Air/Ground temperature

Model Predictive Control Tomato [85]

1Extreme Learning Machine. 2Electro-Conductivity.
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In the same direction, Amen and Villaverde [80] tried to show that automatic control is superior to human
monitoring and controlling environmental variables of an installation. Their research concluded that automatic
control system using Fuzzy Logic was able to regulate temperature and humidity better than manual control.

Fuady et al. [79] examined a machine learning approach for the controlling of the conditions inside an installa-
tion for Oyster mushrooms. In their study a comparison between Extreme Learning Machine (ELM) and ANN is
implemented. Both of the models are able to deal with the problem at hand, but the results show that the ELM is
able to reach stable conditions at the half time needed from the ANN.

Other notable studies on control in CEA but not on mushroom are presented below.
Peuchpanngarm et al. [81] designed a low-cost monitoring systems for hydroponic farming. The application keeps

track of the input variables and acts accordingly, controlling the environment, when some manually written rules
are satisfied. Even though this implementation is for DIY farms, there is potential to be used in small and medium
farms, combining machine learning techniques on the data collected from the sensors.

Del Sagrado et al. [12] used Bayesian networks as their model in order to influence air temperature through
ventilation aperture control. Bayesian models are not used for regression but for classification. Respecting that, the
authors made all their variables discrete applying a supervised discretization algorithm [86] to obtain, based on the
class, the optimal number of states of each variable to discretize. Then, the discrete variable of ventilation aperture
is used as the class all the other variables are used as predicting variables.

Chen and You [85] used Model Predictive Control (MPC) in order to predict disturbances in the system and to
control the temperature within imposed constrains with respect to the present crop.

Alipio et al. [82] utilized the data collected from sensors placed in a hydroponic environment to control it using
Bayesian Networks. The generated networks perform the predictive analysis, feeding the actuators of the systems
with decision for the environmental control. The results showed that the use of the Bayesian Networks improved the
yield up to 60% compared to manual control.

Mehra et al.[83] in this study addressed the environmental control of a hydroponic installation as a classification
problem, with 8 different output classes as actions.They selected a Deep Neural Network (DNN) as their model,
which takes as inputs samples taken from sensors and decides what action should the actuators make. The model
showed good accuracy and the plants that were produced under its control in the controlled environment had bigger
height than the plants grown in soil.

Nugroho et al. [14] developed a custom hydroponic installation with an IoT system for controlling it. The decision
for the control were supplemented by a DNN which used data from the installed sensors as inputs. The task was
addressed as a classification problem with 8 different control actions (classes) as the output of the DNN. The authors
conclude that the accuracy of the model was greater than the respective manual in controlling the environment

Karuniawati et al. [84] in this study, examined how the fusion of light intensity, humidity and temperature sensor
data in combination with a Random Forest model can address the light control problem. The lights are controlled in
a binary way, on or off. The authors conclude that the data fusion is better as it utilize multiple information inputs
to produce a final decision.

5 Future considerations

The improvement of CEA is highly dependable on the improvement of the methods used for predicting and controlling
the environment, in order to provide even better conditions for the cultivated plants. This can be done by constantly
integrating new and better hardware, but also by improving and combining the algorithms used. This can lead to
more sustainable strategies in production, while increasing the efficiency in crop production.

Regarding the algorithms, the trend shows that new algorithms being explored and this should be expanded in
the future. The use of Deep Learning models is gaining ground and most probably will dominate the preferences of
the researchers, due to the high amounts of data that can be collected from the installed sensor systems. Furthermore,
this preference can be attributed to the recent advances in the domain of Artificial Intelligence, but also, to the
technological advances in the need hardware to train these demanding models. Moreover, the retrieved algorithms
from the literature, comprise an inventory of ML models in CEA act as a proof of concept as their results have
shown that predicting and controlling the environment in CEA can be done in a very accurate and efficient way.

Even though many crops have been examined in the relevant studies, a lack of research exists on mushrooms,
despite their importance in human diet and their market value. A complete study of the mushroom chain will surely
be of great importance to the industry. A data-driven approach will be very interesting as it could examine the
combination of the different topics the presented studies focus on. Apart from using state-of-the-art ML models to
predict the climatic values and yield of mushrooms, an interesting direction is to use ML models to examine and
create the correlation between the different experimental cultivation conditions and the final yield and quality of
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the product. Based on the extracted knowledge of such a study, a complete and robust prediction and control of the
environment can be developed in order to reach and sustain optimal conditions throughout the cultivation period,
subsequently leading to the best yield and quality. A study like that can pave the way for the development of a full
data-driven ML model for mushroom cultivation in CEA. The selected models will be used as a basis to develop
MUSHNOMICS algorithms, utilizing any relevant knowledge and procedures extracted for the collected studies that
were presented.
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