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Abstract

In the tetrad formulation of gravity, the so-called simplicity constraints play a central role.

They appear in the Hamiltonian analysis of the theory, and in the Lagrangian path integral

when constructing the gravity partition function from topological BF theory. We develop here

a systematic analysis of the corner symplectic structure encoding the symmetry algebra of

gravity, and perform a thorough analysis of the simplicity constraints. Starting from a precursor

phase space with Poincaré and Heisenberg symmetry, we obtain the corner phase space of BF

theory by imposing kinematical constraints. This amounts to fixing the Heisenberg frame with

a choice of position and spin operators. The simplicity constraints then further reduce the

Poincaré symmetry of the BF phase space to a Lorentz subalgebra. This picture provides a

particle-like description of (quantum) geometry: The internal normal plays the role of the four-

momentum, the Barbero–Immirzi parameter that of the mass, the flux that of a relativistic

position, and the frame that of a spin harmonic oscillator. Moreover, we show that the corner

area element corresponds to the Poincaré spin Casimir. We achieve this central result by properly

splitting, in the continuum, the corner simplicity constraints into first and second class parts. We

construct the complete set of Dirac observables, which includes the generators of the local sl(2,C)

subalgebra of Poincaré, and the components of the tangential corner metric satisfying an sl(2,R)

algebra. We then present a preliminary analysis of the covariant and continuous irreducible

representations of the infinite-dimensional corner algebra. Moreover, as an alternative path to

quantization, we also introduce a regularization of the corner algebra and interpret this discrete

setting in terms of an extended notion of twisted geometries.
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1 Introduction

We have recently proposed in [1,2] a new local holographic perspective on quantum gravity. The aim

is to study the notion of corner symmetry algebra in gravity, with the expectation that understand-

ing its representation theory will reveal universal features of quantum gravity [3]. The associated

symmetry group at the corner surface S has the semi-direct product structure Diff(S)nGS , where

G is a Lie group which depends on the formulation of gravity under consideration, and GS denotes

the set of maps S → G. This result can be understood by systematically decomposing the sym-

plectic structure of various formulations of gravity into a universal bulk piece, parametrized by the

canonical ADM pair, and a corner contribution whose explicit form depends on the formulation

being studied. In the tetrad formulation of gravity with non-vanishing Barbero–Immirzi parame-

ter, the corner symplectic structure contains the internal normal to the foliation nI as a dynamical

variable as well as the corner coframe field, and in this case the symmetry group contains a factor

G = SL(2,C)×SL(2,R)‖. We have shown in [2] that the corner sl(2,R)‖ algebra, which is generated

by the tangential corner metric components, is at the origin of the discreteness of the corner area

element. This illustrates the non-trivial semi-classical physical information encoded in the corner

symplectic structure.

Here we continue our analysis of tetrad gravity by focusing on the so-called simplicity con-

straints. These constraints appear in the Hamiltonian analysis of the Einstein–Cartan–Holst ac-

tion [4, 5], and also play a central role in the construction of the spin foam regularizations of the

gravitational path integral [6, 7]. In spin foam models, one writes gravity as a topological BF the-

ory supplemented by the simplicity constraints, ensuring that the B field can be written as the

wedge product of frame fields. The challenge is then to consistently implement these constraints

in the quantum theory. This is a notoriously subtle issue since, under the spin foam quantization

map which assigns Lie algebra elements to the discrete B field (which corresponds to integrals of

the B field along 2-dimensional surfaces and replaces the continuous Poisson-commuting 1 bulk

B field of the classical phase space 2), the simplicity constraints become non-Poisson-commuting

with themselves. More precisely, the discrete B field is assumed to generate a Lorentz algebra

and the simplicity constraints appear as a proportionality between the boost and rotation genera-

tors [8–10]. One of the central issues of this approach is the fact that these constraints break the

internal Lorentz symmetry down to the rotation subgroup.

1In the following we may sometimes omit to specify whether the commutation relations are at the level of the

classical phase space, that is in terms of Poisson brackets, or at the level of a Hilbert space, that is in terms of

commutator brackets, as this should be clear from the different notation used, namely {·, ·} for the former and [·, ·]
for the latter. In section 6 where more brackets are introduced we provide a list of notation.

2In the standard spin foam treatment the smearing on a codimension-2 discrete surface is introduced as a proxy

for the quantization of the continuous bulk B field, although one never introduces a continuous classical boundary

phase space explicitly. We have pointed out in detail in [2] the inconsistency, both at the classical and quantum levels,

of naively identifying corner variables with the pullback of bulk fields (see in particular Section 7 there); solving this

inconsistency represented the main reason to introduce edge modes variables.
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In our framework, the non-commutativity of B field is naturally implemented in the continuum,

without the need for any discretization. This is done by shifting the viewpoint from the bulk

symplectic structure to the corner one, which allows us to perform a rigorous treatment of the

simplicity constraints. Furthermore, this reveals a new type of geometrical structure related to a

particular parametrization of the Poincaré algebra. In particular, we show that the internal normal

is part of the phase space and it becomes dynamical, in the sense that it has nontrivial Poisson

brackets with other phase space variables. At the quantum level this means that it is promoted to

a quantum operator with new quantum numbers. This crucial ingredient, which was missed or not

fully exploited in previous analyses, allows us to restore Lorentz symmetry even after imposing the

simplicity constraints.

More precisely, we show that the BF corner phase space can be obtained by imposing kinematical

constraints on a larger (precursor) phase space exhibiting Poincaré–Heisenberg symmetry. These

kinematical constraints correspond to a fixing of the Heisenberg frame and a choice of position

and spin operators. We then explain how the simplicity constraints reduce the Poincaré symmetry

of the BF phase space to a Lorentz subalgebra. This gives rise to a particle-like description of

(quantum) geometry, where the internal normal plays the role of the 4-momentum, the Barbero–

Immirzi parameter that of the mass, the flux that of a relativistic position, and the frame that of

a spin harmonic oscillator. Importantly, the corner area corresponds to the Poincaré spin Casimir.

This means that, using the internal normal nI and the Lorentz generator JIJ , one can construct

a relativistic spin generator SI which satisfies a relativistic invariant su(2) algebra. Its Casimir is

proportional to the area element. In other words we have

SI =
1

2
εIJKLJJKnL, SISI = β2q, (1.1)

where β−1 is the Barbero–Immirzi parameter and q the determinant of the metric on S. The

relativistic spin SI is the gravitational analog of the Pauli–Lubanski vector. The relation between

the area element and the relativistic spin gives us another proof that the area spectrum is quantized.

Moreover since S2 is a relativistic invariant this also reconciles the area discreteness with internal

Lorentz symmetry invariance.

One of our main results is to give an explicit split, in the continuum, of the corner simplicity

constraints into first and second class parts, and then identify a complete set of Dirac observables.

They are given by the generators of the local sl(2,C) subalgebra of Poincaré, and the components

of the tangential corner metric satisfying an sl(2,R) algebra. Another central result is to show that

all the Casimirs involved in this construction are related to the corner area element. More precisely,

we have that

CSL(2,R) = −β2q, CSU(2) = β2q, C
(1)
SL(2,C) = (β2 − 1)q, C

(2)
SL(2,C) = −2βq, (1.2)

where β is the (inverse) Barbero–Immirzi parameter, q the determinant of the corner metric and

SU(2) refers to the Poincaré spin subgroup generated by SI . This provides another important
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example of the quantum algebraic information encoded in the corner symmetry algebra. It suggests

that gravity (expressed here in terms of tetrads and using the simplicity constraints) picks out

the representations of Diff(S) n GS which satisfy these balance equations. This also gives a new

perspective on one of the key insights of LQG: It shows that the Barbero–Immirzi parameter

provides a mass gap from the Poincaré perspective, which is really an area gap from the perspective

of quantum geometry. This gap is regularizing these representations.

The plan of the paper is the following. In Section 2 we introduce some key ingredients of the BF

formulation of gravity, and recall the main result of [2] about the bulk and corner decomposition of

the BF symplectic potential. In Section 3 we use this result to extend the phase space by adding

a set of edge modes living at the corner of the space-like hypersurface, which allows us to restore

internal Lorentz gauge invariance. We then introduce the precursor Poincaré–Heisenberg phase

space, together with a set of kinematical constraints which reduce this phase space to that of BF

theory. This is done by rewriting the edge modes in terms of Dirac observables with respect to

these kinematical constraints. They correspond to the internal normal, the boost generator, and the

tangential coframe. The latter can be repackaged as a spin generator, a 2-dimensional tangential

metric qab, satisfying an sl(2,R) algebra, and an angle θ which turns out to be conjugate to the

area element. This angle plays an important role in the reconstruction of twisted geometries. The

boost and spin generators define a set of Lorentz generators JIJ , which together with the internal

normal form an elemental corner Poincaré algebra. This is one of the most important results of

the paper. Next, we introduce the corner simplicity constraints and show that they form a second

class system already at the classical and continuum level.

The study of this algebra of simplicity constraints is the main topic of Section 4. There, we

identify and separate the second class part of the simplicity constraints from the first class compo-

nent. We rewrite the second class pair in terms of holomorphic and anti-holomorphic constraints.

This allows us to clarify a confusion often met in the spin foam literature about imposition of

second class constraints à la Gupta–Bleuler. In particular, we show how a strong imposition of the

holomorphic component is equivalent to the minimization of the associated master constraint in

the quantum theory, by verifying a consistency condition which is usually only implicitly assumed.

With this analysis at hand, we can identify 9 corner Dirac observables given by the Lorentz gener-

ators and the tangential metric components. Of these, only 7 are the independent observables, and

the missing geometrical information is encoded in the angle θ. In this way we recover the 8 corner

physical degrees of freedom forming the set (JIJ , qab, θ), and we establish that the corner symmetry

group is given by SL(2,C)S × SL(2,R)S‖ ×U(1)S‖ .

In Section 5 we analyze in more details the structure of the Poincaré algebra we have discovered.

We explain how this allows us to reconcile internal Lorentz invariance with the imposition of the

simplicity constraints and the discreteness of the area spectrum. We also provide an understanding

of the standard LQG picture in the time gauge from the point of view of this more general covariant

framework.
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Section 6 sets the stage for the quantization of the corner symmetry algebra, which will be

developed further in subsequent papers of the series. We show how we can consider smooth repre-

sentations of the corner symmetry algebra labelled by a choice of measure on the sphere, and give

one example of such a representation. We also show how, by using piecewise smearing functions,

we can recover a regularized discrete subalgebra that bears resemblance with the algebra studied

in LQG. We provide a prescription to regularize the Casimir operators, as well as the tangential

metric operators. With this structure at hand, we then elucidate the interpretation of the new

corner geometrical data in terms of a generalization of the notion of twisted geometry. This also

gives us the chance to clarify further the geometrical origin of the edge modes through their relation

to the bulk variables, and explain in particular their relationship with holonomies.

A final discussion is presented in Section 7. The three appendices A, B, and C, contain the

explicit derivations of many Poisson brackets used in the main text.

2 Preliminaries

We start with a brief review of the BF formulation of gravity, and recall the decomposition of its

symplectic potential obtained in [2]. This decomposition of the potential is the starting point of

our analysis.

2.1 Conventions

We consider a spacetime M and introduce at each point a coframe field eI = eµ
Idxµ, with inverse

êI = eI
µ∂µ, such that the spacetime metric is given by gµν = eµ

Ieν
JηIJ , with ηIJ = diag(−,+,+,+)

the internal Lorentzian metric. We consider a foliation in terms of codimension-1 space-like slices

Σ, such that M = Σ× R, with unit normal form n = nµdxµ satisfying gµνnµnν = −1. We denote

by n̂ = nµ∂µ the outward pointing normal vector, by ε =
√
|g|d4x the volume form on M , and

ε̃ = −
√
|g̃|d3x such that ε = n ∧ ε̃ is the induced volume form on Σ. In what follows the tilde will

always denote quantities pulled back to Σ. We also introduce an internal normal nI such that

n = eInI , n̂y eI = nI , n2 = −1, (2.1)

where we used the interior product notation n̂yα = nµαµ and n2 = nInJηIJ . The normal 1-form

and the internal normal allow us to introduce the tangential coframe field

ẽµ
I := eµ

I + nµn
I , (2.2)

which is both tangential and horizontal in the sense that ẽInI = 0 and n̂y ẽ = 0. The induced

metric on Σ is then given by

g̃µν := ẽµ
I ẽν

JηIJ = gµν + nµnν . (2.3)
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We define the duality map ∗ acting on Lie algebra-valued functionals as

∗MIJ =
1

2
εIJ

KLMKL, ∗2 = −1, (2.4)

and the cross-product (M × N)I := ε̃IJKM
J ∧ NK , where ε̃IJK := εIJKLn

L. Finally, for two

vector-valued objects M I and N I we will denote M · N = M INJηIJ . Other useful relations are

found in Appendix A of our companion paper [2].

Since we are interested in the corner symmetries, which are independent of any boundary

conditions one may specify on a time-like or null hypersurface in M , we consider the case where all

the space-like hypersurfaces Σ meet at an entangling 2-sphere S, which we call the corner.

2.2 BF formulation of gravity

Topological BF theory is defined by the bulk action

SBF =

∫
M
BIJ ∧ F IJ , (2.5)

where F IJ = dωIJ +ωIK ∧ωKJ is the curvature of the Lorentz connection 1-form ωIJ , and BIJ is

a Lie algebra-valued 2-form. The BF pre-symplectic potential is

ΘBF :=

∫
Σ
BIJ ∧ δωIJ . (2.6)

As shown in [2], using the internal normal one can decompose the pull-back of BIJ to Σ in terms

of a boost 2-form B̃I and a spin 2-form S̃I , according to

BIJ Σ
= −2B̃[InJ ] + ε̃IJK S̃

K . (2.7)

The boost and spin 2-forms are both tangential, i.e. B̃InI = 0 = S̃InI . They can respectively be

expressed as the cross product of a boost frame b̃I and a spin frame s̃I as

B̃I =
1

2
(b̃× b̃)I , S̃I =

1

2
(s̃× s̃)I . (2.8)

As explained in [2], this rewriting amounts to trading the 9 components of B̃I for the 9 components

of b̃I , and similarly for S̃I and s̃I . Both frames are horizontal and tangential 1-forms.3 We can also

decompose the Lorentz connection as

ωIJ
Σ
= Γ̃IJ − 2K̃ [InJ ], (2.9)

where K̃I denotes the horizontal component of KI := dωn
I .

Using these decompositions of the B field and the connection, one of the main results of [2] was to

rewrite the BF symplectic potential as a canonical bulk component plus a corner term parametrized

3A vector-valued form αI is called horizontal if n̂yαI = 0, and tangential if αInI = 0.
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by the corner canonical pairs (B̃I , n
I) and (s̃I , s̃

I). More precisely, we have ΘBF = ΘΣ
BF + ΘS

BF,

where the bulk component is given on-shell of the Gauss constraint by

ΘΣ
BF ' −

∫
Σ

(
B̃I ∧ δK̃I − d̃Γs̃I ∧ δs̃I

)
− δ

(
1

2

∫
Σ
s̃I ∧ d̃Γs̃

I

)
, (2.10)

and the corner component is

ΘS
BF =

∫
S

(
B̃Iδn

I − 1

2
s̃I ∧ δs̃I

)
. (2.11)

This corner potential is the central object of study of this paper.

In order to go from BF theory to gravity we need to impose the simplicity constraints. At the

level of the action, they read

BIJ = (∗+ β)(e ∧ e)IJ , (2.12)

and turn (2.5) into the Einstein–Cartan–Holst (ECH) action. At the level of the decomposition in

terms of boost and spin frames, they read

B̃I = ẼI =
1

2
(ẽ× ẽ)I , s̃I =

√
βẽI . (2.13)

This turns the BF pre-symplectic potential into the potential of ECH gravity [2]. After the impo-

sition of the simplicity constraints, the Gauss law in the bulk of the slice becomes

d̃Γẽ
I ' 0, K̃I ∧ ẽI ' 0. (2.14)

As explained in [2] as well, the names of the BF frames is actually not relevant. What matters

is that topological BF theory has two frames while ECH gravity only has one. In other words,

the simplicity constraints identify the two frames of BF theory with the gravitational frame of

ECH gravity. We can therefore choose for convenience a “notational gauge” in which we rename

(b̃I , s̃I)→ (b̃I ,
√
β ẽI). This is what we adopt below.

3 Corner phase space

When imposing the simplicity constraints, the bulk potential ΘΣ
BF becomes the gravitational bulk

potential ΘΣ
ECH, which as we have shown in [2] coincides with the universal potential ΘGR of

canonical gravity. Different formulations of gravity only differ by the form of the corner potential.

Here we focus on that of BF theory, namely ΘS
BF, which is the precursor before the simplicity

constraints of the ECH corner potential ΘS
ECH.

As explained in [2], the edge mode formalism amounts to extending the corner phase space by

introducing new corner fields, which are a priori independent from the pull-back of the bulk fields

to the corner. These corner fields, or edge modes, are introduced via a non-trivial potential ΘS
BF.
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The goal of this paper is to study in great details the corresponding corner symplectic structure.

With this edge mode potential we define the extended potential

Θext
BF := ΘBF −ΘS

BF, (3.1)

with

ΘS
BF =

∫
S

(
BIδn

I − β

2
eI ∧ δeI

)
, (3.2)

where δ := δ − ϕ−1δϕ is a horizontal variational derivative which depends on the edge mode field

ϕ. This latter is a group element whose role is to ensure proper gluing of the bulk and corner

fields. In fact, the extended potential is defined in such a way that if we set ϕ = 1 and impose the

strong (and naive) gluing condition BI
S
= BI and eI

S
= eI between the bulk and corner fields, we

get ΘS
BF = ΘS

BF, and therefore Θext
BF reduces to the bulk piece ΘΣ

BF.

This construction using the extended potential is such that gauge invariance is restored on the

phase space. Moreover, it enables us to express gauge invariance at the corner as a continuity

condition relating the pull-back of the bulk fields to the dressed edges modes. We refer the reader

to Section 6.1 in [2] and Section 6.4 below for more details. In short, we have that

BI S
= ϕIJB

J , nI
S
= ϕIJn

J , ea
I S

= ϕIJ eb
J ρba, (3.3)

where (ϕ, ρ) is an element of the corner symmetry group, with ϕ ∈ SL(2,C)S and ρ ∈ SL(2,R)S .

These continuity equations are first class constraints which commute with the symmetry generators.

They guarantee that the extended phase space preserves gauge invariance, i.e. that the canonical

generator of gauge transformations is vanishing on-shell even if the gauge transformation is non-

trivial at the corner. Restoration of gauge invariance still allows for non-vanishing corner symmetry

charges. These are the charges of transformations rotating only the edge modes [2, 3].

In summary, although BF theory with the simplicity constraints is equivalent in the bulk to

metric gravity, it has additional corner charges which give rise to a non-trivial representation of the

corner local Lorentz algebra. This is detailed in [2]. Here we will momentarily set aside the group

elements by setting ϕ = 1, and focus on (BI , nI , eI) in order to study the simplicity constraints.

Notice that since these fields satisfy the 4 relations4

BInI = 0 = ea
InI , n2 = nInI = −1, (3.4)

the corner BF phase space parametrized by (BI , nI , eI) is 12-dimensional. In the following section

we start by showing that the corner BF potential naturally descends from a corner potential with

Poincaré and Heisenberg symmetry.

4We use a, b, . . . to label indices x = (x1, x2) on the corner surface S.
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3.1 Poincaré–Heisenberg corner symplectic structure

The extended phase space of Einstein–Cartan–Holst gravity is obtained form the BF one after

imposition of the bulk and corner simplicity constraints. It turns out that the corner simplicity

constraints are a mixture of first and second class constraints, and as such need to be studied very

carefully. This is the main goal of this paper. In order to achieve this, it will prove very convenient

to introduce another corner phase space, called the Poincaré–Heisenberg5 phase space, from which

the BF corner phase space can be obtained after imposition of kinematical constraints. These

kinematical constraints ensure that we have (3.4), and like the simplicity constraints they contain

both first and second class parts. Starting from the Poincaré–Heisenberg corner phase space, the

gravitational one is obtained after imposing both the kinematical and simplicity constraints.

The Poincaré–Heisenberg corner phase space is parametrized by a vector-valued 2-form XI on

S, a vector-valued 1-form zI = za
Idxa on S, and a vector-valued scalar nI on S. These 4 + 4 + 8

variables6 (XI , nI , zI) define a 16-dimensional phase space with symplectic potential given by

ΘS
PH =

∫
S

(
XIδn

I − β

2
zI ∧ δzI

)
. (3.5)

Assuming that all the variables (XI , nI , zI) are independent, we have two canonical pairs (XI , n
I)

and (z1
I , z2

I) on the corner, and the Poisson brackets are7

{XI(x), nJ(y)} = ηIJδ2(x, y), {zaI(x), zb
J(y)} = − 1

β
εabη

IJδ2(x, y), (3.6)

where δ2(x, y) is the density Dirac delta function on S. The gravitational phase space is obtained

from this 16-dimensional phase space after imposing respectively the kinematical and simplicity

constraints. We now study in details these two sets of constraints.

As we are about to see, an important role is played by the internal normal nI , which becomes a

field on phase space with non-commuting Poisson brackets. This normal has appeared previously

in the literature, for example when writing down covariant first order boundary terms [11–13], in

extensions of LQG beyond the time gauge [6,14–17], and also in group field theory, where it serves

as an extra kinematical structure to impose the simplicity constraints [18, 19]. In studies of LQG

beyond the time gauge, where the internal normal plays an important role, the normal was however

only considered from the point of view of the bulk phase space, where it commutes with the B

field and the tetrad components. It was only in later prescient work such as [20–23] and studies of

LQG in higher dimensions [24–26], that the role of the normal in the boundary phase space was

5The rationale behind this name will become clear in Section 5.2 where we study the Heisenberg symmetry.
6The 1-form has a 2-dimensional index a on S, and the internal index I = 0, 1, 2, 3 is for the moment not restricted.
7Note that in order to write these brackets we should first convert the potential from forms to densities using

XI = X˜Id2x and zI ∧ δzI = za
Iδzb

IηIJε
abd2x. In what follows we allow ourselves an obvious and innocent abuse

of notation and do not write the density explicitly. With this notation, one should simply recall that all objects

appearing in brackets are densities.
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recognized, along with its non-commutativity with the tetrad components. Our approach relies

heavily on this non-commutativity of the normal with B on the corner, and we will eventually

promote the normal to an operator at the quantum level.

3.2 Kinematical constraints

The kinematical constraints8 are given by

n2 = nIn
I = −1, na := za

InI = 0. (3.7)

The first kinematical constraint is simply the normalisation condition on n. The second constraint

is geometrically more interesting: it means that the pull-back of the form n to S vanishes. As we

will see, this condition can be understood as the condition that the normal vector nI is at rest

with respect to S. These kinematical constraints correspond to 1 first class and 2 second class

constraints since their algebra is

{na(x), nb(y)} =
1

β
εabδ

2(x, y), {n2(x), na(y)} = 0. (3.8)

The complete set of Dirac observables that commute with these constraints are parametrizing 12

degrees of freedom (dof). These are given by the normal (3 dof), the boost operator (3 dof), and

the tangential frame (6 dof), respectively

nI , BI := XI + nI(X · n) + β(za
Inbε

ab), ea
I := za

I + nan
I . (3.9)

We have that BI and ea
I are tangential observables satisfying BInI = 0 = ea

InI , with n2 = −1. We

show explicitly in Appendix A.1 that these observables commute strongly9 with the kinematical

constraints (3.7). The commutators of the boost operator and the tangential frame operator are

{BI(x), ea
J(y)} = ea

InJ(x)δ2(x, y), {eaI(x), eb
J(y)} = − 1

β
εabη̃

IJδ2(x, y), (3.10)

where η̃IJ := ηIJ + nInJ is the tangential internal metric. As expected, these brackets, which are

also derived in Appendix A.1, correspond to the commutation relations of the BF corner potential

ΘBF =

∫
S

(
BIδn

I − β

2
eI ∧ δeI

)
, (3.11)

8We use this terminology to differentiate them from the simplicity constraints that turn topological BF theory

into gravity, thus introducing local degrees of freedom. The reader should not be misled by the distinction between

kinematical and dynamical constraints usually introduced in the canonical analysis of the bulk (see also the discussion

at the beginning of Section 4).
9For first class constraints CI = 0 it is enough that Dirac observables O commute weakly with the constraints,

i.e. {CI ,O} = OIJCJ . However, for second class constraints it is required that Dirac observables commute strongly

with the constraints, i.e. {CI ,O} = 0.
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thereby showing that the kinematical constraints indeed reduce the Poincaré corner phase space to

the BF one.

The information about the tangential coframe ea
I can be conveniently rewritten in terms of a

spin operator (3 dof), a Lorentz-invariant 2-dimensional tangential metric (3 dof), and an angle θ.

The spin operator and the tangential metric are defined as

SI :=
β

2
εIJKL(e ∧ e)JKnL, qab := ea

Ieb
JηIJ , (3.12)

The reason why we need an additional angle is because SI and qab are not independent: They

satisfy the geometrical balance relation10

S2 = β2q, (3.13)

which relates the Poincaré spin Casimir to the determinant of the corner metric q := det(qab). As

we are about to see, q is the Casimir of an sl(2,R)S‖ algebra11 (3.22) commuting with the Poincaré

generators. The geometrical balance equation therefore identifies two Casimirs, and it means that

the spin of the elemental Poincaré algebra is given by the area element times β. One can check

that SI , qab and εab are left invariant by the frame rotation

ea
I 7→ ea

I(θ) := cos θ ea
I + sin θ ?ea

I , ?ea
I :=

qabε
bcec

I

√
q

, (3.14)

with εa
b := εacq

cb. Here we have introduced a 2-dimensional notion of Hodge duality12 which defines

a complex structure on S since ?2 = −1. This duality is such that ?ea
Ieb

JηIJ =
√
qεab is the area

form. The angle θ, which represents the information in ea
I not captured by (SI , qab), is conjugated

to the area element as

β{√q (x), θ(y)} = δ2(x, y). (3.15)

10 An explicit derivation is given by

S2 =
β2

4
ε̃IAB ε̃

I
JKea

Aeb
Bec

Jed
Kεabεcd

=
β2

4
(ηAJηBK − ηAKηBJ)ea

Aeb
Bec

Jed
Kεabεcd

=
β2

2
(qacqbd − qadqbc)εabεcd

= β2q.

11We denote by GS the set of maps S → G, which also forms a group. It is a 2-dimensional generalization of the

loop algebra. Its infinitesimal generators form an ultra-local algebra, where ultra-local refers to the fact that the

commutation relations only involves δ distributions and no derivatives of δ distributions.
12This should not be confused with the internal 4-dimensional duality ∗.
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This can be seen by applying the shift ea
I 7→ ea

I(θ) in the potential. Equivalently, one can just

shift the variation of the frame as δea
I 7→ δea

I + δθ ? ea
I , and the symplectic potential becomes

ΘS
BF 7→ ΘS

BF + β

∫
S

√
q δθ d2x. (3.16)

The commutation relation (3.15) shows that θ is the continuum analog of the twist angle entering

the definition of twisted geometries [27,28]. We come back to this point in Section 6.4.

The variables (SI , qab, θ) encode the same information as the tangential frame ea
I . It is enlight-

ening to investigate a little more the relationship between these quantities. The details are given

in Appendix A.2. The spin density SI generates an su(2)S ultra-local Lie algebra which preserves

nI , as can be seen from the brackets

{SI(x),SJ(y)} = −ε̃IJKSK(x)δ2(x, y), {SI(x), nJ(y)} = 0 , (3.17)

where we denote ε̃IJK := εIJKLn
L. In the time gauge, where nI = (1, 0, 0, 0), this generator is the

celebrated LQG flux generator which gets quantized in terms of spin network states [29, 30]. Its

commutation relation with the frame is given by

{SI(x), ea
J(y)} = −ε̃IJKea

K(x)δ2(x, y). (3.18)

It also has the following non-trivial commutator with the boost operator:

{SI(x),BJ(y)} = −nISJ(x)δ2(x, y). (3.19)

Finally, it satisfies by definition the relations

SI =
β

2
(e× e)I , ε̃IJ

KSK = β(e ∧ e)IJ . (3.20)

Focusing now on the boost pair (BI , n
J), one can show that it satisfies the algebra

{BI(x),BJ(y)} =
(
BInJ − BJnI − ε̃IJKSK

)
(x)δ2(x, y), (3.21a)

{BI(x), nJ(y)} = (δI
J + nIn

J)(x)δ2(x, y), (3.21b)

{nI(x), nJ(y)} = 0. (3.21c)

As mentioned above, the tangential metric qab generates an sl(2,R)S‖ algebra

{qab(x), qcd(y)} = − 1

β

(
qacεbd + qbcεad + qadεbc + qbdεac

)
(x)δ2(x, y). (3.22)

This corner algebra sl(2,R)S‖ associated with the tangential metric was first revealed in [31] and

studied further in [2, 32]. It adds a crucial element to the corner algebra that had been ignored

up to now in most studies of quantum gravity. The metric qab also commutes with the generators
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(BI ,SI , nI). The tangential frame, however, transforms as a 2-dimensional vector under these

generators, namely

{qab(x), ec
I(y)} =

1

β

(
εcaeb

I + εcbea
I
)
(x)δ2(x, y). (3.23)

From these relations, we can establish as in (A.24) that the area element generates the infinitesimal

frame rotation (3.14). Indeed, we have

β{√q (x), ea
I(y)} = ?ea

I(x)δ2(x, y) =
δeIa(θ)(x)

δθ(y)
. (3.24)

This is a confirmation that the angle θ is conjugate to the area element. This result also means

that the Hodge duality transformation on the sphere can be represented as the commutator with

the total area, i.e. β{Ar(S), ·} = ?. Using the Jacobi identity, this shows that the Hodge dual is

compatible with the Poisson structure, i.e.

{?eaI(x), ?eb
J(y)} = {eaI(x), eb

J(y)}, {?eaI(x), eb
J(y)} = −{eaI(x), ?eb

J(y)}. (3.25)

Using (3.24) and the fact that {Ar(S), qab} = 0, it is immediate to establish that the dual frame

field also transforms as a 2-dimensional vector, i.e.

{qab(x), ?ec
I(y)} =

1

β

(
εca ?eb

I + εcb ?ea
I
)
(x)δ2(x, y). (3.26)

For completeness, we can evaluate as in (A.28) the bracket of the frame with its dual. This gives

{?eaI(x), eb
J(y)} =

1

β
√
q

(
qabη̃

IJ − ?eaJ ?ebI − ea
Jeb

I
)
(x)δ2(x, y). (3.27)

Last, but not least, the balance equation (3.13) leads to an alternative expression for the Hodge

dual in the form

?ea
I(x) = β{Ar(S), ea

I(x)} =
{∫

S
|S|, eaI(x)

}
=

1

|S|
(
ε̃IJKS

Jea
K
)
(x). (3.28)

This identity is proven by a direct calculation in (A.29).

This closes the study of the parametrization of the corner phase space once the kinematical

constraints are imposed, and of the various Poisson bracket relations between these corner variables.

We now turn to the study of the corner simplicity constraints.

3.3 Simplicity constraints

In addition to the 3 kinematical constraints (3.7), we have the corner simplicity constraints, which

relate the boost operator to the spin operator. They read13

CI := BI −
1

β
SI

S
= 0. (3.29)

13This expression of the corner simplicity constraints follows immediately from (2.13) and the continuity conditions

(3.3). A notion of corner simplicity constraints was previously exploited in [33].

14



Since nICI = 0, these correspond to 3 constraints. As shown in (B.1), these simplicity constraints

satisfy the algebra

{CI(x),CJ(y)} =

(
CInJ − CJnI −

(
1 +

1

β2

)
ε̃IJ

KSK

)
(x)δ2(x, y). (3.30)

We see that this algebra is first class when β2 = −1. This is expected since this choice corresponds

to the self-dual formulation of gravity. In the next section we will study these simplicity constraints

in great details, and show that when β is real they can be split between 2 second class constraints

and 1 first class constraint, in perfect analogy with the kinematical constraints (3.7). Therefore,

in this case the simplicity constraints remove 4 degrees of freedom from the 12 degrees of freedom

of the previous subsection (after imposing the kinematical constraints), leaving us with 8 physical

corner degrees of freedom.

We now want to identify the Dirac observables which describe these 8 physical degrees of free-

dom. We already have that the tangential metric components qab provide some of these observables

since {CI , qab} = 0. It is then natural to look for the remaining ones among the Lorentz generators.

One can use (3.17), (3.19), and (3.21) to show that the generators defined as

JIJ := BJnI − BInJ + ε̃IJ
KSK (3.31)

satisfy the sl(2,C)S Lie algebra

{JIJ(x), JKL(y)} =
(
ηJKJIL + ηILJJK − ηIKJJL − ηJLJIK

)
(x)δ2(x, y). (3.32)

The generators JIJ can also be interpreted as the components of total angular momentum, with nI

playing the role of momenta, LIJ := BInJ − BJnI playing the role of the angular momenta, and SI

being its spin component. It is important to note that together, the 10 generators (JIJ , nI) form a

Poincaré algebra, where in addition to the Lorentz commutation relations (3.32) we also have the

brackets

{JIJ(x), nK(y)} =
(
nIηJK − nJηIK

)
(x)δ2(x, y), (3.33a)

{nI(x), nJ(y)} = 0. (3.33b)

One can see that the crucial distinctive feature of our analysis which makes these structures available

is that the internal normal is now part of the corner phase space.

The reason why the generators BI and SI can be interpreted, respectively, as the covariant

boost and spin components of a Lorentz algebra is that they can be written as

BI = JIJn
J , SI = ∗JIJnJ . (3.34)

Since the generators JIJ are Lorentz generators of a Poincaré algebra, below we will often call SI

the Poincaré spin. As expected, the total angular momentum components JIJ generate Lorentz

transformations on the corner phase space, i.e.

{JIJ(x),VK(y)} =
(
VIδJ

K − VJδI
K
)
(x)δ2(x, y), (3.35)
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where V I =
(
BI ,SI , nI , ea

I
)
. The proof of this statement is given case by case in Appendix B.4.

This implies that the generators JIJ represent weak Dirac observables, in the sense that they

commute weakly with the simplicity constraints. Indeed, the bracket

{JIJ(x),CK(y)} =
(
CIδJ

K − CJδI
K
)
(x)δ2(x, y), (3.36)

which is computed in (B.30), vanishes only when the simplicity constraints are imposed. Finally we

have that the angle θ involved in the reconstruction of the frame commutes with all the constraints

and is the last Dirac observable we are looking for. This shows that the algebra of weak Dirac

observables is generated by (JIJ , qab, θ) and forms a subalgebra of sl(2,C)S ⊕ sl(2,R)S‖ ⊕ u(1)S‖ .

Indeed, this algebra is 10 dimensional, but there are however two balance relations among the

Casimirs: The area matching condition (3.13) and diagonal simplicity relation (4.21), which leave

us with 8 independent generators. These are the 8 Dirac observables that we were looking for.

This central result is in sharp contrast with the results obtained in the spin foam literature (see

e.g. [7] and reference therein). There, one starts with the algebra14 sl(2,C)S , and the imposition of

the simplicity constraints leads to a breaking of this Lorentz symmetry down to su(2)S . Here we

still have the full Lorentz algebra as our symmetry algebra, even after imposition of the simplicity

constraints. In section 5 we review in more details the differences in symmetry breaking patterns

between our analysis and the usual analysis of LQG.

Now, more care is needed in order to analyse the simplicity constraints CI since they contain

second class components. It is therefore not enough to consider only weak observables, and we

need to understand the nature of the strong Dirac observables. At this point, we can only identify

three strong Dirac observables. Two are given by the two sl(2,C) Casimirs

Q =
1

2
JIJJ

IJ = S2 − B2, (3.37a)

Q̃ =
1

2
∗ JIJJIJ = −2B · S, (3.37b)

and the third one is the Poincaré spin Casimir S2. We need a deeper understanding of the simplicity

constraints in order to promote JIJ to strong Dirac observables. This can be done by properly

identifying the first and second class components of the simplicity constraints, which we are now

going to do.

4 Algebra of simplicity constraints

In this section, we analyze in detail the algebra of simplicity constraints. Since there are three

simplicity constraints CI , not all of them are second class. Indeed, as we are about to see, only

two are second class, while the other component is first class. To quantize the corner variables, we

need to characterize the explicit splitting of the simplicity constraints into first and second class

14In LQG we only have access to a discrete analog of this algebra.
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components. Such a split determines which constraints can be imposed strongly at the quantum

level. To do so, we propose to use a Gupta–Bleuler imposition of the constraints [34, 35]. This

means that, given second class constraints Ca and a kinematical metric qab, we need to find a

splitting Ca = (C+
a ,C

−
a ) of these second class constraints into holomorphic and anti-holomorphic

components such that:

1) C−a are first class,

2) C−a q
abC−b = 0, and

3) C−∗a = C+
a .

At the quantum level, we then impose strongly the holomorphic first class constraint Ĉ−a |Ψ〉 = 0,

or alternatively (but less rigorously) use the master constraint M := Caq
abCb. This allows us to

construct the Dirac observables which can be used in the quantum theory for the proper construction

of the corner Hilbert space.

The simplicity constraints have a long history and an intricate relationship with quantum grav-

ity. They first appeared at the classical level in the work of Plebanski on the self-dual formulation

of gravity [36–40]. In the Plebanski formulation, gravity is obtained from topological BF theory

after imposition of the simplicity constraints. Their study and the proposal for their discretisa-

tion/quantisation has led to the creation of spin foam models [41–48], which provide a state sum

representation of the path integral for quantum gravity. The main idea behind spin foam models is

to start from a quantization of topological BF theory, and to then impose the simplicity constraints

at the quantum level on the BF partition function. A key step in this construction was to under-

stand that the simplicity constraints can be expressed as quadratic constraints on the discrete B

fields [49–51].

This realization triggered a more in-depth study of the simplicity constraints in the continuum

path integral. The Hamiltonian analysis of Plebanski theory was performed in [52] (see also [53]).

It reveals that the primary simplicity constraints on the B field lead to secondary constraints which

also depend on the connection, implying that the complete set of canonical simplicity constraints

is second class. This poses a challenge for the understanding of spin foam quantization from a

canonical perspective [6, 15, 16, 54–57]. Indeed, spin foams are thought of as a Lagrangian path

integral, and as such focus only on the (primary) constraints on the B field appearing in the

Plebanski Lagrangian. This difference of treatment of the simplicity constraints in spin foams and

canonical LQG is intimately related to the quest for a covariant formulation of LQG initiated by

Alexandrov [14,58,59], which aims at the construction of a Lorentz covariant canonical connection

and an explicit imposition of the secondary simplicity constraints in the spin foam path integral.

Focusing on the spin foam approach, Engle, Pereira and Rovelli realized [8,60] that the discrete

simplicity constraints used in the Barrett–Crane model were second class constraints, and that

their strong imposition was responsible for the suppression of propagating degrees of freedom [61].
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This then led to the construction of a new family of spin foam models for quantum gravity, using

path integral discretization [9] or canonical techniques [10]. The main technical feature of these

constructions was to replace the discrete quadratic constraints by a set of discrete linear constraints

involving an internal normal. These models were shown to possess the correct semi-classical limit

[62,63] and provided a new test ground for covariant quantum gravity amplitudes [7, 64].

The quantization of the discrete simplicity constraints, known to be second class, was studied

by many authors. One can identify two types of studies: One involving canonical analysis and

weak imposition of the constraints [10,65–69] and another one involving the use of coherent states

[9,70–72]. Despite this large literature dealing with the quantization of the simplicity constraints [7],

to the best of our knowledge only [73, 74] (which relies on a spinorial formulation) implement a

clean split of the simplicity constraints between first and second class, and deal with the proper

quantum implementation à la Gupta–Bleuler of the second class constraints.

In spite of all this work, a puzzle remains, which is the reconciliation between the continuum

approaches and the discrete ones. Indeed, although in both cases it is recognized that the simplicity

constraints form a second class system, they however do so for different reasons. In the discrete

approach, the geometrical simplicity constraints are second class due to the non-commutativity of

the discrete B field operator, and not because of the presence of secondary constraints (which as

mentioned above are typically ignored in spin foam models) as in the continuum Hamiltonian anal-

ysis. Despite several attempts to understand the secondary simplicity constraints in the discrete

framework [57,75,76] and proposals for their implementation in spin foams [6,15,16,55], no conclu-

sive resolution has been achieved yet. The main difficulty in this task is reconciling the notion of

a commutative continuous bulk B field and the non-commutative discrete B field. Achieving this

reconciliation via the introduction of edge mode operators was the purpose of [2].

We are now in a position to revisit in details the implementation of the simplicity constraints in

the continuum. First, as already pointed out in [1] and explained more in detail in [2], the covariant

phase space formalism differs from the standard Dirac’s algorithm of Hamiltonian analysis in that

the former is an on-shell formalism and the bulk dynamical content is taken into account by the

fact that all the bulk equations of motion are imposed. In particular, the secondary constraints are

solved on-shell by the decomposition of the connection ω as in (2.9) (see Section 3.5 of [2]) and one

is left with only the corner simplicity constraints (3.29) to impose. Second, the introduction of the

corner variables allows us to distinguish the bulk simplicity constraints form the corner simplicity

constraints involving non-commutative variables. The key ingredient present in our setting, which

enables us to perform the splitting of the constraints, is the existence of the coframe field as part

of the phase space. Another notable difference between our analysis and the standard analysis is

that the algebra of simplicity constraints obtained in (3.30) is different from the constraint algebra

studied in spin foam models. This is because the internal normal is now also part of the corner phase

space. Although the general structure is similar, this leads to crucial differences at the classical

and quantum level, which we are going to reveal and investigate.
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Before proceeding, let us clarify how, in the locally holographic approach we are proposing [1,2],

as a new path towards the quantization of gravitational degrees of freedom, the bulk dynamical

content is encoded at the boundary. More precisely, the bulk equations of motion translate to con-

servation laws for the corner charges (for the kinematical sector) and continuity equations relating

the change of charges to the symplectic flux across a boundary representing the time development

of the corner (for the dynamical sector). In the quantum theory then, the former set can be im-

plemented in terms of generalized intertwiners [32, 33, 77], while the latter in terms of the fusion

product for corner Hilbert spaces. While the implementation of the dynamical content of the bulk

clearly requires further investigation, we expect the corner symmetry group elements represented

by the edge mode fields at the corner (see Section 7 in [2]) to play a crucial role in encoding the

change of charge as determined by the symplectic flux across the boundary, generalizing the notion

of SU(2) holonomy at the core of the LQG representation 15.

In preparation for the splitting of the constraints, we gather here the Poisson brackets between

the simplicity constraints and the corner phase space variables. All the brackets for this section are

derived in Appendix B. We have

{CI ,BJ} = BInJ − CJnI − ε̃IJKSK , (4.1a)

{CI ,SJ} = SInJ +
1

β
ε̃IJKSK , (4.1b)

{CI , eaJ} = ea
InJ +

1

β
ε̃IJKea

K , (4.1c)

{CI , nJ} = η̃IJ , (4.1d)

where η̃IJ = ηIJ + nInJ . From this, and as already anticipated, we see that qab, and therefore

S2 = β2q, are strong Dirac observables since

{CI , qab} = 0, {CI , S2} = 0. (4.2)

Now we are ready to explicitly identify the first class and the second class components of the

simplicity constraints (3.29). This can be done in analogy with the set of kinematical constraints

(3.7). Indeed, since we have16 SInI = 0 = ea
ISI , we can use the set (SI , nI , eI) as an orthogonal

basis to decompose internal vectors. In particular we can, with this basis, project components of

the simplicity constraints (3.29), and thereby separate them into first and second class parts.

15Alternatively, one can exploit the new implementation of the corner simplicity constraints carried on below, and

the ensuing appearance of new quantum numbers, to define a new spin foam model for quantum gravity.
16This comes from the fact that

ea
ISI =

β

2
ε̃IJKea

Ieb
Jec

Kεbc, (4.3)

which vanishes since the indices a, b, c can only take two different values.
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4.1 Second class simplicity algebra

Let us start with the second class part of the simplicity constraints. Using the frame, we can isolate

the tangential component of the simplicity constraints by considering

Ca := CIea
I . (4.4)

The full components of the simplicity constraints can then be reconstructed from the knowledge of

(C · S,Ca) as

CI =
C · S
S2

SI + Caea
I . (4.5)

One can now check, as in (B.6), that the two tangential constraints form a second class pair with

bracket

{Ca,Cb} = − 1

β
εab
(
S2 + B2

)
. (4.6)

Note that the operator appearing in the right-hand side is a positive operator, which insures that

Ca are always second class. The compatibility of the Hodge dual with the bracket, which was

established in the previous section, implies that

{?Ca, ?Cb} = {Ca,Cb}, {?Ca,Cb}+ {Ca, ?Cb} = 0. (4.7)

This compatibility ensures that the holomorphic constraints C±a := 1
2(Ca ± i ? Ca) commute with

each other:

{C±a ,C±b } = 0. (4.8)

We can therefore replace the second class constraint Ca = 0 by the first class condition C−a = 0. At

the quantum level this condition is imposed strongly as Ĉ−a |Ψ〉 = 0.

4.2 Master constraint and semi-classical anomaly

It is often convenient to replace the condition C−a = 0 by the master constraint M = 0, where

M = Caq
abCb. (4.9)

At the classical level the condition C−a = 0 is equivalent to the master constraint, but at the

quantum level this is no longer true. Indeed, the second class nature of the constraints gives rise

to an anomaly term entering the expression of the master constraint, since

M̂|Ψ〉 = (2Ĉ+
a q̂

abĈ−b + Â)|Ψ〉. (4.10)

The condition Ĉ−a |Ψ〉 = 0 leads to M̂|Ψ〉 = Â|Ψ〉, and the anomaly is

Â = q̂ab[Ĉ−a , Ĉ
+
b ] + [q̂ab, Ĉ+

a ]Ĉ−b − [q̂ab, Ĉ−a ]Ĉ+
b . (4.11)
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The quantum anomaly Â is defined here as a quantum operator. In the semi-classical limit ~→ 0

it becomes a phase space observable Â → ~A where A is the semi-classical anomaly. We want

to emphasize that it is possible to evaluate semi-classically this anomaly simply by replacing com-

mutators by Poisson brackets [·, ·] → i{·, ·} in (4.11). This will give us an idea of the phase space

observable whose quantization gives the quantum anomaly. It is one of the many examples where

a proper treatment of the semi-classical analysis gives us deep insight onto the quantum theory.

In order to compute the semi-classical anomaly A we need to evaluate the commutation between

the holomorphic and anti-holomorphic constraints, which is related to the brackets (B.8) involving

the Hodge dual of the constraint. We find

{C−a ,C+
b } =

(
qab −

i

β
|S|εab

) (
S2 + B2

)
2i|S|

−
C+
a C
−
b + C−a C

+
b

i|S|
, (4.12)

with |S| :=
√
S2 = β

√
q. To evaluate the anomaly we also need the bracket

i{qab,C±b } =
1

|S|
qab
(
i ? C±b

)
= ± 1

|S|
qabC±b . (4.13)

Together this gives us the semi-classical evaluation

A =
S2 + B2

|S|
, (4.14)

and we expect the quantum anomaly to simply be a quantization of this operator. Going back to

the quantum discussion, let us recall that the master constraint program looks for a state Φ0 which

minimizes the expectation value of M:

〈Φ0|M̂|Φ0〉
〈Φ0|Φ0〉

= MinΦ

(
〈Φ|M̂|Φ〉
〈Φ|Φ〉

)
. (4.15)

Given a Gupta–Bleuler state Ĉ−a |Ψ〉 = 0, which means that M̂|Ψ〉 = Â|Ψ〉, since M̂ is a positive

Hermitian operator we have the inequality17

〈Φ0|M̂|Φ0〉
〈Φ0|Φ0〉

≥ |〈Φ0|
√
M̂
√
Â|Ψ〉|2

|〈Φ0|Ψ〉|2
〈Ψ|Ψ〉
〈Ψ|Â|Ψ〉

. (4.16)

In order to show that the use of the master constraint is equivalent to the Gupta–Bleuler

implementation of the constraints, we need to show that Â weakly commutes with Ĉ−a . In this

case we can simultaneously solve Ĉ−a |Ψ〉 = 0 and diagonalize the anomaly Â|Ψ〉 = Â0|Ψ〉, and the

previous inequality becomes

〈Φ0|M̂|Φ0〉
〈Φ0|Φ0〉

≥ A0. (4.17)

17This inequality follows from the Cauchy–Schwarz inequality for the states

√
M̂|Φ0〉√
〈Φ0|Φ0〉

and

√
Â|Ψ〉√
〈Ψ|Ψ〉

.
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The minimum value is attained for Φ0 = Ψ and we see that A0 =Mmin. The quantum consistency

of the master constraint analysis therefore demands that the quantum anomaly operator commute

with the Ĉ−a .

We now show that this consistency condition is satisfied at the semi-classical level and that A
is a Dirac observable. This follows from the brackets given in Appendix B.2, which are

{S2,Ca} = 2|S| ? Ca, (4.18a)

{B2,Ca} = 2|S| ? Ca, (4.18b)

{B · S,Ca} = 0. (4.18c)

Therefore we conclude that

{A,C−a } =
B2

S2
C−a , (4.19)

which shows that the anomaly weakly Poisson-commutes with the first class constraints. This

shows that one should be able to use the master constraint to implement the second class simplic-

ity constraints. Of course the proof here is only done at the semi-classical level. The quantum

imposition will be carried out in [78].

4.3 First class simplicity algebra

We now have to isolate the component of CI which is first class. By definition, this is the component

which commutes strongly with the second class components Ca. There are two natural candidates,

namely C2 and C · S. Neither are suitable individually since they lead to

{C2,Ca} = 2

(
1 +

1

β2

)
|S| ? Ca, {C · S,Ca} = − 2

β
|S| ? Ca , (4.20)

as shown in (B.15) and (B.16). This establishes however that the combination

−C := C2 +
(
β + β−1

)
C · S (4.21)

commutes with Ca. Therefore, C = 0 is the first class constraint we are looking for. Using the

definition of CI we can rewrite this first class constraint as

C = (β−1S− B) · (βS + B)

= (S2 − B2)−
(
β − β−1

)
B · S

= Q +

(
β − β−1

2

)
Q̃ . (4.22)

This shows that the first class component of the simplicity constraints is a function of the sl(2,C)

Casimirs only. The expression (4.22) first appeared in [48]. It corresponds to the continuum version

of the “diagonal simplicity constraint” and it was studied further in [10, 55, 65, 67, 68]. It was first
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observed in [66] that this expression corresponds to the first class component the discrete simplicity

constraints. The second class components were never identified in the vector formalism. The only

work that did identify a split between first class and second class components of the simplicity

constraints was done in the twistor formalism by Wieland [73]. However, the first class component

there is not exactly the diagonal simplicity constraint and the normal is still treated kinematically.

We can easily solve the first class simplicity constraint at the quantum level by working in a

basis where the two Casimirs Q and Q̃ are diagonal. In preparation for the quantization of the

theory, one introduces a parametrization of the Casimirs in terms of two Lorentzian weights (k, ρ),

with k > 0, which are such18 that

Q = k2 − ρ2, Q̃ = −2kρ . (4.24)

At the quantum level (ρ, k) become the weights of the unitary representations of the Lorentz algebra,

and the Lorentz spin k is quantized. The first class simplicity constraint C = 0 is then solved by

ρ =
k

β
, or ρ = −βk. (4.25)

The existence of two solutions is due to the fact that the transformation β → −β−1 exchanging the

two solutions corresponds to the duality map BIJ → ∗BIJ/β. This duality is broken in gravity, and

only the first branch corresponds the the classical solution where B = β−1S. The other solution

obtained after the duality transformation β → −β−1 is a spurious one. In fact it leads to a

topological sector of the theory.

The pair (ρ, k) can also be seen as the invariant Cartan weight associated with the Lorentz

generators JIJ . It is clear from the algebra (3.32) that the generator J12 and J03 are the commuting

Cartan elements. This means that, given JIJ , one can always find an SL(2,C) transformation g

such that (gJg−1)IJ is diagonal, and explicitly write

JIJ = kgI [1g
J

2] + ρgI [0g
J

3], ∗JIJ = −ρgI [1g
J

2] + kgI [0g
J

3] . (4.26)

The first class simplicity constraint can then be written covariantly as the simplicity condition

∗ΣIJ
β ΣβIJ = 0, where ΣIJ

β := JIJ − β−1 ∗ JIJ . In this Cartan decomposition we have that

ΣIJ
β =

(
k +

ρ

β

)
gI [1g

J
2] +

(
ρ− k

β

)
gI [0g

J
3]. (4.27)

The first class simplicity constraint C = 0 means that one of the two factors vanishes. This shows

that the first class simplicity constraint is equivalent to the statement that there is a vector N I

such that ΣIJ
β NJ = 0. The physical sector corresponds to the requirement that N I be a time-like

vector. The vector N I is therefore uniquely determined by the choice of a JIJ solution of the first

class simplicity. Up to normalization we have that N I = gI0.

18Explicitely we have

k2 =
1

2

(√
Q2 + Q̃2 + Q

)
, ρ2 =

1

2

(√
Q2 + Q̃2 − Q

)
(4.23)
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4.4 Corner Dirac observables

Our rewriting of the simplicity constraints does not affect the set of kinematical constraints (3.7).

This simply follows from the fact that na and n2 commute with (BI ,SI , ea
I) by construction, as

shown in Section 3. Overall, this means that the first and second class simplicity constraints (C,Ca)
commute strongly with the kinematical constraints (n2, na). This establishes that the full set of

constraints in the initial corner phase space (3.5) consists of two first class constraints (n2, C) and

four second class constraints (na,Ca).

Now that we have isolated the first class constraint C and the second class constraints Ca in

the simplicity constraints, we can turn our attention to the corner Dirac observables. Let us recall

that a physical observable O is required to commute strongly with the second class constraints and

weakly with the first class constraint, i.e.

{Ca,O} ≈ 0, {C,O} ≈ 0, (4.28)

where the equality ≈ 0 means that it vanishes after imposition of C = 0 and n2 = −1 but without

using Ca = 0 or na = 0.

Since (CI , ea
I) are Lorentz vectors, we have that (C2,C·S,Ca) are Lorentz scalars. It follows that

they commute with JIJ , meaning that the total angular momentum is a strong Dirac observable.

This is shown explicitly in Appendix B.4 as a consistency check, where we find

{C2, JIJ} = 0 , {C · S, JIJ} = 0 , {Ca, JIJ} = 0 . (4.29)

For the same reason we have that

{n2, JIJ} = 0 , {na, JIJ} = 0 . (4.30)

This fact shows that internal Lorentz symmetry is preserved by the imposition of the simplicity

and kinematical constraints. However, the same is no longer true for the corner metric components

qab. In fact, while we still have

{qab, nc} = 0 (4.31)

by virtue of (A.6), we have that Ca transforms as an sl(2,R) vector, i.e.

{qab,Cc} =
1

β
(εcaCb + εcbCa) . (4.32)

This shows that qab does not commute strongly with the second class constraints. As our next goal

(postponed to [78]) is to build the corner Hilbert space by means of the quantum numbers labeling

the representations of the corner symmetry algebra, let us look ahead and realize that this puzzle

can easily be resolved by choosing the Gupta–Bleuler way of quantizing the second class constraints,

which replaces the two real constraints Ca by a complex one C−a . With this quantization method,
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a Dirac observable now is only required to commute weakly with C−a . This is easily seen to be the

case since we have

{qab,C−c } =
1

β
(εcaC

−
b + εcbC

−
a ) ≈ 0 . (4.33)

An alternative way to proceed is to replace the second class components of the simplicity

constraints with a single master constraint. In the quantum theory, and as shown in (4.10), the

second class nature of the constraint algebra is reflected in the fact that the zero eigenvalue does not

appear in the spectrum of the master constraint operator, and a weak imposition of the constraints

amounts to selecting the minimum eigenvalue instead [7]. The master constraint M was defined

in (4.9). It is a Lorentz scalar and therefore commutes strongly with the first class simplicity

constraint C. Moreover, we have that

{M, qcd} = 2Ca{Ca, qcd} − CaCb{qab, qcd}

= − 2

β
Ca (εacCd + εadCc) +

2

β
CaCb (qacεbd + qbcεad)

= 0 , (4.34)

showing how the corner metric components continue to be strong Dirac observables if we rely on

the master constraint approach for the second class sector of the simplicity constraints.

To summarize, we have separated the corner simplicity constraints into one first class component

C and one master constraint M, with this latter replacing the second class components. This

allowed us to show that the 6 Lorentz generators and the 3 corner metric components commute

strongly with both the kinematical constraints and the simplicity constraints (C,M). This therefore

gives us a total of 9 observables. However, not all of them are independent. We showed in (4.22)

that the first class component of the simplicity constraints, C = 0, implies a relationship between

the two sl(2,C) Casimirs, thus reducing the number of independent Lorentz generators to 5. In

addition, there is the Casimir balance equation (3.13). This relation further reduces the number of

independent physical observables down to 7. This means that we still need to recover one of the

physical degrees of freedom of the corner phase space parametrized by (3.9), which is 8-dimensional.

The missing observable is represented by the angle θ introduced in Section 3.2. This angle, which

is conjugated to the area element as shown in (3.15), encodes the information about the frame field

which is not captured by the spin generators and the tangential metric.

4.5 Master constraint

Let us finally focus on the imposition of the master constraint (4.9). At the classical level, we

simply need to impose M = 0. At the quantum level however, we need to impose M = A. In

preparation for the study of the quantum theory, which is the focus of the companion paper [78],

we want to establish here that the master constraint can be conveniently written as a function of

25



the Poincaré spin and Lorentz weights in the form

M =
(S2 − k2)(S2 + ρ2)

S2
. (4.35)

In order to show this, we first use (A.17) to establish the identity

β2ea
I(qqab)eb

J = β2ea
Iεacqcdε

bdeb
J

= β2(ea
Iεacec

K)ηKL(ed
Lεbdeb

J)

= SM ε̃
MIKηMN ε̃

NJLSN

= SM
(
η̃IJ η̃MN − η̃IN η̃MJ

)
SN

= η̃IJS2 − SISJ , (4.36)

and then the fact that S2 = β2q to write

ea
Iqabeb

J = η̃IJ − SISJ

S2
. (4.37)

Contracting this with CI and CJ then gives

M = Caq
abCb = B2 − (B · S)2

S2
= S2 − Q− Q̃2

4S2
, (4.38)

which can be evaluated in terms of the Lorentz weights (k, ρ) to find (4.35).

We therefore see that the condition M≥ 0 implies that S2 ≥ k2. The weight k is the minimal

admissible value for s = |S|. The condition M = 0 therefore implies that the Lorentz spin is equal

to the Poincaré spin, i.e. k = s. Taking into account the first class simplicity constraint, this means

that the joint solution of C = 0 =M is(
k = s, ρ =

s

β

)
, or

(
k = s, ρ = −βs

)
. (4.39)

The gravitational sector corresponds to the first branch. This establishes one of our key results,

namely that the simplicity constraints imply that the value of the Lorentz Casimirs are entirely

determined by the Poincaré spin.

5 Symmetry breaking pattern

We have now arrived at a complete understanding of the role of the simplicity constraints on the

corner phase space. In particular, we have shown that we still have an SL(2,C)S symmetry even

after imposing the constraints BI = SI/β. This is in sharp contrast with the standard literature in

spin foams [7, 9, 10]. There, one assumes that the Lorentz symmetry generators are constrained to

satisfy the discrete simplicity constraints of the form

C̊I := KI −
LI
β

= 0, (5.1)
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where KI = JIJ t
J are the boosts along a fixed direction tI (often taken to simply be tI = δI0), and

LI = ∗JIJ tJ are the rotation generators fixing this kinematical direction. Both generators satisfy

KIt
I = 0 = LIt

I , and if one choses tI = δI0 , then L0 = 0 = K0 and the kinematical spin and

boost generators (Li,Ki) are 3 dimensional vectors with i = 1, 2, 3. These generators satisfy the

commutation relations

−i[LI , LJ ] = −ε̊IJKLK , −i[LI ,KJ ] = −ε̊IJKKK , −i[KI ,KJ ] = ε̊IJ
KLK , (5.2)

where ε̊IJ
K := εIJ

KLtL. Moreover, the discrete simplicity constraints satisfy the algebra

−i[C̊I , C̊J ] =
2

β
ε̊IJ

KC̊K +

(
1 +

1

β2

)
ε̊IJ

KLK . (5.3)

We see that the structure of this algebra differs substantially from the simplicity constraint algebra

(3.30) derived in the continuum. This is because the standard discrete analysis of the simplicity

constraints differs from our continuum analysis in essential ways.

First, in the standard analysis of the spin foam simplicity constraints, one postulates implicitly

that the symmetry group of BF theory, before the imposition of the simplicity constraints, is the

Lorentz group. Then the time-like vector tI is assumed to commute with the Lorentz generators, and

therefore taken to be kinematical. These conditions, in turn, imply that the simplicity constraints

break the Lorentz group down to its SU(2) subgroup preserving the time-like direction tI . Indeed,

one can check that only LI preserves the constraints and provides a Dirac observable, since we have

−i[LI , C̊J ] = −ε̊IJKC̊K , while the boost operator is not a Dirac observable even weakly since

−i[KI , C̊J ] =
1

β
ε̊IJ

K
(
C̊K + (β + β−1)LK

)
. (5.4)

Therefore the “usual” spin foam simplicity constraints break the Lorentz symmetry down to an

SU(2) symmetry. This breaking of the Lorentz symmetry, which follows the pattern

0→ H3 → SL(2,C)→ SU(2)→ 0, (5.5)

with H3 the Hyperbolic space, is the source of many puzzles and shortcomings of the standard

treatment.

The correct continuum analysis presented here instead shows that the corner symmetry group

is the Poincaré group generated by (JIJ , n
K), before the imposition of the simplicity constraints.

The presence of this elemental Poincaré algebra, associated entirely to the geometry itself and

not to the presence of matter, is one of the most surprising features of our construction. It also

establishes that the internal time-like direction nI is a dynamical variable, which plays the role of

momenta, and as such gets rotated by the Lorentz generators. At the quantum level, this new role

of the internal normal will manifest itself in the introduction of new quantum numbers entering

labeling the representations of the elemental Poincaré algebra 19, as shown in [78]. Finally, and

19In the usual Poincaré basis, these correspond to the components of a spatial vector ~n ∈ R3 labelling the positive

energy states.
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most importantly, it shows that the simplicity constraints break the Poincaré group down to its

Lorentz subgroup following the pattern

0→ R4 → ISO(3, 1)→ SO(3, 1)→ 0 . (5.6)

In this way, the imposition of the simplicity constraints does not break internal Lorentz invariance,

but only breaks the translational subgroup of Poincaré. Remarkably it does so by still allowing a

discrete spectra for the area operator. This resolves one of the fundamental puzzle of LQG. Let us

now give a few more details concerning this Poincaré structure and its geometrical interpretation.

5.1 Poincaré interlude

It is illustrative at this point to draw a parallel between the elemental Poincaré structure we

have discovered as the corner symmetry algebra before simplicity constraints, and its common

interpretation in a physical context. Since the continuum algebra is ultra local, we can concentrate

on the global structure of the algebra and ignore the x dependency and the delta distribution. We

are interested in the study of the elemental Poincaré algebra (JIJ , nJ) in terms of the Poincaré

algebra of a moving particle. The commutators used in this section are given in Appendix C.

Let us momentarily forget about the corner variables, and consider the usual Poincaré generators

(JAB, PC) and their algebra

−i[JIA, JJB] = ηAJJIB + ηIBJAJ − ηIJJAB − ηABJIJ , (5.7a)

−i[JIA, PB] = PIηAB − PAηIB , (5.7b)

−i[PA, PB] = 0 . (5.7c)

The Pauli–Lubanski vector WI given by

WI := ∗JIJP J (5.8)

is the generator of the little group of the Poincaré group. The Poincaré algebra possesses two

Casimirs: the “mass” squared, and the square of the Pauli–Lubanski vector defining the spin,

respectively

P 2 = −m2, W 2 = m2s(s+ 1). (5.9)

One of the goals of this section is to establish that the Barbero–Immirzi parameter γ = β−1 is in

fact the mass of the elemental Poincaré algebra, namely

m2 = γ2, W 2 = q , (5.10)

where the second relation is the particle expression of the relation (3.13). This shows that the

limit γ → 0, which corresponds in a sense to a metric limit where the torsion is not fluctuating,
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corresponds in fact to a massless limit from the point of view of the elemental Poincaré symmetry.

Moreover, since in this limit W 2 6= 0, we expect to recover the continuous-spin representations of

the Poincaré group [79–82]. We will explore this massless limit in elsewhere.

Focusing here on the massive case γ 6= 0, we can define the dynamical boost and spin vectors

to be

BI :=
JIJP

J

m
, SI :=

WI

m
=
∗JIJP J

m
. (5.11)

As shown in Appendix C, they act on the 4-momentum as

−i[BI , PJ ] = m

(
PIPJ
m2

+ ηIJ

)
, −i[SI , PJ ] = 0 , (5.12)

and they satisfy the boost-spin algebra

−mi[BI , BJ ] = BIPJ −BJPI − εIJKLSKPL, (5.13a)

−mi[BI , SJ ] = SIPJ , (5.13b)

−mi[SI , SJ ] = −εIJKLSKPL . (5.13c)

This algebra was first derived by Shirokov [83,84] in his study of the Poincaré algebra (see also [85]).

We see that these commutation relations recover the brackets (3.17), (3.19), and (3.21) derived in

the previous section upon identifying

BI = BI , SI = SI , nI =
PI
m
. (5.14)

We see in particular that the internal normal is identified with the particle’s 4-momentum divided

by its rest mass. At the same time, we have that our Poincaré spin Casimir satisfies the relation

(3.13). This suggests an interpretation of a spin network link carrying a given SU(2) irreducible

representation label s as a “particle of quantum space” carrying spin s and mass m = γ~. In this

analogy, the time gauge corresponds to the particle’s rest frame.

As explained above, the usual spin foam analysis is done introducing a decomposition of the

Lorentz generators in terms of the boost and rotation generators (KI , LI) = (JIJ t
J , ∗JIJ tJ) asso-

ciated to a kinematical vector tI . Using tI = δI0 gives (Ki, Li). These generators are related to the

dynamical boost and rotation operators by

mSi = P 0Li − (P ×K)i, mBi = P 0Ki + (P × L)i, (5.15)

while S0 = LiP
i and B0 = KiP

i.

5.2 Heisenberg frames

We can now push even further the analysis of the elemental Poincaré algebra and of the geometrical

nature of the BF edge modes, by going back to the precursor phase space (3.5) before the imposition
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of the kinematical constraints. For this, let us consider a particle-like parametrization of the Lorentz

generators in terms of oscillators where

JIJ = XIP J −XJP I + za
Iεabzb

J . (5.16)

The set (XI , P I) corresponds to the particle’s position and momentum, while (za
I)a=2,3 are vari-

ables parametrizing the internal degrees of freedom. The non-vanishing commutation relations

between these variables are

−i[XI , P J ] = ηIJ , −i[zaI , zbJ ] = εabη
IJ , (5.17)

which should be put in parallel with (3.6). This corresponds to a decomposition of the total angular

momentum in terms of the angular momentum and spin as JIJ = LIJ + SIJ , where

LIJ = XIP J −XJP I , SIJ = za
Iεabzb

J . (5.18)

The total angular momentum is invariant under the Heisenberg translations

XI → XI + aaza
I + bP I , za

I → za
I + εaba

bP I . (5.19)

The Heisenberg translation group H3(R) is the 3-dimensional group generated by Pa := za
IPI and

P 2 = P IPI with commutation relations

−i[Pa, Pb] = εabP
2, −i[Pa, P 2] = 0. (5.20)

The squared mass is therefore the central element of H3(R). Since this symmetry acts non-trivially

on the position XI , it means that fixing this symmetry amounts to choosing a position operator.

Since the Heisenberg transformations also act on the spin components as

SIJ → SIJ − aIP J + aJP I , aI := aaza
I , (5.21)

we can chose a position operator by imposing a condition on the spin generators. The simplest way

to parametrize the choice of position operator by fixing the Heisenberg frame is to chose a vector

kI and to impose the condition SIJkJ = 0. This condition breaks the H3(R) symmetry group down

to its center, and fixes the world-line position to be

XI
k(τ) =

JIJkJ + P Iτ

P · k
. (5.22)

There are three natural choices for the Heisenberg frame [86]: the inertial frame, the rest frame, or

the Newton–Wigner frame.

The inertial frame corresponds to the choice kI = P I . This corresponds to a choice of inertial

frame coordinates for which Pa = 0. Geometrically, this symmetry breaking ensures that the

momentum is normal to the sphere. In this case, the inertial position is a relativistically-invariant
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position denoted by XI
in and given by XI

in(0) = −BI/m. This position is non-commutative, leading

to the well-known statement that it is not possible to have a sharp relativistic localisation. This

corresponds implicitly to the choice we have made in our construction.

The rest frame corresponds to the choice kI = tI , where tI is a kinematical unit time-like vector.

The corresponding position is not relativistically-invariant and is also non-commutative.

Finally, the Newton–Wigner frame is obtained with the choice kI = P I + mtI . It leads to the

only position operator which is commutative and therefore admits an accurate localisation [87].

This Newton–Wigner position is given by

XI
NW(0) =

JIJ(PJ +mtJ)

P · (P +mt)
= XI

in(0) +
P I(Xin · t)
(m− P · t)

− SIJin tJ
(m− P · t)

, (5.23)

where in the second equality we have chosen the inertial frame as a reference to express the total

angular momentum. It can be checked that [XI
NW, X

J
NW] = 0 which shows that it is possible to

chose a commutative position operator. However, this choice breaks Lorentz invariance. It would

be interesting to understand what is the gravitational interpretation of this commutative position.

The total angular momentum is also invariant under the SL(2,R) rotations za
I → ga

bzb
I with

ga
cgb

dεcd = εab. These SL(2,R) transformations are generated by the metric

qab = mza
Izb

JηIJ . (5.24)

In gravitational terms, the variables of the phase space (3.5) are related to the parametrization

(5.16) by

XI = −mXI , za
I =
√
mza

I , nI =
P I

m
, (5.25)

and the kinematical constraint na = 0 is the rest frame constraint Pa = 0 (and n2 = −1 is

satisfied immediately). After imposition of this constraint, the boost generator corresponds to the

inertial/relativistic position operator, while the frame corresponds to the spin oscillators. Explicitly

we have

BI = −mX̃I := −mXI − P I (X · P )

m
, SI =

1

2
εIJKL(zJa ε

abzKb )
PL

m
, (5.26)

where X̃I such that PIX̃
I = 0 is the position relative to the particle’s world-line. When going back

to the edge mode notation this gives indeed (3.9) and (3.12). Finally, recalling that in this analogy

β plays the role of the inverse mass, the simplicity constraint takes the form CI = BI −mSI = 0,

and therefore simply fixes the relativistic position to be proportional to the spin20 as

−X̃I = SI . (5.27)

Interestingly, such a constraint is satisfied by the endpoint of an open string, which stretches more

as it spins faster [88].

20Note that we work in Planck unit in this section.
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5.3 Area versus boosted area

Since we are now in a relativistic setting, there are two different notions of rotation/spin operator

which arise, namely the covariant generator SI = ∗JIJnJ and the kinematical generator LI = ∗JIJ tJ

associated to a choice of fiducial frame. Accordingly, there are three different scalars (S2, L2, L · S)

which we can construct and which will play a role in the quantization. The goal of this section is

to understand their geometrical interpretation. While the Poincaré spin |S| is proportional to the

area of the sphere, the other spin numbers can be understood as boosted areas.

We have seen that SI is a vector normal to the frame, i.e. ea
ISI = 0, and that we can decompose

any vector in terms of the orthonormal frame (SI , ea
I , nI). With respect to this decomposition we

have that

SI = SI , BI = − Q̃

2S2
SI + Caea

I , (5.28)

where we recall that Ca is the projection of the simplicity constraint along the frame. In the

previous section we have shown that the classical simplicity constraints imply the conditions

− Q̃

2S2
=

1

β
, Caq

abCb = 0, (5.29)

and that |S| = β
√
q is proportional to the 2-sphere area form.

A kinematical observer is, by definition, associated to a unit time-like vector tI with t2 = −1.

This vector tI is not part of the corner phase space, and is assumed to commute with all the

other fields. Given the kinematical observer picked by tI , one can define its rotation generator

LI = ∗JIJ tJ and its boost generator KI = JIJ t
J . We have shown that the Poincaré spin s = |S| has

a clear geometrical interpretation in terms of the area operator, as indicated by the relation (3.13).

Now what we are interested in is the geometrical interpretation of the kinematical spin j = |L|.
At the quantum level this kinematical spin becomes the LQG spin j associated with an internal

auxiliary time-like unit vector. The generator L2 is what is commonly associated to the area

operator in LQG, once the time gauge is used. However, it is now clear that, in general, the

internal vector tI is not aligned with the internal normal nI , but instead defines a boosted observer

with respect to nI . More precisely, given tI we can define ta := ea
ItI , which represents the pull-back

of the vector t on S, and introduce a boost angle η such that taqabt
b = (sinh η)2. Then we can use

the basis (SI , ea
I , nI) to write the decomposition

tI = cosh η

(
nI coshα+

SI

|S|
sinhα

)
+ taea

I , (5.30)

where we have used that SI/|S| is the second internal unit normal vector to the corner surface S.

From the expression (3.31) of the total angular momentum and its dual, we then conclude that the

kinematical rotation and boosts are given by

LI = nI(S · t)− SI(n · t)− ε̃IJKtJBK , (5.31a)

KI = nI(B · t)− BI(n · t) + ε̃IJKt
JSK . (5.31b)

32



Assuming the validity of the covariant simplicity constraints (3.29), using ε̃IJKSJea
K = |S| ? eaI

which is shown in (A.29), and denoting ? ta = qab ? tb, we get

LI = s
(

cosh η rI + ? taea
I/β
)
, (5.32a)

KI =
s

β

(
cosh η rI − β ? taeaI

)
, (5.32b)

where we recall that the Poincaré spin is |S| = s. Here we have introduced the vector rI given by

rI := nI sinhα+
SI

|S|
coshα , (5.33)

which is such that r2 = 1 and ea
IrI = 0 = rItI . It is clear from (5.32) that the covariant simplicity

constraints do not imply the validity of the kinematical ones since we then find

KI − LI

β
= −s

(
1 +

1

β2

)
? taea

I . (5.34)

This is another way to see that the kinematical simplicity constraints break internal Lorentz sym-

metry. Furthermore, one finds that the kinematical spin L2 and the projected spin L · S are both

bigger than the dynamical spin S2, as

L2 = s2

(
cosh η2 +

taq
abtb
β2

)
= s2

(
1 +

(
1 +

1

β2

)
sinh η2

)
≥ s2, (5.35a)

L · S = −S2(n · t) = s2 cosh η coshα ≥ s2. (5.35b)

As we will see, these inequalities are also satisfied at the quantum level.

Geometrically we can understand |L| as an area element associated to the plane normal to tI

and LI , while L · S/|S| can be viewed as an area element associated to the plane normal to tI and

nI . These 2-dimensional planes are not necessary integrable, but when they are |L| and L · S/|S|
represent boosted areas (see [89] for a discussion concerning boosted areas in quantum gravity). At

the quantum level, the inequality (5.35a) can be understood as a restriction on the spin numbers

j ≥ s , (5.36)

where the spin number j = |L| represents the eigenvalue of the boosted or kinematical area operator,

while s = |S| represents the eigenvalue of the physical area operator.

Finally, it is also possible to establish that the kinematical area j is bounded from below by

the Lorentz spin k, i.e. that j ≥ k. This condition can easily be derived using simple relations

between the SL(2,C) Casimirs. First, using the expressions Q = L2−K2 and Q̃ = −2K ·L for the

Casimirs, we can rewrite the simplicity constraint (5.1) as

− Q̃

2L2
=
K · L
L2

=
1

β
. (5.37)
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Taking the square of (5.34) then tell us that

s2

(
1 +

1

β2

)2

taqabt
b = K2 − (K · L)2

L2
= j2 −Q− Q̃2

4j2
≥ 0 . (5.38)

For fixed Q = k2 − ρ2 and Q̃ = −2kρ, we have that this is an increasing function of j2 which

vanishes for j = k. This means that j ≥ k. This is a classical equality which is known to hold also

at the quantum level.

6 Quantization of the corner algebra

Our analysis, which continues that of [2], has revealed that the corner symmetry group of tetrad

gravity with Barbero–Immirzi parameter contains a factor SL(2,C)S × SL(2,R)S‖ , where SL(2,C)S

is the internal Lorentz group generated by JIJ , while SL(2,R)S‖ encodes the non-commutativity of

the corner metric components qab. This product symmetry group is restricted by the fact that the

Poincaré spin Casimir is related to the SL(2,R)‖ Casimir q as S2 = β2q. As we have seen, in terms

of the Poincaré parametrization of section 5.1 this means that the Poincaré Casimirs P 2 = −m2

and S2 satisfy W 2 = −P 2S2 = q, where m = β−1. We have also shown that this symmetry group

descends from a double symmetry breaking pattern. First, we have SL(2,R)‖nH3(R)→ SL(2,R)‖,

which comes from the imposition of the inertial frame constraints Pa = za
IPI = 0, and then we

also have the Poincaré symmetry breaking ISO(3, 1)→ SL(2,C) coming from the imposition of the

simplicity constraints.

In this section we would like to provide a preliminary analysis of the quantization of the corner

symmetry algebra, in order to set the stage for future work. One of our main claims is that a

theory of quantum gravity necessarily provides us with a representation of the corner symmetry

group G[S] := Diff(S) nGS with G = SL(2,R)× SL(2,C). It is therefore of utmost importance to

understand what are the representations of G[S], since these are the building blocks of quantum

gravity.

Let us first gather some notations useful for the description of G[S]. Its Lie algebra, denoted

g[S], is generated by three types of generators which are densities valued in the dual g∗. We have

the momentum density21 Da(x) generating the diffeomorphisms, the angular momentum density

JIJ(x) generating SL(2,C)S , and the densitized22 metric Ka
b(x) := βqacε

cb generating SL(2,R)S .

We also have the spin density SI(x) = εIJKLJJKnL generating an SU(2)S subalgebra of SL(2,C)S .

With this we can define the smeared generators

D(ξ) :=

∫
S
ξa(x)Da(x) d2x, J(α) :=

1

2

∫
S
JIJ(x)αIJ(x) d2x, K(a) :=

1

2

∫
S
Ka

b(x)ab
a(x) d2x,

(6.1)

21In the tetrad formalism it is given by Da = γa
IJ(∗+β)(e∧e)IJ , where γIJa is the torsionless connection [2]. Note

that the presence of β leads to the notion of dual diffeomorphism charges, which were studied at infinity in [90].
22Since εab is a density and qab is a tensor, Ka

b is a matrix-valued density.
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where ξ is a smooth vector field on S, α is a map α : S → sl(2,C), and a : S → sl(2,R) is a map

from S onto symmetric traceless 2× 2 matrices. The quantum algebra which we are interested to

represent is23

[D(ξ),D(ξ′)]q = iD([ξ, ξ′]Lie), [D(ξ), J(α)]q = iJ(Lξα), [D(ξ),K(a)]q = iK(Lξa), (6.2a)

[J(α), J(α′)]q = iJ([α, α′]) [K(a),K(a′)]q = iK([a, a′]) [J(α),K(a)]q = 0, (6.2b)

where [·, ·]q denotes the quantum commutator of operators, [·, ·]Lie the Lie bracket of vector fields, Lv
the Lie derivative, and [·, ·] the matrix commutator. In the following we will denote (da, j

IJ , ka
b, sI)

the undensitized versions of Da = da
√
q, JIJ = jIJ

√
q, Ka

b = ka
b√q, and SI = sI

√
q.

We have seen in this work that the simplicity constraints imply that all the Casimirs for the

subgroups SL(2,R)S , SU(2)S , and SL(2,C)S are proportional to the area element. This appears

in (3.13) and (4.39), as well as in equation (6.30) of [2]. Using (3.12) and (3.37) together with

the definition q = 1
2qabqcdε

acεbd, the statement is that there is the following relationship among the

Casimir densities:

1

2
Ka

bkb
a = −β2√q, SIsI = β2√q, 1

2
JIJ jIJ = (β2 − 1)

√
q,

1

2
∗ JIJ jIJ = −2β

√
q . (6.3)

These relations are the algebraic expression of the simplicity constraints. Importantly, they imply

that an irreducible and simple representation of GS is entirely determined by the choice of a measure

µ which diagonalizes the area element as
√
qψ = µψ for states in Hµ. The main point is that the

quantization of area means that the measure of Borel sets Dp inside S have to be quantized.

Ignoring quantization ambiguities at this stage, we have that

µ(Dp) '
`2Plλp
β

, λp ∈ N, (6.4)

where we have reintroduced the Planck length. The measure µ(Dp) is expected to be quantized,

and belongs to a discrete set24 which asymptotes N, where the asymptotic evaluation is valid for

regions whose measure is large with respect to the Planck area.

6.1 Continuous representations

At the quantum level, and taking also the presence of diffeomorphisms into account, we want to

build a corner Hilbert space in terms of the representation states of the corner symmetry group

Diff(S)nGS with G = SL(2,R)×SL(2,C). The ultimate goal is to define a quantization procedure

for these infinite-dimensional algebras. We want this quantization to be local, i.e. to assign a notion

of Hilbert space H(U) to any open subset U ⊂ S such that we have a factorization property

H(U ∪ V ) = H(U)⊗H(V ), when U ∩ V = ∅, (6.5)

23We use the map [·, ·]q → i{·, ·}, as in (4.11).
24The exact nature of the discrete set depends on the details of the quantization. We can take µp =

√
λp(λp − 1)

where λp is the weight of the representation.
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and a compatibility with partial order in the sense

H(U) ⊂ H(V ), when U ⊂ V. (6.6)

The representation of the infinite-dimensional algebra also needs to be covariant, i.e. to carry

a representation of the group of diffeomorphisms of the sphere. In other words, given such a

diffeomorphism f : S → S, we need to find quantum operators Of : H(S)→ H(S) such that

Of
(
H(U)

)
⊂ H

(
f(U)

)
, (6.7)

for any open subset U ⊂ S.

Even if the proper study and classification of such infinite-dimensional representations is beyond

the scope of this paper, we can present some element of the underlying representation theory and

give an example of a smooth representation. First, let us pick a unitary representation Vρ of the

group G, and define the Hilbert spaceHρ = L2(S, Vρ). Elements of Hρ are half-densities ψ : S → Vρ

with norm

‖ψ‖2 =

∫
S
〈ψ(x), ψ(x)〉ρ d2x, (6.8)

where 〈·, ·〉ρ denotes the Hermitian inner product on Vρ. The point-wise norm 〈ψ(x), ψ(x)〉ρ defines

a density on S.

Given now two group elements25 g ∈ G and f ∈ Diff(S), the factors G and Diff(S) of the corner

symmetry group act on Hρ as

(g B ψ)(x) = ρ
(
g(x)

)
ψ(x), (6.9a)

(f B ψ)(x) = ψ
(
f−1(x)

)√
Df (x), (6.9b)

where we have denoted ρ : G→ End(Vρ), and introduced the Jacobian Df (x) = det(df−1)(x). This

latter appears because the states are half-densities. This defines a local and unitary representation

of Diff(S)nGS . We can then construct more involved representations by taking the tensor products

and defining

H(N)
ρ :=

N⊗
i=1

Hρi = L2
(
SN , Vρ

)
, (6.10)

where we denote ρ = (ρ1, · · · , ρN ) and Vρ =
⊗N

i=1 Vρi . Elements of the tensor product Hilbert

space H(N)
ρ are functionals ψ(x1, · · · , xN ) ∈ Vρ, on which the action of the corner group is naturally

25We can think of the elements f and g as arising from the exponentiations f = exp
(
iD(ξ)

)
and g = exp

(
iJ(α)

)
or g = exp

(
iK(a)

)
.
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given by

(g B ψ)(x1, · · · , xN ) =

N⊗
i=1

ρi
(
g(xi)

)
ψ(x1, · · · , xN ), (6.11a)

(f B ψ)(x1, · · · , xN ) = ψ
(
f−1(x1), · · · , f−1(xN )

) N∏
i=1

√
Df (xi). (6.11b)

In order to obtain an irreducible representation of the group of diffeomorphisms, we have to restrict

the states to form a representation of the symmetric group when the representation labels are

identical. In other words, if (x1, · · · , xN ) carry the same representation label (say) ρ, we have to

impose that

ψ(xσ1 , · · · , xσN ) = R(σ)ψ(x1, · · · , xN ), (6.12)

where R is a representation of the permutation group σN . This representation can be chosen to be

either Abelian (leading to bosonic or fermionic representations) or non-Abelian (leading to para-

fermionic representations). In the 2-dimensional case, there is also the additional possibility to

consider braided statistics. The choice of statistics is a central ingredient of the entropy counting

formula.

We have seen that ‖ψ(x1, · · · , xN )‖2 is a density on SN which is absolutely continuous with

respect to the Lebesgue measure. However, it is important to realize that associated to an irre-

ducible representation we have another independent measure µρ(x) on the sphere, given by the

diagonalisation of
√
q(x). Indeed, we have seen in this work that the local Casimirs of the sl(2,R)S

and sl(2,C)S algebras are both proportional to the measure density
√
q. Since

√
q is a Casimir

operator for GS , it acts diagonally on irreducible representation of GS . We denote this diagonal

action µρ(x)ψ =
√
q(x)ψ, for all ψ ∈ H(N)

ρ .

This means the choice of representation ρ is characterized by a choice of measure µρ which

represents the value of the operator
√
q on Hρ. Now, because the spectrum of the area operator

associated with a finite region is quantized, the measure µρ is a discrete measure which is not

absolutely continuous with respect to the Lebesgue measure. In fact, the measure µρ resembles the

mass density of a collection of 2-dimensional particles, and we can write it as

µρ(x) =

N∑
i=1

µiδ
(2)(x− xi), (6.13)

where the individual “masses” are given by the value of an sl(2,R) Casimir for the discrete series

as

µi = β−1
√
λi(λi − 1), λi ∈ N. (6.14)

In order to evaluate the Casimirs, it is convenient to introduce, starting from the Lie algebra-

valued density JIJ , the undensitized operator jIJ such that JIJ = jIJ
√
q. The action of the densitized
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operators jI1J1 · · · jINJN√q on the elements of H(N)
ρ is then given by

(
jI1J1(x) · · · jINJN (x)

√
q(x)

)
B ψ)(x1, · · · , xN ) =

N∑
i=1

δ2(x− xi)
µN−1
i

ρi
(
τ I1J1 · · · τ INJN

)
ψ(x1, · · · , xN ),

(6.15)

where τ IJ denotes a basis of Lorentz Lie algebra. We can obviously do a similar construction for

the sl(2,R) generators Ka
b. This shows that one can introduce continuous representations of the

corner symmetry algebra, without the need for a discretization. We will come back to this in a

future publication, and show in [78] how to construct a Fock space representation of the corner

algebra. We also refer to the work [23] for a (non-covariant) Fock quantization of an infinite-

dimensional corner algebra. A first instantiation of the measure (6.13) has been proposed in [77]

through a smearing along circles around the punctures and it led to a first notion of infinitesimal

diffeomorphism operator on the corner.

Finally, let us point out that these continuum representations have the interesting possibility

that we can now consider the limit of large spheres as a thermodynamical limit where the total

area and the total number of elementary excitations are sent to infinity while keeping their density

fixed. This means that the continuous representation defined here can potentially be studied in a

limit where

A,N →∞, A/N fixed. (6.16)

Interestingly, another continuum limit can be achieved if we send the Barbero–Immirzi param-

eter to zero at fixed area. This is the limit in which we recover the metric formulation of gravity.

Then, in the limit β →∞ and N →∞ with N/β → ρ̄, the sums become Lebesgue integrals as∫
S
µρf d2x =

1

β

N∑
i=1

f(xi)
√
λi(λi − 1) → ρ̄

∫
S
f(x)

√
λ(x)(λ(x)− 1) d2x. (6.17)

This is consistent with the interpretation of β−1 as the Poincaré mass. The discrete area spectrum

is then interpreted as a mass gap for a gas of 2-dimensional excitations, while the total area is

interpreted as the total mass of this gas. In the limit where the fundamental excitations are

massless, we can have an infinite number of them with fixed density and keep the mass finite.

However, for non-zero β−1 we can only have a finite number of excitations. We postpone the study

of these limits to future work.

6.2 Discrete subalgebras

As another step towards the quantization of the corner symmetry algebra g[S], and in order to

relate it to the quantization used in traditional LQG, we can introduce a regularization procedure
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and the notion of coarse-grained subalgebra. Let us focus on the Lorentz component of g[S] for

definiteness. Given the corner charge density JIJ(x), we introduce its smeared version

J(α) =
1

2

∫
S
αIJ(x)JIJ(x) d2x, (6.18)

where αIJ(x) is a 0-form symmetry transformation parameter.

We then start by introducing the notion of admissible partition of the corner surface S. We

say that P = {D1, . . . , DN} is an admissible partition of S if there exists a collection Dp with

p = 1, · · · , N of measurable subsets of S such that

S =
N⋃
p=1

Dp, and Dp ∩Dq = ∅ when p 6= q. (6.19)

Let us now assume that we have a collection of closed and disjoints disks Dp ∈ S, with p = 1, · · · , N .

We can then consider smearing parameters α supported only on ∪pDp and constant on each disk.

These are such that

αIJ(x) =

N∑
p=1

αpIJχp(x), (6.20)

where

χp(x) =

1 if x ∈ Dp ,

0 otherwise ,
(6.21)

are the characteristic disk functions which satisfy χpχq = δpqχp. For this choice of piecewise-

constant smearing parameters we have that

J(α) =
N∑
p=1

Jp(α), where Jp(α) :=
1

2

∫
Dp

αpIJJ
IJ(x) d2x = αpIJJ

IJ
p . (6.22)

These generators satisfy a discrete version of the continuum surface algebra, where the local brackets

(3.32) are now replaced by

{Jp(α), Jp′(α
′)} = δpp′ Jp([α, α

′]) , (6.23)

This algebra is identical to the flux algebra appearing in LQG. The difference is that it is ob-

tained here independently of a choice of bulk discretization. It appears instead as a natural

finite-dimensional subalgebra of the corner symmetry algebra. We have thus replaced the infinite-

dimensional corner symmetry algebra with a finite number of copies (one for each cell) of the sl(2,C)

algebra.

While the regularization procedure (6.22) provides a well-defined starting point for quantization

of the generators, things are more subtle when it comes to the Casimirs of the algebra. Indeed,
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in this case we are faced with products of densities, which can therefore not be integrated on a

2-dimensional surface. One possibility is to concentrate on the square root of the Casimir instead.

For instance, the smeared version of the square root of the Poincaré spin Casimir S2, namely√
S2(S) =

∫
S

√
SI(x)SJ(x)ηIJ d2x (6.24)

is well-defined at the classical level. However, the formal local expression of the corresponding

operator in the integrand above is badly divergent. This is the same problem we are confronted

with when quantizing the area operator in LQG. In this case, the classical quantity of interest is

given by the square of the densitized triad, which becomes an operator-valued distribution in the

quantum theory and makes the area operator divergent. The way to deal with the corresponding

divergent operator is through a point-splitting procedure [29, 30]. More precisely, let us use the

above-introduced discs to define the discretized Poincaré spin Casimir

sp :=
√
SIpS

J
pηIJ , with SIp :=

∫
Dp

SI(x) d2x . (6.25)

This is now a well-defined object in the quantum theory, as it involves a product of integrals of a

single density. The quantity β−1sp corresponds to the area of the cell Dp. The smeared version of

the square root of the Casimir S2 can then be written as the Riemannian sum√
S2
N (S) =

N∑
p=1

sp . (6.26)

Notice, however, that this regularized expression (6.26) converges to the continuum version (6.24)

only in the limit N →∞ 26. Without the square root, the continuum analog of the sum in (6.26)

is not well defined.

However, this LQG-like regularization cannot be applied to all the Casimirs in the corner

symmetry algebra. For instance, the Lorentz Casimir Q is not positive semi-definite, and we

therefore have to follow a different strategy. Another alternative is to divide the local Casimir

double density by
√
q and define the smeared quantity

Q(S) :=
1

2

∫
S

JIJ(x)JIJ(x)
√
q

d2x . (6.28)

26This is easy to see already at the classical level. For this, consider a unit 2-sphere with coordinates θ ∈ [0, π]

and ϕ ∈ [0, 2π]. Let us use the time gauge tI = δI0 and fix the remaining internal gauge so that the su(2) generator

J3 is aligned with the orthogonal radial direction. We can then write J3
p = εθεϕ sin θp, where εθ and εϕ are the two

coordinate lengths of each of the N plaquettes tessellating the unit 2-sphere. These can be defined as εθ = π/Nθ

and εϕ = 2π/Nϕ, where Nθ and Nϕ are two integers such that NθNϕ = N (they label respectively the number of

plaquettes in the θ and ϕ direction). We can thus write the discretized surface area as

ArN (S) =

N∑
p=1

J3
p =

Nϕ∑
pϕ=1

Nθ∑
pθ=1

εϕεθ sin

(
πpθ
Nθ

)
=

2π2

Nθ
cot

(
π

2Nθ

)
, (6.27)

which reproduces the continuum result Ar(S) = 4π only in the limit Nθ →∞.

40



This can then be regularized by a Riemannian sum in terms of the discrete generators (6.22) and

(6.25), namely

QN (S) =

N∑
p=1

Qp , with Qp :=
β

sp
JIJp JpIJ . (6.29)

We therefore see that the corner observable Q gets discretized in terms of the “Casimir area density”

on each cell. At the quantum level, this then introduces a dependence on the Poincaré spin quantum

number as well, in addition to the labels of the Lorentz irreducible representations. The implications

of this new regularization derived from the continuum theory will be investigated in [78].

We can do the same analysis for the corner metric and its sl(2,R)‖ algebra. Since the components

of the tangential metric are 0-forms, the local symmetry generators are not densities and the

prescription (6.22) needs to be revisited with a bit more care. Proceeding like in (6.1), we can

define the set of discrete tangential metric generators

Kp(a) :=
β

2

∫
Dp

ab
a(x)qac(x)εcb d2x . (6.30)

The local algebra (3.22) then yields the discrete brackets

{Kp(a),Kp′(a
′)} = δpp′ Kp([a, a

′]) . (6.31)

The picture which emerges from this construction is that of a partitioning of space in terms

of 3-dimensional bubbles, as in [77, 91]. Their boundaries are tessellated by 2-dimensional cells

representing interfaces between neighboring 3-dimensional bubbles. Each cell carries a represen-

tation of an sl(2,C) algebra corresponding to Lorenz transformations, and of an sl(2,R)‖ algebra

corresponding to area-preserving diffeomorphisms. We come back to this picture in Section 6.4

below.

6.3 Inductive limit representations

We are now going to present another construction for the representations of the group GS [92]

which follows from an inductive limit and correspond to the LQG construction. Given an admissible

partition P = {D1, . . . , DN} such that S = ∪Np=1Dp, we denote by GP ⊂ GS the subset of maps

S → G which are piecewise-constant on P . Given g ∈ GP , we then denote gp ∈ G its value on Dp.

Obviously we have an isomorphism27

GP = GN . (6.32)

Notice now that the set of admissible partitions forms a directed poset. This means that there

exists a partial order on admissible partitions, where P1 ≤ P2 iff P1 = ∪pDp and P2 = ∪p,qDpq

27Note that GN denotes the product group with N copies of G, while GS denotes the surface group of maps S → G.
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while Dp = ∪qDpq. Moreover, given two admissible partitions P1 and P2, we can always find a

third one (their intersection, or common refinement) such that P1 ≤ P3 and P2 ≤ P3. If P1 ≤ P2

we can define a natural embedding

IP1P2 : GP1 → GP2 , (6.33)

which is such that IP1P3 = IP1P2IP2P3 , for P1 ≤ P2 ≤ P3. We can then finally define the group GS

to be the direct limit

GS = lim−→GP . (6.34)

Similarly, we can construct representations of GS using an inductive limit of representations.

For this, we first chose a measure µ on the sphere S, and given an admissible partition P = ∪pDp

we demand that µ(Dp) = λp where λp ∈ Z. Moreover, to a given λp we assign a representation

ρ(λp) of SL(2,R)× SL(2,C) with SL(2,R) Casimir µp =
√
λp(λp − 1). In other words we demand

the measure of Dp to be the weight of the representation ρ(λp). This representation is such that its

Casimirs satisfy the balance relations (3.13) and (4.39), which enforce that the group Casimirs are

directly determined by the measure. This is nothing but the expression of the simplicity constraints.

We can therefore label the simple representations by the measure of the partition and chose the

representation of GP given by

VP (µ) = Vλ1 ⊗ · · · ⊗ VλN . (6.35)

In order to define the limit we then need to chose an embedding

IP1P2 : VP1 → VP2 . (6.36)

This embedding follows from the repeated use of the embedding

Iλ1λ2 : Vλ1+λ2 → Vλ1 ⊗ Vλ2 , (6.37)

which can be constructed using coherent state. Indeed, since Vµ carries a discrete series represen-

tation, we can consider coherent states |µ, z〉 which are obtained by action of group elements on

the “vacuum” |µ, µ〉 which is the lowest eigenstate for the elliptic generator. The map Iλ1λ2 is then

simply given by

Iλ1λ2

(
|λ1 + λ2, z〉

)
= |λ1, z〉 ⊗ |λ2, z〉. (6.38)

With these embedding maps the set VP defines a directed poset and we can consider the direct

limit

Hµ = lim−→VP (µ). (6.39)
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The fact that the weights λp are quantized means that the measure µ is a discrete measure such that

µ(x) =
∑N

p=1 λpδ
2(x−xp). This shows that the representations obtained by a direct limit are more

singular than the continuous representations described in section 6.1, which involved absolutely

continuous measures for states.

Notice that representations obtained by inductive limits are not differentiable, and therefore

only provide representations of the subgroup GS but not of the diffeomorphism subgroup. This

follows from the fact that, unlike GS , Diff(S) is not known to be obtainable as an inductive limit

group. In particular, the inductive limit representations do not have a well-defined action of the

momentum operator. We conjecture that the continuous representations defined in Section 6.1

above admit a representation of the quasi-local energy, while the direct limit ones are too singular

to have a well-defined energy operator. This however needs to be investigated further.

6.4 Twisted geometries reconstruction

We have introduced in (3.14) the angle θ as the missing geometrical data necessary in order to re-

construct the 6 components of the corner coframe field ea
I from the spin operator and the tangential

metric components defined in (3.12). We also mentioned there that this angle has an interpretation

in terms of the twist angle of twisted geometries [27, 28]. We now want to study this in more de-

tails, and show how an extension of the discrete twisted geometry picture can be recovered from the

boundary parametrization we have constructed in the continuum, by analogy with the discretiza-

tion of space in terms of bubble networks introduced in [77,91]. This will allow us to introduce the

notion of bulk holonomy, which also endows with a geometrical interpretation the states used to

represent the corner symmetry algebra at the quantum level on a single cell decomposition of the

surface.

Twisted geometries were introduced as an extension of Regge geometries, where the gluing

between two neighboring polyhedra is done while relaxing a geometrical condition known as shape-

matching. To understand how they are parametrized, let us consider a partition of space into flat

polyhedra, along with the dual oriented graph. In this graph the vertices are dual to the polyhedra

themselves, and the links are dual to the boundary faces. Each oriented link starts and ends at

a vertex, respectively called source s and target t. Let us consider a single link e dual to a face.

The two polyhedra (dual to) s and t carry their own reference frame, which induce in general two

different normals to the face (dual to) e. Twisted geometries assign a real number je ∈ R to the

edge, corresponding to the oriented area of the dual face, a unit normal vector N s
e ∈ R3 to the

face as seen from the source polyhedron, and similarly a unit normal vector N t
e ∈ R3 to the face

as seen from the target one (see Figure 1a). In this way, each link is assigned a triple of data

(je, N
s
e , N

t
e). Compatibility of this geometrical information then requires the existence of an SU(2)

group element ge rotating one normal into the other, namely

N t
e = R(ge)N

s
e , (6.40)
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with R the rotation matrix in the adjoint representation. It turns out that in order to fully

reconstruct from this condition (6.40) the connection ge defining a notion of parallel transport

between the two polyhedra, an extra angle θe ∈ [−π, π] needs to be added to the set of geometrical

data assigned to the link. Such an angle encodes the component of ge corresponding to rotations

along the N s
e axis. It was shown in [27] that the 6-dimensional space of variables (N s

e , N
t
e, je, θe)

associated to a link defines a phase space which is symplectomorphic to T ∗SU(2)e, namely to the

non-gauge-invariant28 phase space of LQG on the link e. In this phase space, (je, θe) are conjugated

variables. Twisted geometries represent a generalization of Regge geometries in the sense that, while

the area of the shared face is the same, the two flat metrics induced on the face from the source

and the target polyhedra are distinct and the geometries can therefore have a different shape. As

pointed out in [93], an SL(2,R) transformation is needed in order to match the geometry on the

face as seen from both sides. A Regge geometry is then recovered if we demand that the lengths

of the edges of the face as seen from both sides to be the same. In the case of a triangulation, this

amounts to fixing the SL(2,R) group element between the two metrics to be trivial. The connection

between the extra SL(2,R) transformation entering the geometrical data of twisted geometries and

the corner metric algebra was first pointed out and elaborated on in [91], although the implication

of this were not not fully explored.

e

Ns
e N t

e

s t

(a) The two induced flat metrics give the trian-

gular faces the same area but different shapes.

The gluing generates a discontinuous metric

across the face.

ẽsI
x

ẽsI
y

ẽtI
y

ẽtI
x

ϕe ∈ SL(2,C) × SL(2,R)∥

(b) The induced bubble geometries on the two

sides can be related by a rotation generated by

the group element ϕe ∈ SL(2,C)× SL(2,R)‖.

Figure 1: Twisted geometry of a face and its extension.

Let us now explain how to recover a covariant extension of this discrete construction from our

parametrization (3.12) of the corner phase space. For this we focus on a single face/patch of the

regularization introduced above, that can be understood as a disk in the partition of the corner

surface used for the definition of a discretization of the corner symmetry algebra in Section 6.2. As

in the analysis of [91], we do not have to restrict to a piecewise-flat corner metric.

28For the sake of our discussion here, it is not necessary to take into account the closure constraint leading to the

gauge-invariant phase space.
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Using the definitions (6.25) (and replacing the label p of the face with the one of the dual

edge e), the analog of the twisted geometry data on the dual link e is now given by the set

(SsIe /|S|,StIe /|S|, se, θe). The two normals are now unit vectors in R1,3, and they are related by the

SL(2,C) rotation

StIe
|S|

= ϕIeJ
SsJe
|S|

. (6.41)

The twist angle θe necessary in order to reconstruct part of the group element ϕe not fixed by

the requirement (6.41) is given by θe := θte − θse, i.e. by the difference between the two angles

parametrizing the rotational freedom (3.14) in the esI and etI edge mode frames respectively.29

In addition, we also have the tangential metric data qeab associated to each link. The corre-

sponding SL(2,R) group elements ρe are the generators of the area preserving diffeomorphisms

eta
I = ρea

b esb
I . (6.42)

In order to elucidate the nature of the group elements ϕe and ρe, it is useful to consider the

compatibility of the frame fields induced on the face from the bulk frame fields on the two sides.

This gives us also the opportunity to show how the edge modes arise from a dressing of the bulk

fields when pulled back on the corner, in analogy to the treatment introduced in [3] and developed

in [2]. Given the bulk frames (ẽsI , ẽ
t
I) associated respectively to the source and the target bubbles,

the edge modes ea
I can be obtained from their pull back on the shared face by a rotation generated

by the two group elements ϕse and ϕte as

ẽsa
I = (es ·ϕse)aI , ẽta

I = (et ·ϕte)aI . (6.43)

The gluing of bubbles imposes the continuity of the bulk frame field across the boundary, namely

the condition ẽsI = ẽtI on the face, which as shown on Figure 1b implies the following relation

between edge mode frame fields:

eta
I = (es ·ϕe)aI with ϕe = ϕse

(
ϕte
)−1

. (6.44)

As derived and explained in [2], the element ϕe = (ϕe, ρe) belongs to the group SL(2,C)×SL(2,R)‖

and acts as with (e·ϕ)a
I = ρa

b eb
JϕJ

I , which corresponds to the gluing conditions (6.41) and (6.42).

We therefore see that the edge modes provide a unified framework where the different insights about

a generalized discrete geometry construction coming from [27,91,93] are clarified and implemented.

The resulting picture is that of a 3-dimensional geometry constructed by partitioning space in

terms of bubbles connected to each other through interfaces represented by boundary cells. The

geometrical data in the bulk of a given bubble is encoded in the edge modes living on its boundary

29Due to a relative minus sign between the symplectic structures (3.11) associated to the source and the target

faces, reflecting an orientation flip between the interior and exterior of a given bubble, we still have the conjugacy

between se and θe.
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cells. The gluing of two neighboring bubbles is encoded in a continuity condition between the two

bulk coframes across the shared face. From the point of view of the edge mode geometrical data,

this continuity condition translates into a transformation relation (6.44) between the edge modes

induced from the bulk source frame and target frame. This transformation belongs to the corner

symmetry group SL(2,C)×SL(2,R)‖. In the quantum theory, its representation quantum numbers

label all the possible configurations of quantum geometry compatible with the gluing (i.e. all the

possible different ways of gluing), providing a local holographic repackaging of the fundamental

degrees of freedom of quantum geometry.

Let us conclude with a remark on the nature of the two components of the corner symmetry

group. The SL(2,C) component with element ϕe can be understood in terms of parallel transport

between bubbles along the link dual to a face they share. This provides a covariant extension of

the twisted geometry phase space introduced in [27], with the phase space parametrized by the

set (SseI/|S|,SteI/|S|, se, θe) symplectomorphic to T ∗SL(2,C)e. The SL(2,C) algebra component of

this phase space corresponds to the algebra of corner Dirac observables generated by the Lorentz

symmetry charges (3.31). These have associated gauge charges, vanishing on-shell due to the Gauss

law, which are canonical generators of gauge transformations both in the bulk and the corner phase

space, as throughly explained in [2]. Note that SL(2,C) twisted geometries have also been studied

in [94].

On the other hand, the SL(2,R)‖ component with element ρe is more subtle, as it doesn’t have

an immediate interpretation in terms of a bulk holonomy. In fact, the SL(2,R)‖ transformations

represent area-preserving diffeomorphisms of the discretized bubble surface and the associated

generators, namely the metric components defined in (3.12), have a purely boundary nature. What

we mean with this is that, at this stage, we do not have a corresponding gauge symmetry in the

bulk canonically generated by a constraint. In particular, we are lacking a bulk conservation law

for the sl(2,R)‖ corner charges, as the Gauss law provides for the Lorentz charges. Because of this,

the 4-dimensional case which we are studying differs crucially from the 3-dimensional one, where

the analog of the SL(2,R) generators can be expressed in terms of the Lorentz generators and all

the corner symmetry charges have a bulk gauge counterpart [95,96].

7 Conclusions

In the previous papers [1,2] of this series, we have proposed to study the corner symmetry algebra

of various formulations of gravity as a guiding principle towards a local holographic formulation

of quantum gravity. In particular, in [2] we have focused on the corner symplectic structure of

the tetrad formulation of gravity with the Barbero–Immirzi parameter. We have revisited and

extended the usual LQG analysis in two ways. First by relaxing the requirement of the time gauge

and allowing the corner symmetry to include the Lorentz group and not only its rotation subgroup.

Second by letting go of the discretization procedure and obtaining the necessary non-commutativity
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of boundary observables directly in a continuum formulation. We have also revealed an sl(2,R)‖

algebra associated with the corner metric, which explains the origin of the discreteness of the

area spectrum, and set the stage for the proper study, from the point of view of the corner, of

the simplicity constraints. In local holography, we propose to quantize the geometry through the

quantization of its corner symmetry algebra. This gives an extension of LQG, which can be viewed

as a theory of the quantum boundary SU(2) fluxes.

In the present paper, we focused on the thorough analysis of the simplicity constraints, as seen

from the corner. The non-commutativity of the simplicity constraints has been the source of much

confusion in the literature. These are resolved by shifting the emphasis to the corner where the non

commutativity of fluxes appears naturally. Our analysis’s key observation was to recognize that

the internal normal field is a dynamical variable of the corner phase space and that the coframe

field is non-commutative on the corner. This is encoded in the corner symplectic potential (3.2).

It unravels the existence of an elemental Poincaré algebra describing the corner symmetry before

the imposition of the simplicity constraints. In this picture, a suggestive particle-like description

of (quantum) geometry emerges, where the internal normal plays the role of the 4-momentum, the

Barbero–Immirzi parameter that of the mass, the flux that of a relativistic position, and the frame

that of a spin harmonic oscillator.

The phase space structure (3.2) allowed us to reveal the second class nature of the corner simplic-

ity constraints already at the classical and continuum level, and to perform a proper separation of

the simplicity constraints into first and second class components. The study of this corner symplec-

tic structure has also proven to be crucial to reconcile the imposition of the simplicity constraints

with the discrete nature of the area spectrum and internal Lorentz invariance. Contrary to common

claims in the literature, we have proven that the imposition of the simplicity constraints breaks

down the Poincaré symmetry to a Lorentz symmetry. After imposing the simplicity constraints,

all Lorentz generators constitute strong Dirac observables and can be represented at the quantum

level (this last point will be explicitly shown in [78]). Furthermore, the corner area generator cor-

responds to the Poincaré spin Casimir and is thus Lorentz-invariant by construction. This resolves

a long standing puzzle of LQG, namely restoring compatibility between the spin foam manifestly

Lorentz invariant construction in the bulk with the Hilbert space of the canonical theory on the

corner. This reinforces the conceptual and technical basis of spin foams.

In addition to the Lorentz sector, we have established that the corner phase space is also

characterized by a second set of strong Dirac observables, corresponding to the tangential metric

components and satisfying an sl(2,R)‖ algebra. This extra symmetry algebra plays a crucial role

in providing a generalized twisted geometry interpretation of a proper discretization of the corner

geometrical data. The full extent of the physical nature of these new charges will most likely require

a complete quantum reconstruction of the frame field within the corner Hilbert space carrying a

representation of the SL(2,C)S × SL(2,R)S‖ ×U(1)S‖ algebra of the corner Dirac observables. This

is the topic of a forthcoming paper in the series.
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Interestingly, we have also explained how the BF phase space (3.2) before the imposition of the

simplicity constraints can itself be embedded in a larger phase space, namely (3.5), which contains

Poincaré and Heisenberg symmetries. This phase space is obtained from the BF one by relaxing

what we called the kinematical constraints. There is then a double pattern of symmetry breaking.

First, the imposition of the kinematical constraints, which pick out a notion of Poincaré position

and momentum, reduce (3.5) to BF theory (3.2), and then the simplicity constraints further reduce

this latter to tetrad gravity. Again, this reveals the extent of the geometrical information which is

encoded at the corner.

A powerful feature and main motivation of our program is the focus on the representations of

the corner symmetry algebra and the properties of its Casimirs. Looking at it in the sense of the

Kirillov orbit method [97] provides a very efficient and reliable way to gain important insights into

aspects of the quantum theory while remaining in a classical framework. This pre-quantization

analysis reveals the structure of the spectra of geometrical operators even before a Hilbert space is

constructed out of a given regularization procedure.

Finally, let us end with a comment on an interesting issue, which is that of the choice of statistics

for the corner excitations. This issue manifests itself most notably in the context of the LQG black

hole entropy calculation, through an interplay with Chern–Simons theory (see [98] for a review),

although the nature of this question is more general and far reaching. In the context of the LQG

black hole entropy calculation, the punctures represent the end points of spin network links piercing

the horizon surface, where sources of curvature and electric flux are at the same time concentrated

due to the boundary condition which is used to characterize the horizon. This discrete set of

charges defined on tangential small disks around the punctures, as in the truncation (6.22), can

be understood as horizon hairs of quantum geometry contributing to the black hole entropy. It

was originally argued in [99,100] that the punctures should be considered as distinguishable, while

e.g. [101] treats them as being indistinguihable. In both cases though, an open question is that

of the statistics which should be assigned to these excitations. In fact, in the so-called “gas of

punctures” approach, a bosonic statistics is usually assumed [102–104]. However, there are also

indications coming from alternative treatments of the quantum horizon geometry [105, 106] that

the corner punctures should obey anyonic statistics. At the same time, by taking into account

an holographic degeneracy of matter states contribution to the partition function, inconsistency

of distinguishability with semi-classicallity has been advocated in [107], where both bosonic and

fermionic quantum statistics were analyzed.

It is clear that a detailed analysis of this issue requires an understanding of the action of dif-

feomorphisms on the boundary. This is intimately related to the issue of the quantization and

representation of the continuous and infinite-dimensional corner symmetry algebra. We have pre-

sented in Section 6 preliminary ideas in this direction. In particular we have shown that it is possible

to consider continuum representations acting on smooth states, and to give a representation of the

corner symmetry algebra that possesses in principle an infinitesimal action of the diffeomorphism
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generator (see also [77]) . This central feature is not available in the representations obtained by

inductive limits. The technical details of this construction are left for future investigation.
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A Corner Poisson brackets

In this appendix we compute the various Poisson brackets used throughout Section 3. For simplicity,

in all the appendices we do not include the factor δ2(x, y) that enters the expressions since it always

factors outside. We also keep the genre of the internal normal unspecified, and take n2 = σ. The

Poincaré potential we start with is then

ΘS
PH =

∫
S

(
−σXIδnI −

β

2
zI ∧ δzI

)
, (A.1)

which gives the brackets

{XI(x), nJ(y)} = −σηIJδ2(x, y), {zaI(x), zb
J(y)} = − 1

β
εabη

IJδ2(x, y), (A.2)

and the brackets (3.6) are recovered for σ = −1.

A.1 Boost and frame algebra

In this appendix we establish that the boost and the frame operators (BI , ea
I) defined in (3.9)

commute with the kinematical constraints n2 − σ and na = za · n, and we also determine their

algebra. First, we define

ea
I := za

I − σnI(za · n), X̃I := XI − σnI(X · n). (A.3)

It follows immediately from (A.2) that

{X̃I , nJ} = −ση̃IJ , (A.4)

where η̃IJ := ηIJ − σnInJ , and therefore we get that X̃I commutes with n2 − σ. Then we have

{zaI , (zb · n)} = − 1

β
εabn

I , {(za · n), (zb · n)} = −σ
β
εab, (A.5)
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which implies that

{eaI , (zb · n)} = {zaI , (zb · n)} − σnI{(za · n), (zb · n)} = 0, (A.6)

and shows that ea
I commutes with n2 − σ (trivially) and za · n. Moreover, it satisfies the algebra

{eaI , ebJ} = − 1

β
εabη̃

IJ . (A.7)

Next, we have the brackets

{XI , ebJ} = −σ{XI , nJ(zb · n)} = ηIJ(zb · n) + nJzb
I , (A.8a)

{X̃I , ebJ} = η̃IJ(zb · n) + nJeb
I , (A.8b)

{εaceaI(zc · n), eb
J} = − 1

β
η̃IJ(zb · n), (A.8c)

which implies that for30 BI = X̃I + βeI ∧ n = X̃I + βεacea
I(zc · n) we find

{BI , ebJ} = eb
InJ . (A.9)

One can now evaluate

{X̃I , (zb · n)} = −σzbI + nI(zb · n) = −σebI , (A.10a)

{εaceaI(zc · n), (zb · n)} = εac{eaI , (zb · n)}(zc · n) + εacea
I{(zc · n), (zb · n)}

= − 1

β
εacεabn

I(zc · n)− σ

β
εacza

Iεcb,

=
σ

β
zb
I − 1

β
nI(zb · n)

=
σ

β
eb
I , (A.10b)

and summing the two identities we see that BI is also a Dirac observable. Now, using again the

notation eJ ∧ n := εabea
J(zb · n), let us also evaluate the brackets

{X̃I , X̃J} = X̃InJ − X̃JnI , (A.11a)

{X̃I , eJ ∧ n} = σeI ∧ zJ = (eI ∧ n)nJ + σeI ∧ eJ , (A.11b)

{eI ∧ n, eJ ∧ n} = −σ
β
eI ∧ eJ , (A.11c)

which imply that

{BI ,BJ} = BInJ − BJnI + σβeI ∧ eJ . (A.12)

30Note that this is BI = X̃I + βzI ∧ n written on-shell of the constraint ea
I = za

I − σnI(za · n).
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Furthermore, we have

{BI , zcK} = βnJεab{zaIzbJ , zKc }

= −nJεab(zaIεbcηKJ + zb
Jεacη

KI)

= nKzc
I − ncη

KI . (A.13)

Finally we see that

{BI , nJ} = {X̃I , nJ}

= {XI , nJ} − σnI{(X · n), nJ}

= −σηIJ + σnInJ

= −ση̃IJ , (A.14)

which means once again that

{BI , na} = 0, {BI , eaJ} = ea
InJ . (A.15)

A.2 Spin and frame algebra

Here we focus on the brackets involving the spin generator

SI =
β

2
ε̃IJKea

Jeb
Kεab . (A.16)

We can use that

ε̃IJ
KSK =

β

2
ε̃IJ

K ε̃KABe
A ∧ eB = −σβeI ∧ eJ (A.17)

to rewrite the bracket (A.12) as

{BI ,BJ} = BInJ − BJnI − ε̃IJKSK = −JIJ . (A.18)

The bracket among spin generators is given by

{SI ,SJ} = β2ε̃IAB ε̃JCDea
Aec

C{ebB, edD}εabεcd

= −βε̃IAB ε̃JCDηBDeaAεacecC

= σβ(ηIJηAC − ηICηJA)(eA ∧ eC)

= σβ(eI ∧ eJ)

= −ε̃IJKSK . (A.19)

The spin acts on the frame by rotation, namely

{SI , ebJ} = βε̃IABea
A{ecB, ebJ}εac = −ε̃IABeaAη̃BJεcbεac = ε̃IA

JeAb . (A.20)
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To compute the bracket between the boost and spin components we use

{X̃I ,SJ} =
β

2
εJABC{X̃I , nC}(eA ∧ eB) + βεJABCn

C{X̃I , eA} ∧ eB

=
β

2
εJABC(−σδCI + nIn

C)(eA ∧ eB) + βεJIBCn
Cn ∧ eB

=

(
−σβ

2
εJABI + nI

β

2
ε̃JAB

)
(eA ∧ eB) + βε̃JIBn ∧ eB

= σβ∗(e ∧ e)IJ + nISJ + βε̃JIBn ∧ eB

= SInJ − SJnI + nISJ + βε̃JIBn ∧ eB

= SInJ + βε̃IJKeK ∧ n, (A.21)

and

{eI ∧ n, SJ} = εab
(
{eaI ,SJ}nb + eaI{nb, SJ}

)
= εabε̃IAJea

Anb

= −εIJK(eK ∧ n) . (A.22)

From this we conclude that we simply have

{BI ,SJ} = SInJ . (A.23)

A.3 Frame algebra and Hodge star

Here we establish various Poisson brackets involving the frame and the Hodge star. We first show

(3.24). A direct calculation gives

β{√q, ecI} =
β

2
√
q
{q, ecI}

=
β

2
√
q
qabε

aa′εbb
′{qa′b′ , ecI}

=
1

2
√
q
qabε

aa′εbb
′
(εca′eb′

I + εcb′ea′
I)

=
1

2
√
q

(qcbε
bb′eb′

I + qacε
aa′ea′

I)

= ?ec
I . (A.24)

By means of Jacobi’s identity, this relation implies that

{?eaI , edJ}+ {eaI , ?edJ} = {√q, {eaI , edJ}} = 0. (A.25)

Using ?2 = −1, this also means that

{?eaI , ?edJ} = {eaI , edJ} . (A.26)
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Moreover, we evaluate

?qab := ?ea
Ieb

JηIJ =
qacε

cdqdb√
q

=
√
qεab , (A.27a)

qab? := ea
I ? eb

JηIJ = −√qεab , (A.27b)

?qab? := ?ea
I ? eb

JηIJ = qab . (A.27c)

We now evaluate the algebra between the frame and the dual frame. It is given by

{?eaI , edJ} =

{
qabε

bcec
I

√
q

, ed
J

}
= −?ea

I

√
q
{√q, edJ}+ {qab, edJ}

εbcec
I

√
q

+
qabε

bc

√
q
{ecI , edJ}

= −?ea
I ? ed

J

β
√
q

+ (εdaeb
J + εdbea

J)
εbcec

I

β
√
q
− qabε

bcεcd
β
√
q

η̃IJ

= −?ea
I ? ed

J + ea
Jed

I

β
√
q

− εad
εbceb

Jec
I

β
√
q

+
qad
β
√
q
η̃IJ

=
qadη̃

IJ − ?eaI ?edJ − ea
Jed

I

β
√
q

+ εad
εbc ? eb

I ? ec
J

β
√
q

=
qadη̃

IJ − ?eaJ ?edI − ea
Jed

I

β
√
q

. (A.28)

Furthermore, using (A.16), we have that

ε̃IJKS
Jea

K =
β

2
ε̃IJK ε̃

J
ABeb

Aec
Bεbcea

K

=
β

2
(δ̃IB η̃KA − δ̃IAη̃KB)eb

Aec
Bea

Kεbc

=
β

2
(qabec

I − qacebI)εbc

= β
√
q ? ea

I

= |S| ? eaI , (A.29)

which is statement (3.28).

Finally, we can prove that

ε̃IJKea
K =

?ea
ISJ − ?eaJSI

|S|
. (A.30)

Given a vector V I , we define Va := V Iea
JηIJ , with V a = qabVb. This means that

V I =
V · S
S2

SI + V aea
I . (A.31)
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Now consider the vector ε̃IJKV
Iea

K and its projections

ε̃IJKV
ISJea

K = |S| ? Va, ε̃IJKV
IeJb ea

K = − 1

β
V · Sεab. (A.32)

Therefore, we find that

ε̃I
J
KV

Iea
K = ?Va

SJ

|S|
− ?eaJ

V · S
|S|

, (A.33)

which means that

ε̃IJKea
K =

?ea
ISJ − ?eaJSI

|S|
. (A.34)

B Algebra of simplicity constraints

In this section we provide detailed evaluations of the brackets involving the full simplicity operators

CI , their second class part Ca, and the first class part C.

B.1 Full components

We start by evaluating the different brackets involving the full simplicity operators CI . First, the

brackets (A.18), (A.19), (A.23) computed above yield

{CI ,CJ} = {BI ,BJ} − 1

β
({BI ,SJ}+ {SI ,BJ}) +

1

β2
{SI , SJ}

= (BInJ − BJnI)− 1

β
(SInJ − SJnI)−

(
1 +

1

β2

)
ε̃IJKSK ,

= CInJ − CJnI −
(

1 +
1

β2

)
ε̃IJKSK . (B.1)

We can also compute the various contributions. Using (A.18) and (A.23) we get

{CI ,BJ} = {BI ,BJ} − 1

β
{SI ,BJ}

= BInJ − BJnI − ε̃IJKSK +
1

β
SJnI

= BInJ − CJnI − ε̃IJKSK (B.2)

which gives (4.1a). Similarly, we have

{CI ,SJ} = {BI , SJ} − 1

β
{SI ,SJ}

= SInJ +
1

β
ε̃IJKSK , (B.3)
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which is (4.1b). Using (A.9) and (A.20) gives

{CI , eaJ} = ea
InJ +

1

β
ε̃IJKea

K , (B.4)

which is (4.1c). Finally, using the definition of CI and (A.14) gives

{CI , nJ} = −ση̃IJ , (B.5)

which is (4.1d) when σ = −1.

B.2 Second class components

We can use (A.7), (B.1), and (B.4) to evaluate the bracket between the second class constraints as

{Ca,Cb} = ea
Ieb

J{CI ,CJ}+ {eaI , ebJ}CICJ + ea
I{CI , ebJ}CJ + eb

J{eaI ,CJ}CI

= −
(

1 +
1

β2

)
ε̃IJKea

Ieb
JSK − 1

β
εabC

2 +
2

β
ε̃IJKea

Ieb
KCJ

=
1

β
εab

(
−
(

1 +
1

β2

)
S2 − C2 − 2

β
S · C

)
= − 1

β
εab
(
S2 + B2

)
, (B.6)

where we have used that

1

β
εabS

K = ea
Ieb

J ε̃IJ
K . (B.7)

Similarly, we can evaluate

{?Ca,Cb} = ?ea
Ieb

J{CI ,CJ}+ {?eaI , ebJ}CICJ + ?ea
I{CI , ebJ}CJ + eb

J{?eaI ,CJ}CI

= −
(

1 +
1

β2

)
ε̃IJK ? ea

Ieb
JSK +

qabC
2 − ?Ca ?Cb − CaCb

β
√
q

+
2

β
ε̃IJK ? ea

Ieb
KCJ

=
qab
β
√
q

((
1 +

1

β2

)
S2 + C2 +

2

β
S · C

)
− ?Ca ?Cb + CaCb

β
√
q

=
qab
β
√
q

(
S2 + B2

)
− ?Ca ?Cb + CaCb

β
√
q

. (B.8)

Combining these last two brackets gives

{C−a ,C+
b } =

1

2

(
− 1

β
εab(S

2 + B2) +
qab
iβ
√
q

(S2 + B2)− ?Ca ?Cb + CaCb
iβ
√
q

)
(B.9)

which is (4.12) once we use |S| =
√
S2 = β

√
q and ?Ca ?Cb + CaCb = 2(C+

a C
−
b + C−a C

+
b ).
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We now give the brackets between the second class simplicity constraints and the various quan-

tities appearing. Using (A.20), (B.3), and ea
ISI = 0, we get

{Ca,SJ} = eaI{CI ,SJ}+ CI{eaI ,SJ}

= eaI

(
SInJ +

1

β
ε̃IJKS

K

)
− CI ε̃JKIea

K

= − 1

β
ε̃J IKea

ISK − ε̃J IKea
ICK

= ε̃JKIB
Kea

I . (B.10)

Using (A.15), (B.2), (A.29), and (4.3), we evaluate

{Ca,BJ} = eaI{CI ,BJ}+ CI{eaI ,BJ}

= eaI
(
BInJ − CJnI − ε̃IJKSK

)
= Can

J − ε̃JKISKea
I

= Can
J − |S| ? eaJ . (B.11)

Together this gives

{Ca,CJ} = Can
J − ε̃JKI

(
SK +

1

β
BK
)
ea
I . (B.12)

Using (A.29) again, we also obtain

{Ca, S2} = 2{Ca, SJ}SJ = −BK ε̃KJISJeaI = −2|S| ? Ca , (B.13a)

{Ca,B2} = 2{Ca,BJ}BJ = 2(Can
J − |S| ? eaJ)BJ = −2|S| ? Ca , (B.13b)

and

{Ca,B · S} = {Ca,BJ}SJ + BJ{Ca, SJ}

= (Can
J − |S| ? eaJ)SJ − BJB

K ε̃KJIS
Jea

I

= 0. (B.14)

The brackets above together give

1

2
{C2,Ca} = CI{CI ,Ca}

= CI{BI ,Ca} −
1

β
CI{SI ,Ca}

= |S| ? Ca +
1

β
CI ε̃

I
JKB

Jea
K

= |S| ? Ca +
1

β2
CI ε̃

I
JKS

Jea
K

=

(
1 +

1

β2

)
|S| ? Ca, (B.15)
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and

{C · S,Ca} = CI{SI ,Ca}+ {CI ,Ca}SI

= −ε̃IJKCIBJeaK +
1

β
ε̃IJKSIB

Jea
K

=
2

β
ε̃IJKSIB

Jea
K

=
2

β
ε̃IJKSIC

Jea
K

= − 2

β
|S| ? Ca. (B.16)

We finally evaluate the bracket of Ca with the normal to find

{Ca, nJ} = ea
I{CI , nJ}

= ea
I(−σδJI + nIn

J)

= −σeaJ , (B.17)

and with the frame to find

{Ca, ebJ} = eaI{CI , ebJ}+ CI{eaI , ebJ}

= eaI

(
nJeb

I +
1

β
ε̃IJKeb

K

)
− 1

β
εabC

J

= qabn
J − 1

β
ε̃J IKea

Ieb
K − 1

β
εabC

J

= qabn
J − 1

β2
εabS

J − 1

β
εabC

J

= qabn
J − 1

β
εabB

J . (B.18)

B.3 First class part

We now evaluate the brackets of the first class simplicity constraint C = −C2− (β + β−1)C · S with

nI , SI , BI , CI , Ca and ea
I . First, we have that

{C · S, nI} = −σSI , {C2, nI} = −2σCI , (B.19)

which implies that

{C, nI} = −σ
(

2

β
BI +

(
1− 1

β2

)
SI
)

= −σ
(

2

β
CI +

(
1 +

1

β2

)
SI
)
. (B.20)

We also have that

{C · S,SJ} = −ε̃IJKCISK + S2nJ , {C2,SJ} = 2C · SnJ +
2

β2
ε̃IJKC

ISK , (B.21)
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which gives

{C,SJ} = −
(

1− 1

β2

)
ε̃IJKCISK +

(
2

β
C · S +

(
1 +

1

β2

)
S2

)
nJ . (B.22)

Next we evaluate

{C · S,BJ} = B · SnJ , {C2,BJ} = 2C · BnJ − 2ε̃IJKC
ISK , (B.23)

which gives

{C,BJ} = − 2

β
ε̃IJKCISK +

(
2

β
C · B +

(
1 +

1

β2

)
S · B

)
nJ . (B.24)

Furthermore, we have

{C,CJ} = − 1

β

(
1 +

1

β2

)
ε̃IJKC

ISK +

(
2

β
C2 +

(
1 +

1

β2

)
S · C

)
nJ . (B.25)

We now evaluate the bracket of C with ea
I . For this we use

{C2, ea
J} = 2Can

J +
2

β
ε̃I
J
KCIea

K , (B.26)

and

{C · S, eaJ} = SI{CI , eaJ}+ CI{SI , eaJ}

= SI

(
ea
InJ +

1

β
ε̃IJKea

K

)
− CI

(
ε̃IJKea

K
)

= ε̃IJK

(
SI
β
− CI

)
ea
K , (B.27)

from which we get

{C, eaJ} =
2

β
CanJ +

2

β2
ε̃IJKC

Iea
K +

(
1 +

1

β2

)
ε̃IJK

(
SI

β
− CI

)
ea
K

=
2

β
CanJ +

(
1

β2
− 1

)
ε̃IJKCIea

K +
1

β

(
1 +

1

β2

)
ε̃IJKS

Iea
K . (B.28)

As a consistency check we finally verify that

{C,Ca} = {C, eaJ}CJ + {C,CJ}eaJ

=
1

β

(
1 +

1

β2

)
ε̃IJKSICJea

K − 1

β

(
1 +

1

β2

)
ε̃IJKC

Iea
JSK

= 0. (B.29)
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B.4 Lorentz transformation

The bracket between the Lorentz generators and the simplicity constraints can be computed as

σ{CI , JJK} = {CI ,BJ}nK + BJ{CI , nK} − {CI ,BK}nJ − BK{CI , nJ} − ε̃JKL{CI ,SL} − εJKLA{BI , nA}SL

=BInJnK − BJnInK − ε̃IJASAnK +
1

β
SJnInK

+ BJ(−σηIK + nInK)

−
(
BInKnJ − BKnInJ − ε̃IKASAnJ +

1

β
SKnInJ

)
− BK(−σηIJ + nInJ)

− ε̃JKL(SInL +
1

β
ε̃ILAS

A)

+ εJK
LA(σηIA − nInA)SL

= − ε̃IJASAnK +
1

β
SJnInK − σηIKBJ

+ ε̃IK
ASAnJ −

1

β
SKnInJ + σηIJBK

+
1

β
ε̃JK

Lε̃IALS
A

− σεIJKLSL − ε̃JKLnISL

= − ε̃IJASAnK +
1

β
SJnInK − σηIKBJ

+ ε̃IK
ASAnJ −

1

β
SKnInJ + σηIJBK

− 1

β
(σηJISK − nInJSK − σηKISJ + nInKSJ)

− σεIJKLSL − ε̃JKLnISL
=σ(ηIJCK − ηIKCJ) ,

(B.30)

where we have used

ε̃JK
Lε̃IALS

A = −σ(η̃JI η̃KA − η̃JAη̃KI)SA

= −σ(η̃JIηKA − ηJAη̃KI)SA

= −σηJISK + nInJSK + σηKISJ − nInKSJ . (B.31)

By means of (B.30), it follows that

{CI , JJK}SI = CKSJ − CJSK

= BKSJ − BJSK . (B.32)
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Moreover,

σ{SI , JJK} = {SI ,BJ}nK − {SI ,BK}nJ − ε̃JKL{SI , SL}

= −SJnInK + SKnInJ + ε̃JK
Lε̃ILAS

A

= −SJnInK + SKnInJ + σηJISK − nInJSK − σηKISJ + nInKSJ

= σηJISK − σηKISJ , (B.33)

from which

nI{SI , JJK} = nJSK − nKSJ (B.34)

and

CI{SI , JJK} = BJSK − BKSJ . (B.35)

Therefore,

{C · S, JJK} = {CI , JJK}SI + CI{SI , JJK} = 0. (B.36)

from which (4.29) follows, and

{n · S, JJK} = {nI , JJK}SI + nI{SI , JJK}

= σ{nI ,BJ}nKSI − σ{nI ,BK}nJSI + nJSK − nKSJ

= (ηIJnK − ηIKnJ)SI + nJSK − nKSJ

= 0. (B.37)

Furthermore, we have

σ{eaI , JJK} = {eaI ,BJ}nK − {eaI ,BK}nJ − ε̃JKL{eaI , SL}

= −nInKeaJ + nInJeaK + ε̃JK
Lε̃LAIea

A

= −nInKeaJ + nInJeaK + σ(η̃JI η̃KA − η̃JAη̃KI)eaA

= −nInKeaJ + nInJeaK

+ σ ((ηJI − σnInJ)(ηKA − σnKnA)− (ηJA − σnJnA)(ηKI − σnInK)) ea
A

= σ
(
ηJI(ηKA − σnKnA)ea

A − (ηJA − σnJnA)ηKIea
A
)

= σ(ηIJeaK − ηIKeaJ) , (B.38)

from which we get

{Ca, JJK} = CI{eaI , JJK}+ {CI , JJK}eaI
= CJeaK − CKeaJ + CKeaJ − CJeaK

= 0 . (B.39)
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Lastly, let us verify that

{na, JJK} = nI{zaI , JJK}+ za
I{nI , JJK}

= nJzaK − nKzaJ + nKzaJ − nJzaK

= 0 . (B.40)

C Poincaré algebra

Here we consider the Poincaré generators JAB and PC satisfying the algebra

−i[JIA, JJB] = ηAJJIB + ηIBJAJ − ηIJJAB − ηABJIJ , (C.1a)

−i[JIA, PB] = PIηAB − PAηIB (C.1b)

−i[PA, PB] = 0. (C.1c)

The duality transformation ∗JIJ := 1
2εIJ

KLJKL satisfies the following compatibility conditions with

the commutator:

[∗JIA, ∗JJB] = −[JIA, JJB], [∗JIA, JJB] = [JIA, ∗JJB]. (C.2)

We now define the boost and spin generators to respectively be

BI :=
JIJP

J

m
, SI :=

∗JIJP J

m
, (C.3)

which means that

P 2JIJ = m
(
BIPJ −BJPI − ε̃IJKSK

)
, (C.4a)

P 2∗JIJ = m
(
SIPJ − SJPI + ε̃IJ

KBK
)
, (C.4b)

with ε̃IJ
K := εIJ

KLPL and P 2 = −m2. The boost and spin generators are such that

−mi[BI , PJ ] = PIPJ − P 2ηIJ , −i[SI , PJ ] = 0, (C.5)

and they satisfy the boost-spin algebra

−mi[BI , BJ ] = BIPJ −BJPI − ε̃IJKSK , (C.6a)

−mi[BI , SJ ] = SIPJ , (C.6b)

−mi[SI , SJ ] = −ε̃IJKSK . (C.6c)

Denoting the simplicity constraint by

CI = BI −
1

β
SI , (C.7)
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we get

−mi[CI , CJ ] = CIPJ − CJPI −
(1 + β2)

β2
ε̃IJ

KSK . (C.8)

This follows from the explicit computations

−mi[BI , BJ ] =
1

m

(
[JIA, JJB]PAPB + JJB[JIA, P

B]PA − JIA[JJB, P
A]PB

)
,

= PJBI − PIBJ −
P 2JIJ
m

+ PIBJ +
P 2JIJ
m

− PJBI +
P 2JIJ
m

=
P 2JIJ
m

= BIPJ −BJPI − ε̃IJKSK , (C.9)

−mi[BI , SJ ] =
1

m

(
[JIA, ∗JJB]PAPB + ∗JJB[JIA, P

B]PA − JIA[∗JJB, PA]PB
)
,

= PJSI − PISJ −
P 2∗JIJ
m

+ PISJ +
P 2∗JIJ
m

= PJSI , (C.10)

and

−mi[SI , SJ ] =
1

m

(
[∗JIA, ∗JJB]PAPB + ∗JJB[∗JIA, PB]PA − ∗JIA[∗JJB, PA]PB

)
,

=
P 2JIJ
m

− PJBI + PIBJ ,

= −ε̃IJKSK . (C.11)

We can also write the algebra for the kinematical boost and rotation generators

KI = JIJ t
J , LI = ∗JIJ tJ , (C.12)

where tJ is a kinematical vector. The calculations are similar but simpler since tJ commutes with

JIJ . Denoting ε̊IJ
K = εIJ

KLtL as in the main text, we have the rotation commutators

−i[LI , LJ ] = [∗JIA, ∗JJB]tAtB,

= t2JIJ + tIKJ − tJKI ,

= −ε̊IJKLK , (C.13)

the boost commutators

−i[KI ,KJ ] = [JIA, JJB]tAtB,

= tJKI − tIKJ − t2JIJ ,

= ε̊IJ
KLK , (C.14)

62



and the mixed commutators

−i[KI , LJ ] = [JIA, ∗JJB]PAPB,

= tJLI − tILJ − t2∗JIJ ,

= −ε̊IJKKK . (C.15)
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