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Abstract: 

Purpose: The objective of the paper is to find trends of research in relic tourism-related topics. Specifically, 
this paper uncovers all published studies having latent issues with the keywords “relic tourism” from the Web 
of Science database.  
Methods: A total of 109 published articles (2002-2021) were collected related to “relic tourism.” Machine 
learning tools were applied. Network analysis was used to highlight top researchers in this field, their citations, 
keyword clusters, and collaborative networks. Text analysis and Bidirectional Encoder Representation from 
Transformer (BERT) of artificial intelligence model were used to predict text or keyword-based topic reference 
in machine learning.  
Results: All the papers are published basically on three primary keywords such as “relics,” “culture,” and 
“heritage.” Secondary keywords like “protection” and “development” also attract researchers to research 
this topic. The co-author network is highly significant for diverse authors, and geographically researchers 
from five countries are collaborating more on this topic.  
Implications: Academically, future research can be predicated with dense keywords. Journals can bring more 
special issues related to the topic as relic tourism still has some unexplored areas.  
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1 INTRODUCTION 

Relics are historical objects that carry cultural value and 
relevance even in modern times despite having no current use 
(Cambridge Dictionary, 2021; Mugobi & Mlozi, 2021). They 
are the mirrors of the past for everyday people. The cultural 
influence of relics lies in people still believing in their 
importance (Alonsopérez et al., 2022). The belief and 

existence in cultural folklores are the foundation of tangible 
heritage for humanity. Their conservation is always a topic of 
concern as the process is very time-consuming, and finance 
is always concerned. Restoration and protection of relics 
directly impact cultural and heritage tourism (Cerquetti & 
Ferrara, 2018; Manosso & Domareski Ruiz, 2021). 
Tourism research has progressed significantly and is now 
recognized as a distinct and diversified management sector 
(McKercher, 2018). Academic research journals on tourism 
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pump new life into the already crowded cauldron of 
management research, showing tourism research's diversity 
and evolution as a distinct academic discipline (Cripps, 2021; 
Scholtz & De Ridder. 2021). So, the topic "relics tourism" 
has gathered significance in the last two decades. Relics 
tourism is closely associated with cultural and heritage 
tourism in many aspects and is represented as a part of the 
culture in most tourism research. So, to understand the trends 
and explore all possible importance of different related topics 
in this subject, the authors investigate this topic. 
Furthermore, McKercher (2018) stated that any new research 
targeting tourism management must enhance new avenues 
and explore hidden areas. Various scholars reviewed 
different aspects of tourism research to lend a helping guide 
for researchers and industry insiders (Manosso & Domareski, 
2021; Mugobi & Mlozi, 2021; Sinclair-Maragh & Simpson, 
2021; Daskalaki et al., 2020). There is no structural review of 
"relics tourism" available, which can help future researchers 
explore hidden areas linked with cultural and heritage 
tourism. So, here the researchers try to examine central 
databases for papers related to relic tourism.  
According to McKercher (2018), researchers of different 
universities aim to publish approved journals in SSCI (social 
science citation index) to get more reach and enhance their 
reputation in the research fraternity. So, here we also believe 
that publications indexed in SSCI can give prominence to the 
published study and enrich the importance of authors. So 
here, we believe that indexing a journal in SSCI can 
significantly alter the course of published research in the 
journal and the authorship structure. Web of Science is the 
best source for SSCI journals. Thus, the Web of Science 
database is explored, and the authors collected papers mainly 
focused on relic tourism. So, here the researchers intend to  

a. Identify the topics and their unexplored relations in all 
publications by text classification modeling using ML 

b. Highlight prominent researchers and their network by 
bibliometrics analysis using Vos viewer. 

The enormous amount of research papers available on the 
Web of Science is not the only problem; the more significant 
obstacle is a lack of other methodological rigor in the 
systematic review. Too many replication studies are available 
with different representations (Pratt et al., 2019). Most 
authors use Vos viewer software and bibliometrics to study 
citation, authorship, keywords, and geographical distribution 
of authorship. But besides all these, there is a strong need to 
explore the trends and patterns that text mining and ML 
applications can explore. ML tools help give more accuracy 
to information analysis as they have no biases in human 
judgment. The output of AI and ML-based text mining for 
reviews of research articles will have fewer critical errors. 
Here, we don't intend to say that text mining based on ML is 
devoid of all limitations or the best way to analyze. Here, we 
tried to give a more precise, unbiased output that will differ 
from all the existing tools that can be more explored. The AI 
tools use all the organic inputs which humans entered. ML 
analyzes these inputs to give a more unbiased output. AI took 
human entered data for learning and repeated the prejudiced 
organic thought that we popularly call ML analysis 
(LaGrandeur, 2020). 
Recent developments in ML applications capture researchers' 
attention. In recent years scholars have started to use ML to 
review the literature and explore hidden trends ((Cabitza et 

al., 2018; Sabahi & Parast, 2020). With AI and ML, 
researchers can conduct many text analyses and explore the 
complexities of information (Hamel et al., 2020). We can use 
classical bibliometrics analysis to explore the authorship, 
citation, keywords, geographical distribution, and co-
authorship. But here, the authors want to explore the 
available research of "relics tourism" by text mining methods 
with the help of various tools of artificial intelligence (AI) 
and machine learning (ML). Here, the authors do not suggest 
that all the systematic review research should be done by AI 
and its ML tools replacing the human element of research. 
Instead, researchers of this study emphasize exploring AI and 
ML tools to explore text mining and bring out hidden patterns 
of social science studies. 
Since social science, especially management and tourism 
research papers, are very diverse, future researchers should 
try AI and ML tools to explore and get output with less 
ambiguity. These AI and ML tools are predominantly used in 
medical imaging research to produce more specific results 
(Hamel et al., 2020). So, social science research will open 
new avenues if these tools are used to clarify topic 
identification. Our manuscript intends to explore this 
research gap of not having more structural and systematic 
reviews of papers in relic tourism and no previous use of text 
mining in such subjects by AI and ML tools. Generally, 
researchers explored heritage tourism by cultural aspect 
where they studied religious places, monuments, arts, history, 
dark events, and placed of cultural importance. But 
significantly relics tourism is not studied so much as 
compared to other aspects of heritage tourism.  
We may say this area of heritage tourism is subsided under 
dark tourism or cultural heritage when this aspect has its own 
identity and significance in overall field of heritage tourism. 
Here in this study, we argue that tourism scholars will benefit 
from the evidence-based explanation of current keywords, 
patterns of topics, and network analysis for relics tourism. 
Our research results will help new and experienced 
researchers get more insights into using text mining 
techniques to identify trends and topics. This study will add 
more valid and reliable output to relic tourism studies. 
Researchers of cultural and heritage tourism who have less 
knowledge of ML and its use for text mining can also learn 
how to use the tools to explore patterns, topics, and keyword 
clusters in future studies. Here we review 109 articles from 
tourism indexed by the Web of science to demonstrate the 
text analysis. This analysis is done with the help of AI's ML 
tools, which are slowly capturing the researchers' logical 
minds rapidly. We are sure they will contribute significantly 
to the existing studies in the future. Our research will add 
more food for thought to tourism research and bring more 
opportunities to researchers in various related fields.  

2 OVERVIEW OF TEXT MINING WITH ML AND AI 

The recent developments in various research databases, web 
technologies, and digital documentation techniques due to AI 
and ML advancements attract the attention of researchers. 
Various researchers use text mining (TM) to explore hidden 
research trends in a particular area (Indurkhya, 2015). But 
TM techniques face the biggest obstacle in meeting the 
standards of natural language processing (NLP). Researchers 
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consider text mining with the ever-growing demand to extract 
information from texts stored in digital resources (Haq et al., 
2019). Manually it isn't easy to remove and analyze the texts. 
The availability of textual information from various research 
databases makes the analysis difficult manually or with 
software like Vosviewer. Though Vosviewer helps in 
network analysis for bibliometrics, it cannot determine the 
trend of research and keywords pattern (Salloum et al., 2017). 
It is now common to assume that AI can be the best alternate 
replacement for all human activities (Pi & Fan, 2021). 
Theoretically, researchers argue that a considerable amount 
of data can be analyzed by ML tools, but the complexity of 
interpretation can only be productive with human orientation 
(Zanzotto, 2019). Machines in the near past showed that they 
are catching up with the complex cognitive process of 
humans, like playing chess and making routing decisions. So, 
soon, machines may catch up with the decision-making 
ability of humans and more effectively perform a better 
analysis of massive data (Zuluaga et al., 2016). Due to rapid 
advancements in computation and data analysis, AI 
technologies with ML tools are better equipped to analyze, 
understand, and predict human textual language (Blanco-
Ruiz et al., 2020). Despite a dynamic application in medical 
imaging literature studies, AI still finds itself in nascent social 
science and tourism (Watanabe et al., 2020). NLP and ML 
can significantly apply to systematic review studies 
(Porciello et al., 2020). NLP helps extract relevant academic 
studies from databases, and ML uses its tools for topic trend 
analysis. So, AI always helps study the trends of topics and 
keywords by text mining with tools like NLP and ML.  
 
2.1 Text mining literature tools 
a. Extraction of Information 
It is the first step where researchers extract relevant 
information from the unstructured research articles (Linn, 
1996). This step follows pre-defined text arrangements by 
matching the pattern. Here, researchers will select 
appropriate articles and link them with cooperative 
association with the terms (Waqas et al., 2018). Here 
researchers discover and collect information by 
differentiating relevant text, extracting the pertinent data, and 
converting them into functional forms (Krótkiewicz, 2018). 
b. Discovery of Suitable Text 
The Discovery of suitable text (DoscoText) is the most 
critical aspect of text mining. It gathers structured data from 
unstructured texts (Clifton et al., 2004). Authors use tools of 
knowledge discovery from databases of research (KDD) to 
get structured, relevant data that can help in analysis 
("Information Extraction from Text Using Text Mining," 
2020). Authors use keyword extraction to classify text, make 
cluster terms, summarize topics, and give a pattern of the 
used terms ("Text Mining Technique for Driving Potentially 
Valuable Information from Text," 2020). 
c. Text Analytics 
Text analytics is an automated process that helps to interpret 
a large amount of unstructured text into qualitative data, 
especially for uncovering insights, trends, and patterns 
(Lakshmi & Baskar, 2021). The amalgam of text analytics 
and visualization tools better understands the problem and 
accommodates fruitful decision-making (Ren & Han, 2018). 
In this work, we apply text analytics to generate the word 
cloud and plot the most frequent terms used in the abstract 

and title (Yusuf et al., 2017). The word cloud is the visual 
representation of the words associated with the text data. It is 
also used to highlight the words as per their frequency and 
relevance (Shivakumara et al., 2021). The steps of text 
analysis follow the specific steps mentioned below.  

I. Fetch word count from title and abstract: After 
successfully importing the dataset, both the words in the 
abstract and title must be counted. A lambda function is 
used to count the number of words. A lambda function 
is a small function that contains single expressions and 
can also act as an anonymous function where it doesn't 
need any name (Porter et al., 2020). The Lambda 
function consists of three parts: 1) keyword, 2) bound 
variable 3) expression. In this study, this function is 
deployed to fetch the number of words in every abstract 
and title (Lehr, 2019). 

II. Stopwords: Stopwords are a filter-out technique for 
natural language processing (Rüdiger et al., 2017). It is 
a technique that is used to pre-process the collected text. 
It helps to remove the most common words, such as 
prepositions and articles that do not have significant 
meaning in the text (Antons et al., 2020). In this step, 
we created a list of customs stopwords such as using, 
show, large, one, one, two, new, previous, and shown to 
set up a dictionary (Sarica & Luo, 2021). 

III. Remove the punctuations and special characters:  The 
next step of text pre-processing initially converts all 
lower cases and removes the punctuations and 
characters. Afterward, tokenization is applied to convert 
strings into a list and remove the stopwords (Jatain, 
2020). Stemming and lemmatization help remove the -
ing, -ly and reclaim the word into root words. Again, in 
the final step, convert lists into strings (Sohrabi & 
Khalilijafarabad, 2018). 

IV. Word Cloud: It is a technique of visual representation of 
keywords depending on their structured frequency 
(Jayashankar & Sridaran, 2016). It is a prevalent 
method and is primarily acceptable by researchers. It is 
used to extract words from texts and help in detailed 
analysis. It also provides text and structured information 
(DePaolo & Wilkinson, 2014). It is more statistical than 
linguistic, allowing for summarization and providing 
little correlation among data (Sinclair & Cardew-Hall, 
2007). 

Here in this study, the authors observed that collecting and 
extracting information from the database has a limited scope 
with Vos Viewer-based literature review research papers. So, 
here we tried to employ text mining and some ML tools to 
extract patterns in keywords and project a holistic output 
(Albashir et al., 2020). Tourism and hospitality research has 
shown many enhancements in the last two decades. Many 
research articles are published, and journals have an upward 
journey for their impact and popularity. But in the scope of 
tourism, relics tourism has minimal research. Mostly they are 
related or embedded in culture or dark tourism. So, here we 
focus on relics tourism to extract more unexplored areas 
where researchers and journals can explore more. After 
carefully analyzing the available articles and literature in the 
Web of Science database for this study, the researchers 
assume that extraction of information and text mining tools 
were not applied to tourism. It demands a requisite effort 
where all the articles need to undergo text mining to explore 



28                                                                                            Subhankar Das, Subhra Mondal, Vikram Puri, and Vasiliki Vrana 

published topics and trends which can help industrial 
practitioners. Researchers want to explore the following 
research questions: 
 
RQ1: What is the Word Cloud for titles & abstracts of all 
extracted publications? 
RQ2: What high-frequency keywords are used in all 
extracted publications collected from Web of Science in their 
titles and abstracts? 
RQ3: What are the MLM (Masked language modeling) & 
Next Sentence Prediction (NSP) in relics tourism? 
RQ4: Who are the prominent authors, and how does network 
analysis relate to them? 
RQ5: What are the co-citation and citation networks among 
prominent researchers? 

3 METHODOLOGY  

For this study, researchers adopted the following architecture 
to identify the most frequent words used in the published 
relics tourism indexed in the Web of Science database. We 
use a combination of text analysis, text extraction, and text 
classification using AI models (Kabir et al., 2018). Two 
different approaches are used in this study: 1) Text Analytics 
and 2) BERT-based Text Classification. 
 
Figure 1: Architecture of the proposed text miningsSolution 

 

 
Source: Authors' conception 
 
3.1 Data collection 
Researchers accumulated all the research publications from 
the Web of Science. We found 143 articles with the keyword 
"relics tourism." Out of 143 papers, we exclude 34 from 
physical science backgrounds to reduce linguistic noise using 
the RapidMiner tool. Most search tools use text classification, 
an unsupervised learning technique that enables them to sort 

documents into different categories. For instance, they can 
create a vector representation of a document that contains a 
set of unique words. For example, if a paper has a value of 
0.5, it has a better chance of being categorized into a specific 
category. Through its algorithm, RobotAnalyst learns to 
classify each article according to its coefficients.  
The screening process aims to recommend relevant academic 
literature based on the interaction between humans and the 
documents they encounter. This process uses text 
classification techniques to classify the articles according to 
their coefficients. A logistic regression model analyzes the 
results to predict new papers' relevance with the information 
collected. An example of this process is Rayyan, a tool 
researchers use to find relevant documents. Rayyan learns by 
analyzing the data it has collected. Once it has enough data 
to learn about the topic, it can recommend the most relevant 
papers based on the researcher's initial selection. Data 
extraction is a process utilized by machine learning programs 
to find and understand the text in documents. ML techniques 
then add tags to the words extracted from the papers. This 
process is referred to as data extraction. Aside from 
searching, robotreviewer also provides various tools for data 
extraction. 
 

Table 1: All categories of publications considered for this 
study 

 

 
Source: Web of Science 
 
Finally, after cleaning the data, we got 109 articles. Here, 
researchers limit all the irrelevant characters to increase data 
quality. In this study, the authors first used tokenization to 
divide documents into tokens. In the next step, researchers 
apply the transformation process by creating the title of 
articles in lowercase. In the third step, authors filter 
stopwords. Each token signifies a single English word. 
Authors remove similarities between token and stopwords 
with the operator's help by arranging one-stop word per 
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article line. In the final step of the text mining process, 
researchers filter tokens as per length, where the minimum 
characters for a token are four and the maximum is twenty-
five. Table 1 and figure 2 represent all the publication 
categories considered for this study. 
 

Figure 2: Tree diagram of considered publications 
 

 
Source: Web of Science 

4 EXPERIMENTAL FINDINGS  

After applying various text mining tools to all the extracted 
research publications, we got our desired results. 
Nevertheless, their tools have not yet been used in the 
publications concerned with relics tourism. So this reason 
makes this study and its findings unique and gives much 
value to the tourism research fraternity. 
 
RQ1: What is the Word Cloud for titles & abstracts of all 
extracted publications? 
 
A cloud is a collection of numerous words based on the 
frequency or importance of every expression referred to as a 
word cloud. Some literature points mainly to tourism, relics, 
and culture are more significant than the other words in the 
cloud. We can generate the word cloud for the "Abstract" and 
"Title" based on affiliation. Figure 3 and Figure 4 represent 
the word cloud for the "Title" and "Abstract," respectively. 
The keywords cloud is substantial because the frequency of 
the word in the text is either in "Title" or "Abstract." It is 
directly proportional to the size of the word in the cloud. 
 

Figure 3: "Title" word cloud 
 

 
          Source: Analysis of data 

Figure 4: "Abstract" word cloud 
 

 
Source: Analysis of data 
 
RQ2: What high-frequency keywords are used in all 
extracted publications collected from Web of Science in their 
titles and abstracts? 
 
To identify the most frequent words, researchers used N-
gram for this study. The N-gram model predicts the 
occurrence of a word based on its N-1 previous work (García 
et al., 2021). Figures 5 and 6 represent the word frequency 
analysis. Figure 5 illustrates the most frequent words in the 
"Title" section. The most frequent terms in the Titles are relic, 
culture, and tourism, and then is heritage and development.  
 
Figure 5: Most frequently, words occur in the "Title" section 

 

 
Source: Analysis of data 
 

Figure 6: Most frequently, words occur in the "Abstract" section 
 

 
Source: Analysis of data 
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Like in figure 6, the most frequently used in the abstracts are 
cultural, relic, and tourism. Although in figure 5 and figure 6, 
there is a minor difference in the frequency of words used. In 
the analysis, the words are almost similar for title and 
abstract; only the frequency of the expression is shuffled.  
 
RQ3: What are the MLM (Masked language modeling) & 
Next Sentence Prediction (NSP) in relics tourism? 
 
We used Bidirectional Encoder Representation from 
Transformer (BERT) for the text classification via machine 
learning. BERT is an architecture based on the transformer. 
The transformer model was introduced by Google and 
employs the mechanism of self-attention that is suitable for 
understanding languages (Ho et al., 2021). In general 
language, models work on the one-directional training to the 
next word prediction, but in the case of BERT, it utilizes the 
bidirectional movement (Devlin et al., 2018). The ability of 
the BERT model is limited as an encoder that can be used for 
reading text input and processing. Two methods enable the 
BERT to become the bidirectional modal: 1) MLM (Masked 
language modeling) and 2) Next Sentence Prediction (NSP). 
In this study, the process for the Bert-based classification is 
as follows: 
• Load Pre-Trained Embedding: After the dataset 

analysis, three categories are decided "Culture," 
"Heritage," and "Tourism." Next, pre-trained data is 
downloaded through the Gensim API and checks 
similar words to the categories mentioned above 
(Gensim: Topic Modelling for Humans, 2021). 

• Create Dictionary: Three different clusters are created 
with the categories of "Culture," "Heritage," and 
"Tourism." Every set consists of 30 similar words.     

• Word Embedding: Word Embedding is a learned 
representation from the provided text where the 
highlighted words have related essence with similar 
characterization (Park et al.,2018).  

 
Figure 7: Word embedding for abstract 

 

 
Source: Analysis of data 
 

Moreover, it is also a class of methods representing every 
word's real-valued vector in a built-in vector space. For the 

visualization of the word embedding, there are standard 
reduction techniques such as t-distributed stochastic 
neighbor embedding (t-SNE) and principal component 
analysis (PCA). This study used the t-SNE technique to 
visualize the word vector. t-SNE is a helpful way to 
visualize the similarities between multiple objects. The 
working principle behind the visualizing word vector is to 
take features of high-dimensional vocabulary word vectors, 
then squeeze them into two-dimensional pairs with similar 
words together and dissimilar words far away. Figures 7 
and 8 represent the word embedding for the abstract and 
title.  

 
Figure 8: Word embedding for title 

 

 
Source: Analysis of data 
 
Our proposed solution has three clusters: culture, heritage, 
and tourism for the word embedding.  
 
4.1 Model deployment and prediction 
Bidirectional Encoder Representations from Transformer 
(BERT) is a deep learning model. Every input element is 
attached to the output element, and weight is calculated based 
on connections between the components. Traditionally, 
language models are designed to read the data 
unidirectionally, either left to right or right to left. However, 
BERT can read the input data in both directions. It is 
generally pre-trained on the text corpus and then fine-tuned 
for some distinct tasks. In addition, BERT employs the 
Transformer encoder architecture to process every input text 
token in overall tokens before and after the implementation. 
The steps for the proposed study are as follow: 
1. Import the Pre-Trained Model:  In the first step, we import 

the pre-trained BERT tokenizer and pre-trained BERT 
model for the natural language processing (NLP). 

2. Word Embedding for the BERT model: After importing 
pre-trained models, tokenize sentences into the token in 
the integer form. Convert the tokens in the array form and 
generate embedding from every token, and the result is a 
tuple. Next, the researchers select the tuple's first member, 
remove the first dimension, and create the feature matrix.  

3. Similarity Score: We put the output matrix into the shape 
to compute the cosine similarities. Every row acts for 
articles and consists of a single similarity score for every 
target cluster and classifies the listed labels with the 
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highest similarity score.   
4. Output Prediction: The final step predicts the final model 

through the similarity check.  
Figures 9 and 10 represent the model's similarity computation 
with "Abstract" and "Title."Figure 9 shows a certain 
similarity in using particular words by authors in the abstract. 
In this study, researchers found that the words in abstracts 
and titles have three clusters: culture, heritage, and tourism. 
Authors have used words like "cultural," "history," and 
"architecture" under the cluster culture. Researchers have 
used words like "protection", "religion", "belief", and "place" 
under heritage. Similarly, the cluster tourism has "place", 
"ancient", "sites", "travel", and "destination". These words 
have greater similarity and high frequency in their use inside 
the abstracts by various authors.  
 

Figure 9: Similarity nodes of words used by authors in 
"Abstract" 

 

 
Source: Analysis of data 
 
Figure 10 represents the three clusters of words in all the 
titles. Authors used these words or similar ones primarily in 
their titles and restrained themselves from using words from 
the tourism cluster. Researchers prefer to use words from 
culture clusters more than heritage. So, we can say authors 
prefer to use words from culture as they might think the 
words are more related to relics. 
 

Figure 10: Similarity nodes of words used by authors in 
"Title" 

 

 
Source: Analysis of data 

RQ4: Who are the prominent authors, and how does network 
analysis relate to them? 
 
In these years (2002-2021), co-authors publish and have a 
strong network. Eleven Authors show strong weighted 
strength among themselves, as shown in figure 11. They are 
geographically distributed in five countries: Ghana, Spain, 
the People's Republic of China, Taiwan, and Slovenia. All 
these co-authors have 40 papers among them. Citation-wise, 
if we see, then Ghana and Spain co-authors have 39 citations, 
Taiwanese authors have 79, and Slovenia authors have 11 
citations. Chinese authors are having maximum citation of 
124. It shows that Chinese researchers are active in this 
subject and have a robust network among themselves, 
enhancing their total output. 
 

Figure 11: Network of prominent researchers 
 

 
Source: Analysis of Data 
 

Figure 12: Authors and their citations 
 

 
Source: Analysis of Data 
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RQ5: What are the co-citation and citation networks among 
prominent researchers? 
 
Figure 12 represents the citation network of prominent 
authors on this subject of relics tourism. We can see there are 
2 clusters (yellow and blue) of authors and their citation 
network. Yellow clustered authors have maximum strength, 
especially "zhang, y," "zhang, j," and "Huo, x." The blue 
clustered authors have more minor citations than the yellow 
ones. We can say yellow ones are popular in this field. 

5 DISCUSSION AND CONCLUSIONS  

We can see how the keywords revolve around three clusters 
of culture, heritage, and tourism from the analysis. Mainly 
the words in the title and similar and present in the abstract. 
Interestingly, some words like sacred and religion are also 
used with protection, value, and belief. Also, some words like 
the Internet of things (IoT) and sensors are present with 
protection. So, we can say there may be a slow trend 
developing which points towards modern technology use for 
relics tourism domain by researchers. 
Similarly, for heritage studies, many recent papers are 
exploring a new trend post-2019. Words like the place and 
destinations are now linked with heritage directly, which 
were previously associated with tourism (Rezaei et al., 2021; 
Duy et al., 2020). So, we can say the marketing of places is 
now exploring relics tourism. And for tourism, the words do 
not have a drastic change. They are the same throughout the 
years of consideration (2002-2021).  
Authors of prominent publications are very much strongly 
interrelated with each other. They have an excellent 
connection in the field of cultural tourism. Relics tourism is 
directly represented under cultural topics. But authors 
explore new technology applications when we consider 
publications and protection words in the title and abstract. 
Generally, authors have used the terms culture, relics, and 
tourism in the abstracts more. Culture has a maximum 
frequency in abstracts. Similarly, the term relics has a 
maximum frequency in titles than culture and tourism. 
Here, we find that relics certainly rally for cultural tourism in 
all the selected articles. Researchers signify relics with 
culture and religion. Relics connect with tourism with words 
like destination, place, and religion (Van et al., 2020). The 
findings of this research help future scholars in terms of 
guidance in employing ML in text mining (Singh et al., 
2020). This technique will help in enhancing their research 
ability. As several research publications are published in 
various streams, conventional research for literature review 
is fast becoming more impractical and complex, which 
requires a lot of time and effort from the researcher (Sharma 
& Das, 2021). Data extraction and a reduction will be 
smoother and more technical with text mining by ML tools. 
The ability to review the title, abstract and full texts of an 
article within the same ML tools will undoubtedly save 
valuable time than other contemporary methods (Das et al, 
2022). 
Consequently, applying ML tools for text mining brings a 
semi-automatic alternative to the systematic literature review 
research repertoire. It is a fact that ML will undoubtedly 
decrease the human effort in the systematic literature review, 

but still, human interventions are required. So, ultimately, we 
can hope one day, the features of ML will be upgraded, which 
will make the process fully automated and limit human 
efforts ultimately. So, the scope of performing text analysis 
of various databases will undoubtedly increase the possibility 
of a more reliable, complete systematic review. These will 
surely contribute to future research endeavors not only in 
tourism disciplines but also in others too.  
 
5.1 Practical implications 
In this novel study, the researchers found the trend of relics 
tourism study that different researchers can use to form their 
titles and abstracts more effectively. Journals can use this 
research to propose special issues for bringing out more 
concerning research in relics tourism. Researchers generally 
venture out for cultural and heritage studies. They are not so 
keen on relics tourism. However, they go for dark tourism 
research, a different domain. Though dark tourism is related 
to this scope of relics, it is other than relics. So, authors can 
now mainly be precise in their research of these areas. Like 
cultural, heritage, or dark tourism, relics tourism attracts 
many future researchers.  
The technique of text mining and its machine learning 
applications can also attract systematic literature review 
researchers for better exploration. Here the researchers do 
believe that the future is for machines. So, ML will slowly 
venture into tourism research, and researchers will benefit 
from this technology intrusion. Most contemporary 
researchers use hybrid methods and Vos viewer software for 
bibliography studies which are command-based. But text 
mining and BERT are Programme based and more accurate. 
So, we think future researchers can explore different topics 
for educational use and practically explore more ML tools.   
This paper aims to help general management and tourism 
scholars put ML into practice. It will provide them with the 
necessary characteristics to make informed decisions. We 
summarize these points as follows. 

1. The type of literature review an ML system can perform 
differs depending on the software used. There are three 
main types of literature reviews that it can perform: 
searching, data extraction, and screening. 

2. To choose the right tool for a particular type of review 
analysis, choose a set of tools with the necessary 
features. 

3. Free and paid tools are also available. However, the 
choice should be based on the scope of the research. 

4. Before using a free tool, make sure that it has a trial 
period. Doing so will allow you to try it out and see if it 
works well. Some free tools might not allow you to add 
more data to your project. 

 
5.2 Limitations and future research 
We have considered 109 articles for this study, whereas Web 
of Science has 143 papers on relics tourism search. So, there 
may be some analytical output we may miss. But that will be 
another scope of research where researchers can study social 
and physical science in relics tourism. We have considered 
text mining and keyword word cloud for our study with 
BERT. There are other tools available in ML. But we are not 
conversant with other devices, so researchers can explore 
different mechanisms that may give more in-depth analysis 
in the future. Also, the citation and authorship analysis have 
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not included the journal's prestige or popularity, which can 
be a limitation.  
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