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Abstract—The current health situation with the use of masks
complicates the analysis of gaze and head direction in driver
monitoring systems based on facial detection since landmarks
are not working properly. Due to this issue, the need to solve
occlusion problems using an alternative method to the current
ones has increased. On the other hand, the deployment of these
systems inside the vehicles must be carried out in the least
intrusive way possible for the driver. This article presents an
approach for driver distraction analysis based on the driver’s
eyes without using landmarks applying Deep Learning methods,
and the study of different parameters such as detection speed
for the deployment of the best accuracy-speed method in an
embedded platform. Different state-of-the-art and open source
neural networks have been used and tuned to address our current
problem. On the other hand, as is well known, training these
models requires an enormous amount of data. In the case of
gaze, there are very few data sets dedicated specifically to it.
UnityEyes software has been used to create the training and test
datasets for the system since it creates the necessary amount of
data needed by the models easily.

Index Terms—Driving Monitoring System (DMS), Artificial
Intelligence, Advanced Driver Assistance System (ADAS), Deep
Learning.

I. INTRODUCTION

The concern to reduce traffic accidents has led to the
development of Advanced Driver Assistance Systems (ADAS)
among other solutions. Specifically, the importance of Driving
Monitoring Systems (DMS) based on the study of driver
distractions has increased, since they are one of the main
reasons for road accidents [1] [2]. The driver can be distracted
by audio, mechanical, cognitive, or visual distractions [3].
Focusing on visual distractions, these refer to situations where
the driver takes his/her eyes off the road and may involve a
momentary head rotation. In general, the treatment of these
types of distractions depend on detecting and tracking facial

landmarks on the user [4]. Usually this detection is carried
out through the use of cameras and image analysis to obtain
facial features that allow locating head, eyes, mouth, etc., and
define if the driver is distracted or not. However, occlusions
have always been one of the challenges in this type of method
[5] [6].

Nowadays, with the use of the mask due to the health
emergency caused by COVID-19, studies related to the subject
have emerged and have led to masked faces datasets for
different uses such as facial detection [7], analysis of the
correct position mask [8], etc. With the use of the mask,
the systems have more difficulties to detect facial landmarks
properly. For DMS, this is a big challenge since eyes are the
only viable feature in those cases.

On the other hand, the advancement of technology has
allowed an increase in computational power with modern
GPUs and their parallelization, providing improvements in
the research of Deep Learning applying on DMS systems,
allowing the application of advanced network architectures [9].
However, detecting masked faces remains a challenging task
for many existing models due to masked faces could have
different orientations, degrees of occlusion, or different types
of masks, making the poor accuracy of these detections a
problem to be solved. In addition, as far as authors concerns,
there is not a large enough dataset to do a correct exploration
of the key attributes and to use this data to identify them, and
train and test the models in a proper way. So, with insufficient
training and testing data as well as incomplete and inaccurate
features, masked face detection is a widely challenging task.

Our contribution in this work relies on creating a system
capable of offering real-time information about the driver
distraction based on the gaze with the main occlusion of the
mask, and without depending on the need to obtain the facial



features to detect the components of the face such as the
mouth, chin, etc. For that, Deep Learning methods, especially
open source pretrained neural networks, have been applied to
achieve the best accuracy-speed method. For the preliminary
dataset, UnityEyes software has been used to create both
training and the initial testing dataset of the system since it
creates the necessary amount of data easily. The proposed
system is part of the development of a complete DMS that
attempts to detect driver distraction at all times regardless of
whether or not their face is occluded, in real time and with a
low computational load.

This article is divided as follows. Section II presents the
State of the Art of Facial Recognition systems, describing
their evolution and how the problem of occlusions has been
dealt with. Section III contains a description of the system
focusing on the proposed approach to detect the eyes without
relying on facial features. Section IV describes the details of
the experimental tests and results focused on comparing the
effectiveness of different neural networks for this application.
Finally, the article ends by presenting the conclusions and
future works in Section V.

II. RELATED WORK

Facial Recognition (FR) is one of the most important non-
intrusive biometric techniques for authenticating people and
is mainly based on computer vision techniques in application
fields such as security, military, surveillance, etc.

Deep Learning (DL) has reshaped the FR research landscape
by improving the performance of these systems and their appli-
cations in real world scenarios. DL applies multiple layers of
processing to learn representations of data with multiple levels
of feature extraction. Since the appearance of DeepFace [10]
and DeepID [11] in 2014, the advancement and improvement
of these processes have increased dramatically. In addition,
access to a large number of facial images, including public
datasets [12] [13], has helped to improve the performance of
facial recognition. Although it must be taken into account that
there are still the problems of variable lighting, low resolution,
different facial expressions, and occlusion. Generally, images
stored in databases are free of these defects, which affects
training tests with real-world testing. In [14] and in [15] a
complete vision of recent developments is presented, describ-
ing different algorithms, databases, protocols, and scenarios.

From the point of view of driving monitoring, FR is one
of the most widely used and fastest non-intrusive techniques
to know the driver’s condition by detecting distraction [16].
In real driving situations, obtaining information in real time
is critical to take any action. [17] demonstrated that for
every 25% increase in total glance duration, reaction time
is increased by 0.39 seconds and standard deviation of lane
position is increased by 0.06 meters in real time diving
simulator tests. Research into driver distraction detection has
increased and achieved great results with the application
of DL. A summary of modern neural-network-based facial
landmark detection algorithms is described in [18]. Finally,
a review of the role of computer vision technology applied to

the development of monitoring systems to detect distraction is
described in [19]. However, as mentioned in [5], occlusions
are a challenging problem in FR systems due to the lack of
information caused by the error in the localization of facial
features and the type of the occlusions. Moreover, specific
datasets of occluded faces such as [8] or [20] have also been
created, to help in the development of research in this field.

A survey describing how existing face recognition methods
cope with the occlusion problem is presented in [21]. It
should be noted that almost none of the methods presented in
this survey have been tested in real-time ADAS applications
such as driver monitoring, although in applications like that
it is a recurring problem. In the literature of DMS, most
of the procedures have sought to develop systems, that are
sufficiently robust to be able to detect distraction or drowsiness
despite occlusions without facing them directly such as [22]
or [23] where the authors tested that their system is robust
enough to occlusion of the eyes. The approach presented in
this work focuses on directly solving the occlusion problem
of the middle of the face giving a robust and reliable solution
without taking into account the facial features.

III. SYSTEM DESCRIPTION

This section is divided in the following way. First, Section
III-A describes the whole DMS system and its current state so
far. Section III-B contains the detailed definition of the system
proposed in this article, which focuses on eyes detection. It
should be emphasized that in this paper the authors want to
show the progress of the work carried out during the research
and development of this system as well as its virtues and
defects.

A. System flowchart

Figure 1 shows the system as it is developed at the moment
this article is presented. A camera captures the driver’s face
inside the car and processes the image to detect whether or
not there are occlusions that prevent obtaining the necessary
characteristics for facial analysis. The camera is a Basler
camera acA1920-40uc, that delivers 41 frames per second at
2.3 MP resolution, with a 12 mm focal length lens. To detect
the occlusion, the system is trained with the database described
in [24], which was created because there are no available large
datasets of masked face images that allow working with mask
occlusions not necessarily well placed.

Once the face is detected, it is classified into ”occluded”
or ”not occluded”. If it is not occluded, it will use the
system developed and described in [25], taking into account
landmarks, and indicating whether the driver is distracted or
not, using CNN models. In case of the face is occluded or
it is not detecting any of the necessary points to obtain the
face features, for example when the head moves to its extreme
positions, the image will be processed by the system proposed
using the presented approach described in detail in the next
section.

The output after the eyes detection would be the gaze angle
and the head position. The data is created using Unity Eyes



software [26]. The information the software provides will be
used to help with the determination of these characteristics in
future works. This paper is focused on the detection of the
eyes without using landmarks applying different open source
deep neural networks. Finally, the outputs obtained by one of
the two systems are the inputs of the Distraction Classifier.

B. Eyes detection module

As it is already known, deep neural networks need a huge
amount of data to be trained successfully. Due to this, there are
certain difficulties, being one of the most important ones the
lack of open datasets for specific problems, as it is the case we
are dealing with. The system pretends to detect eyes without
taking into account landmarks or other significant parts of the
user’s face. Due to the aforementioned problem with datasets,
Unity Eyes software [26] has been used since it allows us
to randomly create as many eye images as necessary without
needing to record real people or cropping the eye area from
wild images of other datasets and label them. An example of
the images provided by Unity Eyes can be shown in Figure 2.

Once the dataset is created, the position of the eye within
the image is extracted. Subsequently, the eye zone feed the
neural networks used in the experimentation, performing a
regression to obtain the associated bounding box. For this
article, it has been necessary a total of 2000 images to train the
networks. Once they are trained, the initial testing is carried
out on images of the same type. It has been used 400 images
to create the test set. Although, later the best networks so far

Fig. 1. System Flowchart.

Fig. 2. Examples of the Unity Eyes images

will be performed on real images for other State of the Art
datasets.

Figure 3 shows the final flowchart of the eye detector: the
input to the system will be a face image and the output will
be the coordinates of the bounding box that contains the eye.

IV. EXPERIMENTATION AND RESULTS

This section contains the experimentation carried out in this
development divided in three parts. Section IV-A contains the
definition and configuration used in the different deep neural
networks. Section IV-B shows the results of the experimenta-
tion. Finally, its application in real-world images is shown in
Section IV-C.

A. Models used

One of the purposes of this work is to make a system that
is replicable by other researchers easily and comfortably. For
this, the Tensorflow framework and the models offered by it
have been used 1. In this work, four models were compared
to decide which would be the most optimal to use in this
application. Model definitions are mentioned below.

• EfficientDet D0 [27] is part of a family of models devel-
oped by Google Brain and built on top of EfficientNet.

• Faster R-CNN ResNet50 [28] evolved from R-CNN and
Fast R-CNN. It is principally used for object detection.
It is developed around different backbones. In this case,
ResNet50 [29] is used.

• Faster R-CNN ResNet152 [30]. Same as previous net-
work, using ResNet152 backbone.

• SSD Mobilenet FPNLite [31]. SSD Mobilenet uses a sub-
network called Feature Pyramid Network which outputs
feature maps of different resolutions.

Configuration of the networks has been set to the default
ones. Only training steps have been modified. This experi-
mentation is carried out in an AMD Ryzen 9 3950X 16-Core
with 32 GB RAM.

1https://github.com/tensorflow/models/blob/master/research/object detection
/g3doc/tf2 detection zoo.md

Fig. 3. Diagram of the proposed system



B. Results

This section shows the results achieved from the experi-
ments carried out to evaluate the presented system. Precision
and recall metrics are taking into account to check the per-
formance of the different used networks. The networks have
been trained for 3, 000, 5, 000, and 10, 000 steps in this first
approach. Table I contains the values for the different metrics.
Bold values represent the best values so far for each number
of steps.

In general, FR-CNN Resnet152 obtains both the best preci-
sion and recall so far in all cases. At 5, 000 and 10, 000 steps,
FR-CNN Resnet50 obtains similar results to the previous net-
work in recall and precision respectively. The EfficientDet D0
network has a noticeable improvement as the steps increase,
however it does not reach the values as high as the ResNets.
Finally, the FPNLite network has good values and is close to
ResNets at 10, 000 steps.

The improvement of the models between steps (3, 000 to
5, 000 and 3, 000 to 10, 000) and the Detection Time (DT)
in seconds is exposed in Table II. This last characteristic
is important since the model is going to be used in a real-
time system. The best improvement is made by EfficientDet
D0 from 3, 000 to 10, 000 steps. However, it is FPNLite the
model that improves the most if the DT is taking into account.
Since this experimentation looks for the model that obtains
the best performance, also taking into account the inference
time for new images, the model with the best precision-time
measurement is FPNLite trained for 10, 000 steps. Time-
precision is defined as the division of the precision obtained
by the networks between the detection time.

TABLE I
NETWORKS RESULTS WITH DIFFERENT STEPS

Steps Model name Precision Recall

3000

EfficientDet D0 .68 .72
FR-CNN ResNet50 .88 .91
FR-CNN ResNet152 .89 .92

FPNLite .82 .85

5000

EfficientDet D0 .73 .76
FR-CNN ResNet50 .91 .94
FR-CNN ResNet152 .92 .94

FPNLite .87 .89

10000

EfficientDet D0 .78 .82
FR-CNN ResNet50 .92 .94
FR-CNN ResNet152 .91 .94

FPNLite .89 .92

TABLE II
IMPROVEMENT OF THE MODELS AND DETECTION TIME

Model name 3k-5k 3k-10k DT(s) Precision vs Time
EfficientDet D0 .05 0.1 1.07 .73

FR-CNN ResNet50 .03 .03 1.23 .75
FR-CNN ResNet152 .03 .03 1.81 .50

FPNLite .05 .07 0.62 1.43

C. Real World application

This system is intended to work as a module of a DMS
as explained in Figure 1. Therefore, although the proposed
system has been trained with synthetic values from UnityEyes,
its final function is to be used with real images as shown
in Figure 3. However, to our knowledge, none of the open
datasets include a bounding box detection of the eyes of real
people images and a way to be compared. Hence, the authors
leave the comparison with real images for a later version of the
system, focusing the comparison only on the results expressed
in the previous section.

Some examples of the best results networks in real images,
both with and without occlusion are shown in Figure 4 . As
can be seen in the images, the detection of the eye is correct
in most of the cases, and the corresponding bounding boxes
are obtained despite the occlusions and without them. It is
important to emphasize that the system that has obtained the
best results in ”Precision vs Time” metric (FPN-Lite) is not
the best in real-time images but the ResNet results in the
images are very promising. These conclusions will be taken
into account and studied in future works.

V. CONCLUSIONS AND FUTURE WORKS

An early version of a driver’s eyes detection system has been
introduced that does not depend on the different characteristics
of the face, thus being appropriate for detecting masked faces.
The system is based on open source networks which are fine-
tuned for our particular problem. For this tuning, a dataset of
eyes images was created by using the tool Unity Eyes which
can create many random images as needed by the user and
different characteristics of the eyes.

For the experiments, four different networks have been used
and obtained results show rather good results both in recogni-
tion and in processing speed. In particular, the neural network
knows as SSD Mobilenet FPNLite provides the best trade-off
between classification rate and detection time. Thus, it can
obtain around 0.9 both in Precision and Recall and perform
the process in just 0.62 seconds. However, this network does
not obtain good results with real world data, which is the final
intention of the system.

In the light of the results, the system applies to a real-time
driving monitoring system aimed to detect driver distractions.
The system presented here is part of a larger system - which is
being developed by our group - in which the ultimate objective
is to detect driver distractions, both if the face is masked or it
is fully visible.

As future works, the number of networks that have been
experimented with as well as exploration of the appropriate
size of the training data set will be tested. The results obtained
in this work will be used in the whole occlusion system and
gaze angle and head direction will be determined without
taking into account landmarks. Hyperparameter tuning would
be also considered as well as the creation of open datasets
related to occlusion problem.



Fig. 4. Examples of the results in real images for FPNLite (left column), FR-CNN ResNet50 (center) and FR-CNN ResNet152 (right column)
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[25] M. E. Vaca-Recalde, J. Pérez, and J. Echanobe, “Driver Monitoring
System Based on CNN Models: An Approach for Attention Level Detec-
tion,” in Lecture Notes in Computer Science (including subseries Lecture
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics),
vol. 12490 LNCS. Springer Science and Business Media Deutschland
GmbH, nov 2020, pp. 575–583.
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