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 The developed work in this paper is a part of the detection and identification 

of faults in systems by modern techniques of artificial intelligence. In a first 

step we have developed amulti-layer perceptron (MLP), type neural network 

to detect shunt faults and shading phenomenon in photovoltaic (PV) 

systems, and in the second part of the work we developed anotherrecurrent 

neural network (RNN) type network in order to identify single and combined 

faults in PV systems. The results obtained clearly show the performance of 

the networks developed for the rapid detection of the appearance of faults 

with the estimation of their times as well as the robust decision to identify 

the type of faults in the PV system. 
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1. INTRODUCTION 

In the work developed by Chen et al. [1], an intelligent technique of optimization and fault diagnosis 

called nelder mead simplex (NMS) is used for the improvement of the reliability of photovoltaic (PV) plants 

based on the optimization of parameters by a learning algorithm called Kernel based external learning 

machine (KELM) which affects defect classification performance in PV. Bouselhama et al. [2] presented a 

new technique of maximum power point tracking (MPPT) of a partially shaded PV system based on an 

artificial neural network, this technique is a combination of artificial neural networks with a scanning 

algorithm to get the MPPT. Chen et al. [3] developed a technique for locating faults in a PV string based on a 

sliding window of a time series sliding window (TSSW) time series where they calculated the local external 

factor (LOF) for each point of the current in TSSW, and this factor exceeded the threshold value c which 

indicates that this series is in a state of failure, they have proved that this technique is effective in detecting 

faults in the PV system. Research by Belaout et al. [4] a multi-layered adaptive neural fuzzy classifier was 

developed in order to detect and classify the defects in the PV network by combining two types of fuzzy 

neuron network. They deduced that the multiclass adaptive neuro-fuzzy classifier (MCNFL) network is more 

precise than that of the artificial neuron network (ANN) alone. Hachanaa et al. [5] used a real test bench with 

different operating scenarios and presented it mathematically to analyze the effects of faults from the 

intermediary of the I-V characteristic. 

A fault diagnosis strategy in the inverter/PV string system has been developed by Spataru et al. [6], 

to detect the shading phenomenon and the increase in series resistance losses as well as the degradation 

induced by the potential affecting the PV chain based on the changes in the I-V characteristic.  

https://creativecommons.org/licenses/by-sa/4.0/
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In this paper we have developed a work that is a part of the detection and identification of faults in 

the PV system. The detection step is based on the use of a multi-layer perceptron (MLP) type network in 

order to detect the appearance of faults and the estimation of their times. For the identification step we have 

developed another network of the RNN recurrent type to identify and isolate the faults. 

 

 

2. DESCRIPTION OF THE PV SYSTEM 

In the first part of the description of the used system, we study two types of faults in a PV system. 

The PV system under study is a PV field which comprises (03) three strings in parallel, each string contains 

(03) three modules in series and each one contains (60) sixty poly-crystalline cells. A database has been 

created which expresses the different operating modes of the PV system. The first scenario expresses the 

operating state of the healthy system with 1529 test, and then an operation with the presence of shading 

phenomenon with 657 experiments and the last operating mode shows those of the presence of faults of 

resistance with 124 experiments. Table 1 illustrates a description of the database used in the study [5], [6]. In 

the second part of the work we presented a study on the detection and identification of faults of single and 

combined sensors in the PV system defined previously with different instants and amplitudes. Table 2 shows 

the appearance of physical faults and their influences on the strings at different times. 

 

 

Table 1. Description of PV system database 
Status of PV Number of experiments Causes and effects 

Healthy state 1529 Optimal operation of the PV system 

Shading problem 657 Causes a low generated voltage and a 
low power 

Resistance fault 124 Degradation of interconnections 

cracking corrosion of inter-cell links, 
is related to the problem of 

increasing the resistance of the 

connection between two PV modules 
Total 2310  

 

 

Table 2. Description of physical faults and their influences on the strings 

Scenarios No string 
Fault type 

Time of fault (k) 
Shading Shunt 

1st String1  + 100 

2nd String2 +  100 

3rd String3 +  100 

4th String1 +  100 

String2 +  100 
5th String1  + 100 

String2 +  100 

 

 

3. PV SYSTEM MODELING 

Figure 1 shows a PV field used in the study, this field has three strings in parallel, each string 

contains three modules in series. The latter consists of sixty (60) poly-crystalline cells [7]. The one-diode PV 

generator (PVG) model will be adopted, the equivalent electric circuit is shown in Figure 2 [8]–[12]. The 

mathematical model of the PV string used in the study is shown in the following part [13]–[16]: 

 

𝐼 = 𝐼𝑝ℎ − 𝐼0 × (𝑒𝑥𝑝(
𝑉−𝐼×𝑅𝑠

𝑉𝑡
) − 1) −

𝑉−𝐼×𝑅𝑠

𝑅𝑠ℎ
 (1) 

 

Where T is temperature; G is solar irradiance; 𝐼 is current supplied by the cell [A]; 𝑉 is voltage at the cell 

terminal [V]; 𝐼𝑝ℎ is equivalent current proportional to the sunshine received by the cell; 𝐼0 is reverse 

saturation current of the diode; 𝑉𝑡 =
𝑎.𝑘𝑏.𝑇𝑐

𝑞
 is thermal voltage of the diode. It depends on the temperature of 

the𝑇𝑐 cell. While, 𝑎, 𝑘𝑏 and 𝑞 are respectively the diode ideality factor (1 to 2), the Boltzmann constant  

(1.38 10-23 J/°K) and the electron charge (1.602 10-19 C); 𝑅𝑠 isseries resistance of the cell; 𝑅𝑠ℎ is shunt 

resistance of the cell. 
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Figure 1. The configuration of the PV field studies 

 

 

 
 

Figure 2. Equivalent diagram of a model PV cell with one diode 

 

 

4. PROPOSED METHOD 

In this part of the work, we have presented the methodology of detection and identification of faults 

in the PV system. It is based on a two step neural network procedure: a first neural network is used for 

residual generation and a second recurrent neural network performs residual evaluation. As illustrated in the 

Figure 3. 

 

 

 
 

Figure 3. Principle of isolation and classification of faults 

 

 

4.1.  Residue generation step 

First, we presented a step of detection by the generation of residuals based on a comparison of the 

real output of the system and that estimated from a neuronal model of the neural network auto-regressive 

exogenous (NNARX) input type by the learning method of Levenberg-Marquatdt [17], [18]. The basic 

principle of this neural model is presented by the flowchart in Figure 4. The generation of residues by the 

method developed in our work goes through the following steps (see Figure 4). The first step is to collect a 

set of data describing the behavior of the PV system. The idea is to vary the inputs u(t) and estimate the 

outputs y(t) to obtain a dataset as shown by the following formulation: 

 

𝑍𝑁 = {(𝑢(𝑡), 𝑦(𝑡)),     𝑡 = 1, . . . . . , 𝑁} (2) 

 

Where 𝑍 is all the data of the experimental base; 𝑢(𝑡) is input vector; 𝑦(𝑡) is output vector; 𝑁 is dimension 

of the database. 
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Figure 4. Residue generation flowchart 

 

 

If the system to be identified is unstable, or contains marginally stable dynamics (slightly damped), 

it is necessary to perform a closed loop experiment to improve the output estimation based on a good choice 

of the sampling frequency, with a suitable input signal and data preprocessing. 

 

4.1.1. Selecting the model structure 

The next step is to choose an optimal model of nonlinear structure in (3): 

 

𝑦̑(𝑘) = 𝑔(𝜑(𝑘), 𝜃) (3) 

 

Where 𝜑(𝑘) is a vector containing the regressors, 𝜃is a vector containg the weights and 𝑔 is the function 

realized by the neural network. The NNARX model is recommended [17], [18] when the considered system 

is deterministic or weakly noisy and the model is defined by the regression vector: 
 

𝜑(𝑡) = [𝑦(𝑡 − 1). . . 𝑦(𝑡 − 𝑛𝑎)  𝑢(𝑡 − 𝑛𝑘). . . 𝑢(𝑡 − 𝑛𝑏 − 𝑛𝑘 + 1)]𝑇 (4) 

 

4.1.2. Model estimation 

When a set of candidate models is chosen, we take the one that gives the best prediction by 

minimizing the error, in the sense of least squares, between the observed outputs and the predictions (or 

according to another type of criterion). From a statistical point of view this procedure is called estimation, 

whereas in the neural context it is called learning. 

 

4.1.3. Validation 

When this model is estimated or trained, it must be evaluated to see whether or not it meets the set 

requirements. If the model is not validated, we go back to one of the previous steps. The generation of 

residues was determined as in (5). 
 

𝑦𝑚(𝑡) − 𝑦𝑒𝑠𝑡(𝑡) = 𝑟(𝑡) (5) 

 

Where 𝑦𝑚(𝑡) is actual system output, 𝑦𝑒𝑠𝑡(𝑡) is estimated output and 𝑟(𝑡) is identification residuals. The 

calculated residuals are used to build a database of residuals to be highlighted for the training of another 

neural-like decision algorithm (levenberg-Marquatdt). 

 

4.2.  Identifaction step 

Another step of identification and isolation of defects was carried out by an RNN neural model of 

retro-propagation type algorithm, the basic principle of this neural model is presented by [17]–[19] it is 

carried out according to the steps as follows: i) initialize the MLP neuron network weights Wij with small 

random values, ii) present a training repository of our algorithm to calculate the prediction errors and the 

estimated output, iii) calculate the partial derivatives of the error with respect to each weight and adjust the 
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network parameters, and iv) resetting the operation until it reaches the desired output value. The principle of 

this network is presented in Figure 5 [19]–[25]. The chosen recurrent network (RNN) is made up of three 

layers. The input layer contains the residuals and the delayed decisions, the hidden layer whose number of 

neurons is determined empirically, and the output layer contains the fault indicators. The corresponding 

NNARX networks is then described by: 

 

𝐷(𝑐𝑖) = 𝜑𝑖(𝑍 ∗ ℎ𝑖 + 𝑧0) (6) 

 

or: 

 

ℎ𝑖 = 𝜑𝑖(𝑤 ∗ 𝑥𝑖 + 𝑤0) (7) 

 

Where 𝐷(𝑐𝑖) is ith decision function; 𝑍 is matrix of weights connecting the neurons of the hidden layer to 

those of the output layer; 𝑧0, 𝑤0 is the bias vectors; 𝜑 is represents the sigmoid function which transforms the 

interval [−∞, +∞] into [0,1]; ℎ𝑖  is represents the output of the hidden layer; 𝑤 is matrix of weights 

connecting the neurons of the hidden layer to those of the input layer; 𝑥𝑖  is represents the stimulus (the input 

to the RDN) which is the residues and previous decisions. 

 

 

 
 

Figure 5. RNN used for residual evaluation 

 

 

5. RESULTS AND DISCUSSION 

Figure 6 represent respectively the temperature and the solar radiation of the PV system studied in 

the healthy case and with the phenomenon of shading. According to the curves Figure 6 we see that, the 

phenomenon of shading is very clear on the evolution of the temperature and the sunshine as a function of 

time compared to the evolution of the two characteristics in the case of absence of shading. Figure 7 

represent the evolution of the output currents of the PV system in the normal cases, shading and with a 

resistance fault. According to the first curve of the Figure 6 we see that, the evolution of current generated by 

the PV system in the shaded case decreases to the lower value of 2 A compared to the normal case which 

varies around 5 A and shows the effect of shading phenomenon on the current generated by the PV system 

and consequently on the power supplied by the PV system. However, the evolution of the tension in the two 

cases is almost identical. 

 

 

 
 

Figure 6. Temperature and sunshine in normal cases and with shading phenomenon 
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Figure 7. Current as a function of the number of tests I-V good case, shading and resistance defect 
 

 

Figure 8 show the I-V and P-V characteristics of the studied PV system in the three operating 

normal modes, shaded and with the presence of resistance faults. The I-V & P-V characteristics of the PV 

system show that, the maximum operating point (MPP) in the shaded case is different from that of the normal 

case. However, the case of faults resistance slightly different from that of the value of MPP in normal case, 

which shows that the MPP is more sensitive to the phenomenon of shading has that of defects of resistance. 
 

 

 
 

Figure 8. PV system I-V & P-V characteristics with the three operating modes 

 

 

5.1.  Residual generation 

Before starting the steps of detection and identification of faults, we performed computational tests 

in Matlabenvironment to show the robustness and precision as well as the speed of the neural network 

developed in order to estimate the output of MLP-type PV system with an NNARX neural model based on 

the learning algorithm (Levenberg-Marquardt), the latter contains 13 input and 3 output neurons with a single 

hidden layer of 13 neurons, their activation functions of hyperbolic tangent type (TH). Figure 9 shows the 

estimated and real currents with their string 1 prediction error. Figures 10 and 11 shows the estimated and 

actual currents as well as the string 2 prediction error. 
 

 

 
 

Figure 9. String sizes 1 
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Figure 10. String sizes 2 
 

 

 
 

Figure 11. String sizes 3 

 

 

The obtained computation results show that, the currents at the level of the three strings take an 

identical amplitude in the three cases with a small change during their evolutions with time, this change one 

with respect to the other probably due to the position of the three strings in relation to the sunshine, the 

quadratic error used stabilizes at a value of 10-5 at the level of iteration number 1417, this value is considered 

a good estimate in terms of precision and response time. 

 

5.2.    Detection and identification steps 

5.2.1. Case of a normal system 

In this part of the work we have developed another RNN neural network with a learning algorithm 

for the identification of physical faults in the PV system. Figure 12 show the identification residues of the 

three flawless strings. We see that the residuals of the three strings with an amplitude of 2x10-4 for the two 

first strings and the third string with an amplitude of 1x10-4, with a quadratic error stabilizes at the value of 

10-6 with 300 iterations (Epochs) and the decision of the neural network used tends towards zero in the case 

of strings without defects. 

 

5.2.2. Simple default 

In this first part, we presented the case of simple physical faults (shading phenomenon or shunt 

fault) at the PV system string level. 

- Shunt fault 

The results obtained in Figure 13 show the identification residuals with the decision of RNN neural 

network with the presence of shunt faults in the PV system at the level of strings 1 to 100. The identification 

residues obtained in this case show that the first residue corresponds to string I of the PV system, the latter 

indicates the presence of a fault of absolute amplitude of 5.7 A at the 100 samples. This presence of fault is 

confirmed by the decision of the neural network with a logical response of one (1) in the string I to the 100 

samples and zero in the other two strings 2 and 3. 

- Case of shading phenomenon 

The obtained results in Figure 14 show the identification residues with the decision of the RNN 

neural network in the presence of the shading phenomenon in the PV system at the second-string level from 
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time 100.The obtained identification residues in this case show that the second residue corresponds to string 

II of the PV system, the latter indicates the presence of a defect from 100 samples (k) this defect with an 

amplitude residue at the beginning reaches 5.2 A, and from 160 samples stabilizes around 1.5 A. The used 

RNN network decision confirmed the presence of a fault from sample number 100, the logical decision 

equals 1 at the level of string II tends to 0 in the other string I and III. 

 

 

 
 

Figure 12. Identification residues and network decision: healthy case 

 

 

 
 

Figure 13. Network identification and decision residues: shunt default 

 

 

- Case of shading phenomenon at string level III  

Figure 15 presents the identification residues at the level of the three strings with the presence of the 

phenomenon of shading in the string III from the samples 50. The obtained identification residues show the 

effect of the presence of shading phenomenon on the residue of string III with an amplitude almost 9 A. This 

change corresponding to a logical response of network RNN is equal to 1 and zero in the others. 

 

5.2.3. Combined fault case 

In this part to show the sensitivity and the correct decision of our method of identification, we have 

introduced combined faults (shading + shunt) at the level of the strings of the PV system studied in different 
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Figure 16 shows the identification residues in the strings with the presence of shading defects at the 

string level I and II. The identification residues obtained show the effect of the shading phenomenon at the 

level of two strings I & II. According to the residues we see that the evolution of the residues in the presence 

of the shading phenomenon in the two strings is almost identical, which shows the robustness of our 

identification method. 

 

 

 
 

Figure 14. Network identification and decision residue: case of shading phenomenon 
 

 

 
 

Figure 15. Network identification and decision residue: case of shading phenomenon 
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Figure 16. Network identification and decision residue: combined shading fault case 
 
 

 
 

Figure 17. Network identification and decision residue: shunt fault and combined shading 
 

 

Table 3. PV system fault identification 
Decisions 

States 
D1 D2 D3 

Normal states 0 0 0 

Simplefault f1 1 0 0 
f2 0 1 0 

f3 0 0 1 

Combinefault f4 1 1 0 
f5 1 1 0 

 

 

Where f1 is shunt fault at string level I; f2 is shading phenomenon at string level II; f3 is string level III 

shading phenomenon; f4 is combined shading fault at string level I & II; f5 is combined shunt & shading 

fault at string level I & II. 

 

 

6. CONCLUSION 

The shunt faults and the phenomenon of shading generally presented the major problems in the PV 

systems, these problems influences the production of the electricity energies from the solar energies. In this 
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work we have developed modern approaches to detect and identify the shunt faults and the online shading 

phenomenon, the approach is developed based on the use of MLP type neural networks for the generation of 

PV system residues. At the strings, and another RNN type for the identification of physical faults. The 

obtained identification results show the precision and speed of the method developed to detect and identify 

physical defects in strings in the PV system. In the rest of this work, we will develop deep intelligent 

algorithms in order to diagnose and classify other faults in PV systems and apply them for more complicated 

systems such as multi-source renewable energy conversion systems. 
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