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Abstract

The design of a detector system comprised of four silicon sensors bump-
bonded to Timepix4 ASICs is described together with its data acquisition
system, operational infrastructure, and dedicated software. The spatial and
temporal performance of the system are assessed with a 180 GeV/c mixed
hadron beam at the CERN SPS and reported in detail. Particle tracks are
reconstructed using time-space measurements from the four detector planes.
The spatial hit resolution is assessed to be (15.5±0.5)µm and (4.5±0.3)µm
for 100µm and 300µm thick sensors, respectively. The timestamps from the
detectors are also measured with fine precision, yielding time resolutions of
(452±10) ps, (420±10) ps, (639±10) ps, (631±10) ps for the two 100µm and
two 300µm thick sensors respectively. These measurements are combined to
a track time resolution of (340 ± 5) ps.
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1. Introduction

Future experiments in high energy physics will require timing measure-
ments of the order of 10 ps in addition to the state-of-the-art spatial measure-
ments. The main motivation is to cope with the high occupancy at hadron
colliders operating at a high number of collisions per bunch crossing, by sep-
arating tracks from different quasi-simultaneous collisions [1]. The Timepix
Application Specific Integrated Circuit (ASIC) family has previously been
employed in the reconstruction of charged particle trajectories [2, 3, 4, 5], in
particular as an R&D platform for sensors, ASICs and other detector com-
ponents used for the upgrades of the LHCb experiment. Timepix4 [6] is a
novel ASIC designed for performing both temporal and spatial measurements
with 195 ps bin width and 55 × 55µm2 pixel size. Its increased precision en-
ables the use of spatial and temporal information in a 4D-tracking approach,
and it will play a pivotal role in the R&D efforts for the next generation of
experiments.

In this paper the design of a single arm four-plane telescope based on
the Timepix4v1 ASIC is described together with the data acquisition sys-
tem, operational infrastructure and dedicated software. This is a first step
towards a two arm telescope with at least eight planes with the final version
of Timepix4 ASIC, targeting a spatial resolution of 2µm or better and a tem-
poral resolution of O(30) ps. Finally, the spatial and temporal performances
are assessed using a 180 GeV/c mixed hadron beam at the SPS H8 beam line
facility [7].

2. Hardware description

The telescope consists of a single arm with four detector planes as illus-
trated in fig. 1. A global right-handed coordinate frame is defined with the
z axis in the direction of the beam and the y axis pointing upwards. This
convention is adopted throughout this paper.

The detectors are mounted inside a custom hermetic enclosure to provide
a cold, light-tight and humidity free environment. The top cover of this box
was machined with slots to allow the insertion of detector planes with the
use of matching flanges. The individual flanges are composed of matching
half-moons which are attached to the detector boards for insertion in the
slots. The positions of the telescope planes along the z axis are determined
by predefined slots on the top cover, and are 0, 150, 250 and 290 mm. The
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Figure 1: Mechanical design of the telescope-like arrangement of four measuring planes.
The sensors are placed in a light-tight nitrogen environment, separated from the outside by
flanges placed at predefined positions. The solid cylinder line cutting through the planes
represents the traversing beam.

slots are machined to achieve different angles of the sensor planes with re-
spect to the z axis. The two upstream sensors are perpendicular to the z
axis to achieve a better temporal resolution. The other two sensors are an-
gled at 9◦ with respect to the x and y axes in order to improve the spatial
resolution [8]. For the majority of the data collection period, the first two
slots were instrumented with 100µm thick sensors (with identifiers N30 and
N29), while 300µm thick sensors (identified by N23 and N28) occupied the
downstream slots. In the following sections, this is referred to as the default
configuration. A limited data set was also acquired with an alternative con-
figuration, where one 100µm sensor (N29) was placed in an angled slot and
a 300µm sensor (N23) in the perpendicular slot. The base of the telescope
box is mounted on a remote controlled motion stage, which allows the entire
telescope to be moved along the x and y axes, to align the telescope with
respect to the beam.

2.1. Timepix4 ASIC

Timepix4 is a readout ASIC capable of simultaneous time-of-arrival (ToA)
and time-over-threshold (ToT) measurements [6]. The ASIC has a pixel
matrix of 448 × 512 square pixels of 55µm pitch. Hence, the total active
area of the detector assemblies is around 24.6 × 28.2 mm2. The ToA of each
particle hit above a predefined and programmable threshold is measured by
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a time-to-digital converter (TDC) with a nominal bin width of 195 ps. Each
group of 2× 4 pixels, referred to as a superpixel, shares a Voltage Controlled
Oscillator (VCO), which provides the 640 MHz reference clock for the pixel
TDCs. For this beam test, version 1 of the Timepix4 (v1) was used, which
has a flaw in the design of the VCO, causing it to oscillate about 25% too fast.
For the same reason, the control voltage that is generated by the periphery
Phase-Locked Loops (PLLs) could not be used, and hence the oscillation
frequency was not stabilised, which negatively affects the time resolution1.
The ToT measurements used in the analyses presented in this paper are
performed with a 25 ns bin width.

The Timepix4 ASIC is divided into two halves, denoted top and bottom,
in order to increase readout speeds by placing serialisers on both sides. The
data can be read out by up to 16 serialisers capable of running at a maximum
bandwidth of 10 Gbps each, to be capable of reading out a maximum hit
rate of 3.6 Mhits/mm2/s. During the beam test, only one serialiser per side
was used, and the combined link speed was set to 2 × 2.56 Gbps, thereby
limiting the bandwidth to order 100 Mhits/s, which is still about two orders
of magnitude larger than the typical rate required for the H8 beam line.

2.2. Sensors

Planar n-on-p (electron collecting) silicon sensor technology is used in
this system. The sensors are composed of p-type silicon bulk with n+-type
implants, and were manufactured by ADVACAM.2 The back side is a uni-
form p+ implant which is subsequently metallised to allow for the applica-
tion of a reverse bias voltage to the sensor. The front side is segmented
with 448 × 512 approximately 39µm square n+ implants, separated by a
uniform p-spray, and covered with under bump metallisation which allows
the pixels to be bonded with solder bumps to the ASICs. The 300µm
sensors are fully depleted at a reverse bias voltage of approximately 50 V
with a leakage current of around 15 nA at room temperature, and they
could be operated up to 150 V without breakdown. The 100µm thick sen-
sors are fully depleted at around 10 V with a leakage current of about 5
nAatroomtemperature.Oneofthetwothinsensorspresentsbreakdownbelow50 V ,
while the other could be reliably biased up to about 200 V. Two I-V charac-
teristic curves of the 300µm and 100µm thick sensors are show in fig. 2.

1This design flaw is fixed in version 2 of the chip.
2Advacam, Tietotie 3, 02150 Espoo, Finland.
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Figure 2: Left (Right): I-V characteristic curve for N29 (100 µm) and N23 (300µm)
sensors.

2.3. Cooling

Cooling of the planes is provided by a cooling block directly attached
to the detector board, with a small surface overlap with the ASICs. The
cooling blocks are made of 3D printed titanium with hollow cavities which
allow liquid glycol to circulate through. The fluid is distributed in parallel
to each of the planes. The cooling blocks have a circular cut-out to minimise
the amount of material traversed by incident particles. The interface between
the detector board and its cooling block was improved by attaching a high
thermal conductivity sheet. The cooling fluid is pumped through the cooling
block by an off-the-shelf chiller.

2.4. Scintillators

The timing measurements are complemented by three plastic (EJ100)
scintillators mounted onto the telescope box. Two are placed upstream of
the pixel sensors and spaced approximately 2 cm apart from each other, while
the third is placed at the downstream side. The scintillators are instrumented
with HPK3 Photo Multiplier Tubes (PMTs) and their signals are processed
by ORTEC-584 constant fraction discriminators (CFD) to minimise the con-
tribution of timewalk to the electronics jitter. Each CFD output is fed back to

3Hamamatsu Photonics K.K., 325-6, Sunayama-cho, Naka-ku, Hamamatsu City,
Shizuoka Pref., 430-8587, Japan.
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a different Timepix4 plane where it is timestamped with a TDC of the same
precision as that of the pixels. The synchronisation between the ASICs was
found to be insufficiently stable to combine the three timestamps. The indi-
vidual scintillators are all determined to have a resolution of around 100 ps,
therefore the one most upstream was arbitrarily chosen to provide the refer-
ence time measurement.

3. Data acquisition

The Timepix4 ASICs are configured and read out with a custom devel-
oped system called SPIDR4, which is based on a Xilinx Zynq 7000 FPGA,
provides the slow control interface to the Timepix4 via the on-chip ARM pro-
cessor, which receives configuration commands via a 1 Gbit copper ethernet
link. Regarding the slow control, all SPIDR4 systems are connected to the
same computer, which runs four instances of the slow control application, one
for each SPIDR4 plus Timepix4. Each instance of the DAQ (Data Acquisi-
tion) application is controlled by its corresponding slow control application.
The main DAQ interface to the telescope is managed through a run-control
application, which also directs all of the slow control instances.

The pixel data from Timepix4 consists of a 64 bit word for each hit.
This hit data is transmitted from the chip to the FPGA using a serial 64/66
standard encoding scheme to allow for clock recovery and transmission line
balancing. The distance between Timepix4 chip and FPGA is about 25 cm;
the distance could be increased to about one meter, via commercially avail-
able FMC cables. The Timepix4 is operated with only one 2.56 Gbps serial
link per half of the chip, as the track rates at this test beam were relatively
low, typically below a million per second. The data from both links of each
Timepix4 device are descrambled by the FPGA in SPIDR4 and packed into
UDP datagrams, which are transmitted via an optical 10 Gbit ethernet con-
nection to the DAQ computers, one for each SPIDR4. The main task of
the DAQ application is to write the data to local disk, and no significant
data processing is performed. The data are automatically copied to CERN’s
central file server system (EOS).

3.1. Software

A software application based on the Gaudi event processing framework [9],
Kepler, has been developed for the reconstruction and analysis of data
recorded with Timepix telescopes [2]. The core functionality of the software,
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which is to provide reconstructed and aligned tracks in a variety of formats
to end users, remains largely unchanged. The main new feature in Kepler
is the implementation of a decoder for the Timepix4 data format. In addi-
tion, large improvements to the CPU performance of the reconstruction have
been achieved by simplifying the intermediate data structures used by the
software and modernisation of the code base.

3.2. Data quality monitoring

A new graphical user interface is implemented to control the execution of
Kepler and to monitor the quality of the collected data in real time, im-
plemented using the Qt5 toolkit. The communication between the interface
and the Kepler server is established through the Distributed Information
Management (DIM) protocol [10]. The monitored information mostly con-
sists of histograms of quantities such as the spatial and ToT distributions of
the hits in each plane, as well as properties related to the clusters or tracks.
In addition the number of errors in the configuration of the ASICs and in
the data communication are displayed.

4. Experiment control system and monitoring

A dedicated experiment control system is implemented to remotely op-
erate motion stages and power supplies, as well as to monitor the environ-
mental conditions of the telescope. The system implementation is divided in
the following way: the operation of High Voltage and the monitoring of bias
currents (HV control); the operation of the motion stage (motion control);
the monitoring of temperature and humidity. A block diagram representa-
tion of the system is given in fig. 3. The WinCC Open Architecture (OA)
software suite (WinCCOA) is used to implement the control system, which
also provides alarm and logging capabilities. The communication between
WinCC OA and the hardware is established with a custom server based on
the DIM protocol and the Open Platform Communications Unified Architec-
ture (OPC UA).

The HV-control operates two Keithley 2410 Source Meters 4 that provide
independent bias voltages to the 100µm and 300µm thick sensor planes in

4Tektronix, Inc. 14150 SW Karl Braun Drive, Beaverton, OR 97077. United States
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Figure 3: Schematic overview of the experiment control system.

the default configuration. The translation of the telescope along the x and
y axes is performed by PI 5 motion stages with a repeatability of 2µm.

The temperatures of each plane, as well as the temperature and hu-
midity within the telescope enclosure, are monitored with four-wire Pt100
and HIH4000 sensors 6, connected via an Embedded Local Monitor Board
(ELMB). The monitored values for each component are logged in order to
enable studies of the telescope performance as a function of environmental
conditions. In addition, the logging of operational settings such as the bias
voltage complements the information manually recorded in the logbook of
the testbeam.

5. Spatial resolution and efficiency

Clusters are reconstructed by grouping nearby hits that are within 100 ns
from each other. The timestamp of the cluster is assigned as the earliest time
measurement in the group of hits [3]. The cluster position is calculated as
the ToT-weighted average of the position of the hits constituting the cluster.
Particle tracks are reconstructed requiring a cluster in each plane and their
trajectories determined using a straight line fit. The χ2 of the track fit is
required to be less than 40. The clusters are required to be within a 100 ns
time interval allowing a low background and high-efficiency track reconstruc-
tion given the particle rate at the SPS was less than 2 × 105 particles/s. The

5Physik Instrumente (PI) GmbH & Co. KG Auf der Roemerstrasse 1 76228 , Karlsruhe,
Germany

6Honeywell, Charlotte, North Carolina.
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positions and orientations of the planes with respect to each other are deter-
mined using the Millepede algorithm [11], using a set of around 12,000 tracks.
The alignment procedure is repeated several times, with progressively more
stringent requirements on the χ2 of the tracks in each iteration.

The residual is defined as the difference between the position of a cluster,
and the extrapolated position of the track to the given plane. The residual
is said to be unbiased if the cluster on the plane of interest is excluded from
the track fit. The residuals are determined in the ASIC coordinate system
where the x and y axes correspond to the directions of increasing column
and row numbers, respectively. The resulting distributions are shown in
fig. 4). The spatial resolution of each plane is defined as the RMS of the
unbiased residuals. Clusters outside of a central interval containing 98.8%
of the distribution are discarded before calculating the RMS, which is then
referred to as the truncated RMS. The x residuals for the nominal data-
taking conditions are shown in fig. 4. The truncated RMS is found, with
negligible uncertainty, to be 33.2µm, 16.6µm, 7.2µm and 8.7µm for N30,
N29, N23 and N28, respectively. The residual distribution is given by the
convolution of the intrinsic resolution of the detector and the resolution of the
track projection. The latter is the dominant contribution to the residual on
the first plane due to the long extrapolation distance, and is estimated to be
around 30µm from the track fit. The majority of clusters consist of a single
hit for the 100µm planes placed perpendicular to the beam, which results
in a worse resolution with respect to the angled planes. This can be seen
from the characteristic top-hat distribution of N29 shown in the top right of
fig. 4. The intrinsic resolution of the planes at their operating tilt is estimated
from simulation, assuming that the resolution is equal in each direction and
identical for planes with the same thickness and tilt. The resolutions are
found to be (15.5± 0.5)µm for N30 and N29 and (4.5± 0.3)µm for N23 and
N28, in agreement with the values found for tilted 300µm sensors bonded to
Timepix3 [2]. The resolution is found to significantly degrade with increasing
operating threshold, as can be seen in fig. 5. Conversely, the resolution is
found to be largely independent of the applied bias voltage.

The single-plane efficiency is measured for each plane by reconstructing
tracks from the other three planes and by searching for a cluster within
150µm and 100 ns in space and time, respectively. The efficiencies are found
to be (92.0 ± 5.0)%, (99.4 ± 0.2)%, (99.1 ± 0.4)% and (98.2 ± 0.3)% for
planes N30, N29, N23 and N28, respectively. The uncertainties are assigned
using run-to-run variations throughout the data taking period. The smaller
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defined as the difference between the cluster position and the intercept of the associated
track.
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Figure 5: Resolution for the central 300µm plane as a function of threshold.

efficiency and larger variation for plane N30 is due to a large number (around
10%) of malfunctioning columns.

6. Temporal performance

In this section, the temporal performance of each of the four Timepix4
planes is assessed. The time-to-threshold (TtT) is defined as the difference
between the timestamp of the earliest hit in a cluster and the reference time.
The time-to-threshold is analogous to the residuals for the spatial measure-
ments, which yields the main figure-of-merit used in this section, the tem-
poral resolution, defined as the RMS of the time-to-threshold distribution.
The timestamps are corrected for timewalk and per-pixel time offsets. After
applying these corrections, the resolution is studied as a function of bias and
threshold.

Timewalk correction

It is important to correct for timewalk for low-amplitude signals, such as
from the 100µm sensors or for hits that share charge with other pixels in
the same cluster in the 300µm planes. The timewalk correction is performed
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based on the ToT of each hit, instead of the measured charge, since an
accurate charge calibration procedure has not been developed for Timepix4
yet.

Two different timewalk correction methods are employed, depending on
the angle of the sensor with respect to the beam, as described in [3]. For the
perpendicular (100µm) sensors, the timewalk correction is performed exclu-
sively using the ToT of hits. A lookup table that contains the average TtT
for each value of ToT is created per plane. An example timewalk distribu-
tion for N29 (100µm) is shown in fig. 6 (top), where the line indicates the
values in the lookup table. For the tilted (300µm) sensors, the correction
needs to account for timewalk and drift times, since the charge carriers can
be liberated at different distances to the pixel implants [3].

The timewalk distribution for a tilted sensor is shown in fig. 6 (bottom).
Multiple bands can be seen in the distribution, indicating the necessity of a
correction that additionally accounts for the intrapixel track position at each
plane. This method is described in detail in ref. [3]. Since this correction
depends on drift velocity and threshold, the lookup table is determined for
each set of operational settings.

Per-pixel corrections

A correction is required to account for per-pixel time offsets due to differ-
ences in VCO start time, and VCO frequency variations. The average TtT
is determined for each pixel to account for these differences. Corrections for
differences of the TDC bin sizes are not implemented due to the limited size
of the data samples.

Figure 7 shows the average TtT of the pixels of N29 (100µm), where
the lines indicate the regions covered by the two upstream scintillators. The
timestamps are corrected for timewalk before the average is determined for
each pixel. The distribution of the average TtT of these pixels shows a large
variation with an RMS of 315 ps. This effect is corrected by subtracting the
average TtT of the pixel from the timestamp.

Time resolution

The four planes of the telescope are characterised as a function of the bias
voltages and threshold. The temporal resolution is determined after both
timewalk and per-pixel time offset corrections have been applied. Figure 8
shows the TtT distribution, before any correction (filled histogram), after the
timewalk correction (hashed), and after both timewalk and per-pixel delay
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Figure 6: Top (bottom): Typical timewalk distribution for a 100µm (300µm) plane biased
at 50 V (130 V). Since the 300µm plane is tilted, the typical timewalk distribution shows
multiple bands.
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corrections (solid line). The time resolution is improved from (783±24) ps to
(439± 10) ps, implying that a total contribution of 648 ps has been removed.

The resolution changes as a function of operational settings such as bias
voltage and threshold. Scans over these parameters are shown in fig. 9, where
the left and right figures show bias and threshold scan, respectively. For all
planes the time resolution shows improvement for higher bias voltages. The
two tilted 300µm sensors have a resolution that is significantly worse than
that of the 100µm sensors. The main cause is the more complex timewalk
correction in addition to higher variations in the Ramo-Shockley weighting
field, in comparison to the 100µm sensors.

As shown in fig. 9 (right) the time resolution slightly improves as a func-
tion of threshold for the two 100µm sensors, reaching the best resolution
around the value of 2000 e−. The two tilted 300µm sensors do not show a
local minimum. This is probably due to the larger variations in the time
corrections. Plane N30 achieves its best resolution at 50 V, and the other
planes at 130 V, all at a threshold of 1000 e−. Their time resolutions are
(452 ± 10) ps, (420 ± 10) ps, (639 ± 10) ps, and (631 ± 10) ps for N30, N29,
N38, N23, respectively. The uncertainty is estimated from run-to-run varia-
tions.
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The track time is determined by taking the uncertainty-weighted average
of the individual measurements. To achieve the best track time resolution
the planes should be biased at the highest operational high voltages. The
resolution is determined in a configuration where the two thin planes are
biased at 50 V and the other planes at 130 V, while the threshold is 1000 e−

for all planes. The achieved track resolution is (340 ± 5) ps. The result of
the combination of single plane measurements to a track is worse than what
is expected from the näıve calculation using the separate resolutions. This
is due to correlations between the time measurements, which can lead to a
significantly worse resolution[3], and drift in the synchronisation between the
planes.

7. Conclusions

A system composed of four Timepix4 detectors is used to reconstruct
high energy hadrons from the CERN SPS H8 beam line. The overall spa-
tial resolution is assessed for each of the detector planes by projecting the
reconstructed tracks using the other three planes. The resolutions in the de-
fault configuration are estimated to be (15.5±0.5)µm and (4.5±0.3)µm for
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Figure 9: Left (right): time resolution of the four telescope planes as a function of the
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100µm and 300µm thick sensors, respectively, after subtracting the expected
contribution from the track extrapolation.

The timestamps from the detector are corrected for timewalk and per-
pixel time offsets, finally yielding individual time resolutions of (452±10) ps,
(420 ± 10) ps, (639 ± 10) ps, and (631 ± 10) ps for N30, N29, N28, and N23,
respectively, when compared to the measurements from the reference scintil-
lators. These resolutions have been achieved at a threshold of 1000 e− and
50 V bias for N30, and 130 V for the other planes. These measurements can
be combined to a track time resolution of (340 ± 5) ps.
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