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Preface

This work was developed at the Urban Big Data Centre(UBDC) from the
University of Glasgow, and funded by Economic and Social Research Council
with the grant number ES/L011921/1. Any questions regarding this report
should be directed to Lúıs Serra with the email luis.serra@glasgow.ac.uk
or Maralbek Zeinullin with the email maralbek.zeinullin@glasgow.ac.uk.
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1 Summary

Modern cities worldwide are facing considerable pressures to improve city
attractiveness to dwellers and businesses. A key factor to raise the liveabil-
ity of cities is the existence of a good network of walkways and cycleways.
To implement such infrastructures under growing resource constraints, cities
need to know beforehand how people are using public spaces. One of the best
ways to study people behaviour in cities is to make use of CCTV systems
with the help of computer vision models. This project aims to collect a set
of CCTV-like images from four city centres and annotate persons, cyclists
and vehicles with the purpose of: developing an object detection model to
be deployed on CCTV cameras; and building a shareable repository of an-
notated images for use by other developers. The collection of images were
captured between January and February 2022 with a high definition camera
similar to the type used in CCTV systems. The annotation work started
in January 2022 and ended in March 2022. The annotation comprised of a
team of five annotators and two reviewers working with specialized software.
The project annotated 99,246 unique objects in 10,446 images. The most
annotated object class was “Pedestrian” with 81.9% of the total number of
annotated objects.
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2 Introduction

Cities around the world are turning to the Internet of Things (IoT) and smart
city technology to better understand how people are using public spaces. This
is especially true for city planners wishing to improve city attractiveness to
dwellers and businesses. However, city planners are increasingly facing a
huge pressure: on the one hand they need to raise the livability of a city,
but on the other hand they must achieve this aim under growing resource
constraints.

CCTV cameras are probably one of the widest known - and used - IoT
devices. CCTV infrastructure in cities is usually used for community safety
and crime prevention. These cameras are typically not active for long periods,
thereby creating a window of resource availability where cameras can be used
to gather data about the way people use public spaces.

Transport researchers from the Urban Big Data Centre (UBDC) have been
carrying out research into active forms of travel and the possible benefits
available to cities. Reduced congestion, reduced air pollution, healthier and
happier populations, reduced demands on public spending and the creation
of attractive environments for private investment [4] are all associated with
increased active travel and reduced reliance on car usage. CCTV cameras
offer opportunities to measure the volumes of different forms of travel, which
can inform evaluations of investments designed to promote active travel, by
providing imagery that can be processed to yield data about use of public
space. This is achieved by using machine learning object detection tech-
nology. Unfortunately, Tensorflow [8] object detection models that we have
evaluated, are unable of detecting cyclists. While some may be able to de-
tect a bicycle or a person separately, they are incapable of distinguishing
the specific case of a person riding a bike. Furthermore, off-the-shelf models
were usually trained with photographs captured by pedestrians - rather than
by mounted CCTV camera - with a lower point of view and inconsistent
image quality. As a result, when faced with relatively unfamiliar CCTV im-
agery, these models perform less effectively. A new object detection model
needed to be created to detect cyclists on images captured from CCTV cam-
eras. A related and important consideration to achieve suitably high levels
of performance is the volume of training data. Generally speaking, more
labelled examples of imagery of interest will yield better quality models, but
ultimately, it all depends on the complexity of the elements being detected.
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Motivated by these circumstances, the objective of this project was to anno-
tate persons, cyclists, and vehicles on at least 10,000 CCTV-like images, col-
lected from the city centres of Glasgow, Newcastle, Manchester, and Sheffield.
Those cities were selected as a result of their relative familiarity for UBDC
researchers and the likelihood of being able to capture suitably high volumes
of imagery of objects of interest. These included buses, cars, cyclists, crowds,
lorries, motorcycles, pedestrians, taxis and vans - examples of each would be
explicitly labelled as such on resulting imagery. The annotation dataset pro-
duced would provide a means to train and evaluate computer vision models
that could ultimately be deployed within CCTV camera networks to cap-
ture data about active - and other - forms of travel. A second but equally
important objective was to produce and make available to the wider aca-
demic research community a repository of annotated images of public space
usage. These can in turn be used in the development and evaluation of other
machine learning models. It is also anticipated that this resource can be
expanded and enhanced with further imagery and/or annotated to support
additional use cases. This latter objective is particularly important given the
challenges of acquiring such data - particularly as a result of personal data
sensitivities associated with imagery captured within public spaces.

Capturing imagery from several cities provides a broad spectrum of environ-
ments which will facilitate the development of more generalisable computer
vision models, especially across cities in the UK. A rule of thumb when col-
lecting machine learning (ML) data is to gather data that is representative
of the entire range of inputs for which one aims to develop the predictive
model. Models trained exclusively on Glasgow imagery would probably be
biased towards specific characteristics of Glasgow.

3 Methods and Procedures

This section consists of three parts: Data capture, annotation software and
annotation procedures.

The annotation work started on the 5th of January 2022 and ended on the 31st

of March 2022. The Annotation Team was composed of five annotators and
two coordinators. The five annotators were all MSc students, most studying
at the University of Glasgow while the two coordinators are Data Scientists
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at the Urban Big Data Centre, also at the University of Glasgow - and the
authors of this technical summary.

3.1 Data capture

Videos for annotations were collected by CTS Traffic and Transportation
Ltd., following their success within a University of Glasgow tender process.
The collection occurred between 01/02/2022 and 19/03/2022 in Glasgow,
Manchester, Sheffield and Newcastle. In each city, efforts were taken to locate
sites and environments expected to yield high volumes of objects of interest:
Cyclists on a cycle path, cyclists on the road, pedestrianised streets, streets
with pedestrians and vehicles, streets mostly with vehicles. Strava data was
referenced to identify specific locations associated with high volumes of active
cyclists. A general convention for image capture was established whereby
multiple cameras were positioned at each site at varying locations in order to
capture objects of interest from different perspectives. These included views
designed to capture objects moving towards, away from and across the field of
view of cameras. Following deployment, each camera recorded 14 consecutive
hours of video, between 6am and 8pm. The videos were produced in RGB
colour mode, with a spatial resolution of 1280 x 720 pixels and a frame rate
of 25 frames per second. The video format used was MP4 with the codec
MPEG-4 AVC/H.264. All cameras were pole-mounted at a height between
3 and 3.5 metres.

In Glasgow the Annotation Team labelled images from five cameras located
in four sites, as shown in figure 1.

In Manchester, the Annotation Team labelled images from four cameras lo-
cated in four sites, as shown in figure 2.

In Newcastle the Annotation Team labelled images from one camera located
in one site, as shown in figure 3.

In Sheffield, the Annotation Team labelled images from one camera located
in one site, as shown in figure 4.
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Figure 1: Location of sites surveyed in Glasgow: 1. junction of Lancefield Quay with
Finnieston Street, 2. junction of Broomielaw and King George V Bridge, 3. junction of
Argyle Street with Queen Street, 4. junction of Argyle Street with Glassford Street and
5. junction of Wilson Street and Candleriggs.

3.2 Annotation software

In complex machine learning projects, images are generally annotated using
dedicated annotation platforms. After comparing several annotation tools
available in the market, we decided to use the CVAT tool (Computer Vision
Annotation Tool). CVAT is an open-source browser-based application for
annotating digital images and videos. It is especially designed to support
collaborative work, providing a set of convenient tools to organize, annotate
and review images.

Regarding the internal structure, CVAT is a Docker microservice application.
The system includes several Docker containers1 running different tasks such
as storing data, creating annotation tasks and managing users.

1A Docker container is a standard unit of software that packages up code and all its
dependencies so the application runs quickly and reliably from one computing environment
to another[1]

7

https://www.cvat.ai/
https://www.docker.com/


Figure 2: Location of sites surveyed in Manchester: 1. Junction of Bridge Street with
St Mary’s Parsonage, 2. junction of King Street West with Deansgate, 3. junction of
Oxford road with Chester Street, 4. Oxford road near Grosvenor Street and 5. junction
of Whitworth Street with Sackville Street.

3.3 Annotation procedures

Although the original imagery was captured in a video format, the annota-
tion procedure involves annotation of still image data. Therefore, we were
required to extract frames from the videos recorded to a still image format.
To ensure suitable diversity of imagery and objects, the frames were ran-
domly selected during varying hours and weather conditions in jpeg image
format.

Although time-consuming, image annotation may seem to be a straightfor-
ward and routine process. However, early in the project, several situations
arose where the choice of how or where to apply labels was not clear or in-
volved an element of subjective interpretation. How should persons that are
not pedestrians be labelled? How should a motorbike rider or pillion pas-
senger be handled? This was particularly problematic where labelling was
being done by several individuals, each with their own assumptions about
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Figure 3: Location of sites surveyed in Newcastle: 1. Junction of Great North Road
with Claremont Road, 2. John Dobson Street, between St Mary’s PI and Northumberland
Road, 3. junction between Northumberland Road and College Street, 4. junction between
Quayside and Broad Chare.

how to approach such situations, and therefore introduce inconsistency into
the training dataset. To resolve these uncertainties, the team agreed on a set
of conventions to be applied uniformly:

• A person pushing a bike by hand should be considered a cyclist and
labelled as such.

• All visible persons labelled as “pedestrians”, with the exception of cy-
clists.

• The label “crowd” should be used sparingly and only in cases of large
and compact gatherings of people where it was extremely difficult to
distinguish individuals.

• A vehicle should be labelled as a “taxi” if the typical curved shape of a
UK hackney-style taxi was clearly recognisable, even when the yellow
sign on top (or the word “taxi”) was not visible.
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Figure 4: Location of sites surveyed in Sheffield: 1. The Moor, between Rockingham
Gate and Earl Street, 2. Brown Street, near Arundel Lane, 3. junction between Shoreham
Street, Suffolk Road and Sheaf Street.

Although labelling conventions were important to improve consistency, la-
belling variations continued to exist among annotators due to factors that
include differences in visual acuity; differences in labelling decisions (espe-
cially regarding faraway objects not clearly visible); and user errors as a
result of tiredness and the inherent repetitiveness of the annotation task. To
further improve consistency and minimise errors, a series of procedures and
good practices were established:

• Annotation training to take place during the initial stage of the project

• Following the training, labellers would annotate a common set of images
and reflect on choices made during subsequent group discussion.

• Any meaningful issues encountered to be discussed and resolved, en-
suring a common understanding of how to address future cases.

• Creation of a dedicated Microsoft Teams page to discuss issues and
good practices as well as to share diverse documents (e.g. classification
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of vehicles in appendix B.)

• Maximum 6h of work per day

• Enforced 10 min break for each working hour

• The whole team (labellers and reviewers) would meetup once per week
to work in the same room together in order to more easily discuss
labelling issues and reflect on decisions made

• Each finished annotation task - or every single label applied by the
annotators - to be reviewed by the review team, resulting in one of two
outcomes: Accept, when no issues were identified, and Reject, when
at least one issue was present. The latter would require the annotation
task to be returned to the annotators to correct the mislabelling(s).

In addition to image representativeness and labelling consistency, two fur-
ther key factors were considered to achieving a high-quality standard on the
annotated dataset:

• Completeness - meaning all objects of interest within an image were
detected and localised, thus minimising the number of false positives
and false negatives.

• Positional accuracy - meaning the drawn bounding boxes enclosed
the entirety of the object, but without being too tight to the extent of
cutting off a portion of the object, nor too large leaving large amounts
of unrelated pixels around the object of interest.

Consistent with the project’s Data Protection Impact Assessment strategy,
the images were only available on the UBDC intranet and only to the Anno-
tation Team members.

4 Results

The project labelled 99,246 unique objects in 10,446 images. An example of
a labelled image can be found in Appendix A.
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Table 1: Number of labelled objects per class.

Object Count
Bus 3,241
Car 9,697
Cyclist 1,937
Crowd 645
Lorry 318
Motorcycle 52
Pedestrian 81,336
Taxi 387
Van 1,633
Total 99,246

The label “Pedestrian” comprises almost 82% of the total number of labelled
objects, according to the pie chart in figure 5. Despite a great effort to find
city locations and hours of the day where the likelihood to find cyclists was
high, this label contributes to less than 2% of the total number of labels.

5 Discussion

We gathered image data from a diverse range of every day life in cities using
CCTV-like cameras. The diversity of city environments cover most of the
situations we wished to detect city activity, especially active forms of travel.

The fact that we collected imagery from CCTV-like cameras with similar
attributes to CCTV cameras operating in cities, will certainly contribute to
develop better models to be deployed in these environments.

The goal to reach 10,000 labelled images was achieved and even surpassed,
but at the expenses of a great class imbalance, largely dominated by the label
pedestrian with 81.9% of the total number of labels in the annotated dataset
(figure 5). Although class imbalance is not problematic when less represented
classes occupy a large area of the images, such as the classes of lorries and
vans, it can be problematic with objects which tend to occupy smaller areas,
such as cyclists and motorcyclists, because object detectors perform better at
detecting large objects[3]. More annotated data is usually needed to resolve
performance issues when detecting physically smaller object types. Despite
class imbalance and with the exception of motorcyclists, we believe that we
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Figure 5: Proportion of each object class in the annotated dataset.

achieved a sufficient number of labelled examples for the remaining classes
to successfully train an object detection model.

Another reason to have labelled 10,000 images was to have a robust number
of correctly annotated examples that could minimise the negative impact
caused by random mislabelling2. Some studies suggest a linear correlation
between class noise and test accuracy, where an additional 10% of noise leads
to 4% reduction in accuracy [2]. To reduce class noise, all annotated images
were reviewed.

Great effort was made to gather sufficient examples of cyclists in a diverse
range of situations such as riding a bike, pushing a bike by hand, and holding
bikes in a stationary manner. Our convention requires a person to be at
least holding a bike to be considered a cyclist and labelled as such. However,
when training a model, it may be challenging to train a model to effectively
distinguish between a pedestrian passing near a parked bike and a “true”
cyclist.

2Random mislabelling, also known as unbiased mislabelling, happens when an object
class is accidentally replaced by another class.
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A decision was made not to add an additional label of occlusion to partially
visible objects - primarily to ensure the quicker completion of the labelling
task . Occluded object reduce the performance of detectors [5], especially
one-stage detectors3, such as Yolo [6]. In order to improve detection of par-
tially occluded objects, it is important that occlusion information is available
in the annotation dataset [7]. The addition of the label occlusion to occluded
objects, can be considered possible future work, and is a potential opportu-
nity for other researchers accessing the labelled dataset via the UBDC Data
Service.

Finally, regarding the quality of the labelling, we believe that we took all
the necessary steps to minimize mislabelled objects and labelling errors in
general, but ultimately we are conscious that errors still exist simply because
the annotation work was performed by humans, which are inherently prone
to errors. Furthermore, there were several situations of uncertainty - par-
ticularly when the objects to label were not clearly visible. One of those
situations, later identified, was related with the class label “crowd”. This
label was mostly used in the faraway sections of pedestrianised streets where
the individuals gathered together were not easily distinguishable. The prob-
lem arose with the difficulty of the annotators to establish similar bounding
box boundaries, when faced with similar gathering situations. This prob-
lem of inconsistency, was later reflected in the difficulty of object detection
models - trained with this data - to detect large gatherings.

6 Conclusions and Recommendations

Collecting and annotating a diverse range of images that represent most city
environments in the UK, while minimising the likelihood of mislabelled data,
has been a huge effort.

Apart from motorcyclists, all the other classes of objects are well represented
in the annotated dataset, allowing us - and other users of the dataset - to
develop and evaluate object detection models within CCTV infrastructure.

Annotation is a very repetitive task and the more that can be done to min-
imize repetitiveness, the more interesting the work becomes and the fewer
labelling errors are made. One procedure to minimize repetitiveness is to

3Region proposal and object classification is done in one step.
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allocate a sequence of tasks4 to label within different environments and with
differing image volumes. The size of the task is dependent on the average
number of objects to label per image: the task should be smaller when there
are many objects per image. On the contrary, the size of the task can be
higher if there are fewer objects per image. For instance, pedestrianised
streets at rush hours are usually very crowded and the size of a task made
up with such images should not exceed 100.

Other types of annotations can be explored in future, such as Semantic Seg-
mentation to get the most of the data in the images. Semantic Segmentation
aims to classify each pixel on the image that belongs to an object of inter-
est, if not to classify all pixels. An image with segmentation masks allows
the training and experimenting with all types of machine learning models,
e.g., foreground/background separation. Furthermore, segmentation masks
are more precise than bounding boxes as they cover only the location of the
actual object. Bounding boxes - as relatively coarse rectangle shaped poly-
gons - often include neighbouring regions or intersect with other bounding
boxes. However, some of the drawbacks are that segmentation masks are
time consuming to annotate by hand or to correct annotation errors, e.g.
pixels which are mislabelled.

In addition to use within its own CCTV automation projects, UBDC will
make these annotated images available to other academic developers want-
ing to develop or validate their own models. We hope the labelled dataset
produced constitutes an invaluable resource to develop better models for de-
tection of objects within imagery produced within CCTV systems.

4In this project, a “task” is a set of images collected from the same camera which are
allocated to a labeller.
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A Example of annotated image

Figure 6: Example of annotated image captured in Manchester. Notice bounding boxes
with different colours. Each object class has a unique colour to help minimize mislabelling
between classes. Sketch of image to protect privacy.
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B Differences between different types of ve-

hicles
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Difference between van, lorry and bus

Van - a smaller boxlike vehicle that resembles a panel truck, often has double doors both at the rear and

along the curb side, fitted with rows of seats, or equipped with living quarters for traveling and camping.

Source: https://commercialvehiclecontracts.co.uk/faq/choosing-your-vehicle/van-size-guide



Source: https://www.vandemon.co.uk/blog/article/van-makes-models-in-different-industries/



Lorry (US: Truck) is the largest and may also be called an articulated lorry or a heavy goods vehicle 

(HGV). These normally only travel on major roads and carry the largest goods. Usually, they have flat 

fronts. 

Source: https://www.returnloads.net/how-to-price-haulage-work/



Buses

While they vary in size and shape, all pictured below are buses and should be labelled as such. 

Source: https://en.wikipedia.org/wiki/First_Glasgow#/media/File:First_Glasgow_bus_SF07_FDP.jpg

Source: https://www.heraldscotland.com/news/14534239.glasgow-bus-company-city-sprinter-operated-city-streets-without-insurance-two-months/

Source: https://en.wikipedia.org/wiki/Glasgow_Citybus#/media/File:16-11-16-Glasgow_street_scene-RR2_7267.jpg



Source: https://www.dailyrecord.co.uk/ayrshire/stagecoach-cancels-more-100-services-24958078

Source: https://www.flickr.com/photos/77000628@N02/33070448658
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