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Technologien zur Stimm-, Sprach- und Gesichtserkennung werden im Alltag bereits angewendet. 
Etwa in smarten Lautsprechern, die auf Kommando die gewünschte Musik abspielen oder Nut-
zerfragen beantworten, durch Strafverfolger zur Suche nach dem Gesicht von Verdächtigen in 
Videomaterial oder bei Bankkunden, die am Telefon anhand ihrer Stimme identifiziert werden.
Diese Technologien versprechen, den Alltag ihrer Nutzerinnen und Nutzer zu vereinfachen, ihnen 
frühzeitige Hinweise auf Krankheiten zu geben und der Polizei neue Möglichkeiten bei der 
Verbrechensbekämpfung zu eröffnen. Dabei ist gar nicht sicher, wie zuverlässig sie funktionieren 
und ob sie mit geltendem Recht in Einklang stehen. Hinzu kommen umstrittene Nutzungen, etwa 
die Möglichkeit, auf den Gesundheitszustand, Emotionen und Gewohnheiten einer Person zu 
schliessen. 
In dieser Studie werden zahlreiche Anwendungen aus technischer, rechtlicher und ethischer Sicht 
untersucht und daraus Handlungsempfehlungen abgeleitet. Wie kann die Technologie verantwortungs-
bewusst eingesetzt werden, und wo wäre ein Verbot sinnvoll? Die Diskussion über Stimm-, Sprach- 
und Gesichtserkennung ist in vollem Gang, die Studie bietet dazu fundierte Orientierung.

TA-SWISS, the Foundation for Technology Assessment 
and a centre for excellence of the Swiss Academies 
of Arts and Sciences, deals with the opportunities 
and risks of new technologies.
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Speech, speaker and facial recognition 
technologies: a brief introduction

Cameras installed in public spaces gather vast 
amounts of data to feed speech, speaker and 
facial recognition systems. Although these detec-
tion technologies have the potential to promote 
both individual and community safety by helping 
the authorities to find missing persons or monitor 
suspects in a crime, automated identification sys-
tems can easily be misused, and they put citizens 
under pressure to adjust their behaviours to con-
form with societal norms. This has consequences 
for individuals – but also for democracy itself.

In recent years, smart speakers have become more 
common in Swiss homes, and facial recognition 
technology is often used to unlock smartphones. 
While speech, speaker and facial recognition simpli-
fies many everyday activities, the underlying tech-
nology is not yet completely reliable: for instance, 
facial recognition systems fail to identify women 
and people of colour with the same precision as 
they identify white men. If the advances continue at 
the current pace, however, it is to be expected that 
a high level of technical reliability will be attained 
in the coming years. The danger of false matches 
is greater if voice and facial data are used to draw 
conclusions about an individual’s emotional state or 
their physical or mental health. 

Opportunities …

With smart speakers, multiple devices can be 
operated using voice commands, making it unneces-
sary to have different remote controls for different 
devices. And “smart assistants” simplify daily life 
by saving dates in our calendars or adjusting our 
stereos and lighting – and leaving our hands free for 
other tasks.

In medical care, it is hoped that speech, speaker and 
facial recognition systems will aid the early detection 
of serious conditions such as Parkinson’s, Alzheim-
er’s, depression and burnout. In addition, develop-
ers are working on programmes capable of using 
facial recognition to identify rare diseases that are 
seldom seen by most doctors.

The possibility of shadowing and observing crimi-
nal suspects means that their machinations might 
be discovered before a crime has been committed. 
Speech, speaker and facial recognition therefore can 
help to promote community safety.

WANTED
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… and risks

The data generated by speech, speaker and facial 
recognition systems are so-called biometric data. 
These data reveal a great deal about an individ-
ual, and they change very little after a person 
reaches adulthood. Once biometric data have been 
breached, they remain permanently compromised.

The use of speech, speaker and facial recognition 
technology endangers our privacy, as these systems 
erode our anonymity in various ways. For instance, 
the smart speakers that are often placed in living 
rooms, and thus at the very heart of our homes, are 
constantly listening in on us and can record poten-
tially confidential information. 

As such, speech, speaker and facial recognition tech-
nologies tend to accentuate the power imbalance 
between citizens and the government or private 
companies, especially if the former are unaware of 
the kinds of data public authorities or businesses 
have access to.

Key recommendations

It is recommended that particularly problematic 
uses of speech, speaker and facial recognition tech-
nologies be banned. This includes automated real-
time surveillance systems as well as smartglasses 
and other hidden devices that can secretly observe 
people. Attention monitoring at schools should also 
be prohibited.

The use of speech, speaker and facial recognition 
systems by the police or other public authorities 
must be regulated through unambiguous legislation 
that defines rule-of-law safeguards and stipulates a 
mandatory review of whether a technology is neces-
sary.

Training and continuing education programmes 
should be created for all persons who use detection 
technologies. Moreover, a support service should be 
set up to aid people who wish to protect themselves 
from the dangers of speech, speaker and facial rec-
ognition systems, and who wish to understand and 
assert their rights. 

Finally, the advantages and disadvantages of speech, 
speaker and facial recognition systems and their 
lawful use must be made a topic of frank debate in 
society.

The TA-SWISS study on speech, speaker and 
facial recognition technologies was conducted 
by a project group with members from the 
Fraunhofer Institute for Systems and Innovation 
Research ISI in Karlsruhe, Germany, and the 
University of Fribourg i.Ue, Switzerland; Murat 
Karaboga was responsible for overall project 
leadership. The study’s methaodology draws 
on extensive literature reviews and analyses of 
media reports as well as several focus group dis-
cussions held with citizens and a representative 
online survey with 1000 respondents.

Vanishing anonymity

KITT, the souped-up Trans Am in the American 
action crime series Knight Rider from the early 
1980s, carried out his driver’s voice commands. 
And in early science fiction films, protagonists 
just needed to use a face scanner to gain access 
to the cockpit of a spaceship. In the intervening 
years, speech, speaker and facial recognition 
technologies have become a part of everyday, 
real-world life.

Technological developments often have unexpected 
impacts on society. For instance, in June 2022, the 
administrative court in Göttingen, Germany, granted 

the parents of a four-year-old girl named Alexa per-
mission to change their daughter’s name. The little 
girl was subject to so much teasing that she was 
diagnosed with emotional distress. ‘Alexa’ is also 
the name of Amazon’s virtual assistant that controls 
various devices via voice command, and the German 
girl fell victim to predictably stupid commands and 
irritating jokes.

Whether sound, family tradition or current trends 
matters most, parents-to-be put a lot of thought into 
choosing the right name for their baby. But while a 
name may be changed later in life if circumstances 
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so require, it is an entirely different matter when it 
comes to our voices, the shape of our face or our 
manner of speaking. These traits hardly change at all 
after we reach adulthood. And once the characteris-
tics that are inextricably linked to an individual have 
been measured, digitised and stored as biometric 
data, these key physical traits can be retrieved for 
later electronic processing.

It has now been over fifty years since speech, speaker 
and facial recognition technologies began emerging. 
Although the technological details are very different, 
all systems have one thing in common: they process 
biometric data that reveal a great deal about an 
individual.

A helpful ‘dragon’ and other services

Already in the early 1960s, research was conducted 
on machine processing of language, albeit with little 
success. Computers were too inefficient. But with 
the advent of mainframe computers, performance 
levels increased, paving the way for IBM, Philips and 
Dragon Systems to develop commercial dictation 
programmes that became standard office tools as of 
the 1990s. 

Dragon proved to be the best dictation programme 
that functions independently of a specific operating 
system. After a short training session to introduce 
the software to a speaker, the programme attains a 
detection rate of up to ninety-eight percent; Dragon 
is more efficient when used to dictate technical 
language with fixed terminology than for a language 
with literary expressions and a varied vocabulary. 

Siri, Google Assistant and Alexa are all linked to 
specific platforms that are integrated in Apple’s and 
Android’s operating systems and Amazon’s smart 
speakers. In particular, the affordable Amazon 
speakers were instrumental in promoting the use 
of speech and speaker recognition: in 2017, Amazon 
smart speakers made up about eighty percent of 
worldwide sales. To be sure, the market has grown 
more diverse since then. 

Smartphones also react to commands such as 
“Alexa, set the alarm for seven” or “Hey Siri, what’s 
the forecast for Zurich”. If a smartphone is con-
nected to other devices in a smart home, they, too, 
can be operated using voice commands, and orders 
like “Hey Siri, activate the printer” or “Alexa, turn on 
the coffee machine” will also be carried out. 

Face made of data points

Research into facial recognition technology also 
dates back to the 1960s, but real advances came 
later than with speech recognition. The first sche-
matic attempts to map hairlines, eyes and noses 
in 1964 yielded incorrect results if a person’s head 
was tilted or the lighting conditions were poor. The 
technology improved first in 1970, when higher-
performance computers made it possible to assess 
additional features such as lip shape or hair colour. 
But the real breakthrough came in the early 1990s 
with the development of an algorithm that – rather 
than measuring anatomical features of individual 
faces – conducts a statistical analysis of the main 
components of a large dataset of facial images. The 
problem with this approach is that the recognition 
rates attained by various research groups were at 
first difficult to compare, as each group worked 
with their own image databases. Matters improved 
only after the United States Department of Defense 
began to build up a large database to compare the 
different algorithms as part of a facial recognition 
programme launched in 1993. Since then, all facial 
recognition systems on the market have competed 
in the annual “Face Recognition Vendor Test”; in 
2020, ninety-nine manufacturers sent a total of one 
hundred eighty-nine algorithms to the competition.

The terrorist attacks on 11 September 2001 mark a 
major turning point in the use of facial recognition 
technology. While still reeling from the shock of the 
events, the US government enforced a rule allowing 
only persons holding a biometric passport to enter 
the country, even for short stays. The European 
Union and Switzerland complied with the require-
ment and, with the introduction of standardised 
biometric facial images in 2006, laid the cornerstone 
for state-run facial recognition practices.

Identification and verification of 
speech and speakers

As a rule, speech, speaker and facial recognition sys-
tems are used to automatically confirm the identity 
of an individual and, under circumstances, grant him 
or her access to a specific service. Speech recogni-
tion technologies, by contrast, are generally used for 
voice commands that replace typing a command on 
a smartphone or computer.
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It is important to differentiate between identifica-
tion and verification. Verification of an individual’s 
identity is a simpler process in which characteristic 
features from a sound or image file are compared to 
a sample recording of a specific person. If the new 
sound or image file matches the sample, the per-
son’s identity is confirmed. Identification by contrast 
is a process designed to discover who a person is by 
comparing a sound or image file with a large num-
ber of recordings or images in a database. 

Another important point is that speech recognition 
and speaker recognition are not the same. A system 
that detects words – that ‘understands’ their mean-
ing – will not necessarily be capable of identifying a 
voice or the person speaking. Indeed, the purpose of 
speech recognition technologies is to recognise the 
content of a statement in order to carry out a com-
mand (what is being said), whereas speaker recogni-
tion systems are designed to identify individuals on 
the basis of biometric parameters such as pitch and 
timbre of their voice (who is speaking). The latter 
technology is used at banks and health insurance 
companies to determine whether the person on the 
line is who they say they are. 

Biometric data reveal much more than 
the eye sees

Simple images or sound files are relatively easy to 
manipulate, and they are far from constituting bio
metric data. The latter are modelled and calculated 
in a complex process. In the case of the three-di-
mensional methods used in the facial recognition 
technologies of major smartphone manufacturers, 
30 000 dots of invisible infrared light are projected 
onto the user’s face during the scanning process. 
The smartphone processes these data to create a 
3D model that is then used to identify characteristic 
facial features and traits. Both the infrared image 
and 3D model are converted into a mathematical 
formula and stored on the device’s chip. Each time a 
phone is unlocked, the formula is retrieved and the 
algorithm runs. 

In speaker recognition, too, an algorithm records 
and processes several thousand features – most of 
which are inaudible to the human ear – that include 
much more than pitch, intonation, respiratory rate 
and rhythm. A software programme processes these 
data to create a so-called voiceprint, a type of acous-
tic fingerprint. 

Because biometric data are so closely associated 
with an individual and reveal so much about per-
sonal characteristics, they are considered to be par-
ticularly worthy of protection. In a guideline issued 
by Swiss data protection officials, biometric data 
are defined as “unique, specific physical features of 
an individual that – at least theoretically – can be 
assigned to this individual with almost one-hundred 
percent certainty, always and everywhere.” 

The use of speech, speaker and facial recognition 
technologies by private actors generally represents 
an infringement of data protection law. Indeed, it is 
difficult for anyone wishing to process these data to 
prove an overriding interest, as biometric data are 
particularly sensitive. Moreover, obtaining consent 
from data subjects is often virtually impossible, as 
devices must first access the desired data in order to 
function. In situations such as covert identification 
processes, consent is not even sought, which is in 
violation of data protection law. 

A broader view of data protection

The automated recognition of individuals on the 
basis of biometric data has drawn criticism from 
the start; in particular, it was argued that the results 
of automated detection systems are too often 
erroneous and subject to bias. For example, facial 
recognition systems detect women and people of 
colour less accurately than white men – not least 
due to the fact that, for years, the images used to 
train algorithms in databases were disproportion-
ately of white men. The analysis of sound files is 
also not immune to error, as a single factor such as 
poor sound quality increases the likelihood of a false 
match.

When biometric identification systems were first 
being developed in the 1990s, protecting data was 
the greatest concern; the main point of criticism was 
the risk of losing privacy and personal freedoms if 
an individual’s every movement and action were 
automatically monitored. Over time, however, the 
focus on individual rights and freedoms came to be 
regarded as too narrow. Experts now increasingly 
advocate for a comprehensive view of the impacts 
of technologies that could be used for surveillance. 
Indeed, the use of such devices not only poses a 
threat to the privacy of individuals: other funda-
mental rights are also at risk, including freedom of 
assembly and freedom of expression, which are 
essential for a functioning democracy. 
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Pressure to conform endangers basic 
rights and democracy itself

People who fear they are always being watched tend 
to adapt their behaviours and to self-censor what 
they say. This pressure to conform is at variance 
with legislation (including Switzerland’s Federal Con-
stitution) that both upholds freedom of expression 
and rejects discrimination against people on the 
basis of their identity, their lifestyle or their personal 
convictions. 

From a legal point of view, data protection has 
been, and remains, a sticking point. Because biom-
etric data reveal information about an individual’s 
unique characteristics and are thus considered to 
be particularly worthy of protection, the processing 
of these data potentially endanger basic individual 
rights. At particular risk are fundamental rights such 
as the right to privacy and the protection against 
misuse of personal data that are guaranteed by the 
Federal Constitution. Handling biometric data is 
also made more difficult because the processes to 
anonymise data are practically incompatible with 
most speech, speaker and facial recognition sys-
tems. Moreover, the aforementioned pressure to 
conform endangers the fundamental freedoms of 
expression, assembly and association guaranteed by 
the Federal Constitution. 

With regard to biometric data, one of the key prin-
ciples is proportionality, meaning that as little data 
as possible should be collected for a specific task. 
So-called purpose limitation is also important, i.e. 
data may only be processed for the purpose they 
were collected for. It is also important to review the 
appropriateness of a technology: use of a technol-
ogy should be deemed lawful only if it is appropriate 
for achieving the stated objective. Transparency 
is also a key requirement: it is crucial that people 
know when their biometric information is being 

collected – and they must be given the opportunity 
to consent or refuse to take part, with no negative 
repercussions. Lastly, secure data storage must be 
guaranteed in order to prevent hackers or other 
persons from gaining unlawful access. The use of 
such technologies therefore requires legislation that 
has been framed clearly and precisely. In addition to 
naming the purpose of the technology, such a law 
must also define restrictions and, in particular, limit 
data processing to what is strictly necessary.

Different priorities in the world of research
In China, facial recognition technologies have 
been an intense research focus for quite some 
time. In 2020, Chinese researchers published 
at least twice as many scientific articles on the 
topic as their counterparts in the US or India. 
Publications from all of Europe, Switzerland 
included, equal about a third of Chinese out-
put. The situation is a little different for speech 
recognition technologies, where the United 
States is a clear leader, followed by China, which 
began intensifying its efforts in this area in 2018. 
The importance of speech, speaker and facial 
recognition systems in China compared to other 
research areas is very evident.
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When technology eavesdrops

Smart speakers have become a common feature 
in many offices and homes. Instead of typing 
e-mails and letters, we dictate them to our com-
puters. We make appointments and set alarms 
by talking to our smartphones, and we give voice 
commands to regulate room temperature and 
other features in a smart home. 

The advantages of using a voice command to 
replace typing it or otherwise entering it into a 
device are obvious: smart speakers replace a mul-
titude of remote controls. In addition, the various 
devices are easier to handle, which also makes 
everyday life more manageable for people with a 
physical disability.

Smart speakers, many listeners

From a technical point of view, smart speakers 
consist of at least one microphone and loudspeaker 
as well as a connection to a provider via WLAN and 
internet; the provider offers a range of cloud-based 
services and functions to users, but also analyses 
the recordings to improve services. As such, the data 
collected are stored in different locations: in the 

smart speaker itself and on the provider’s server; if 
the loudspeaker is connected to a smartphone, the 
recordings will also be stored there.

To ensure that a smart speaker will ‘hear’ the activa-
tion word for a command, it is constantly in recep-
tion mode. As soon as the device registers a com-
mand, a recording begins, which is then transmitted 
to the manufacturer’s server, where it is analysed. 
Speech recognition technology processes the com-
mand and sends the result back to the user via an 
automated synthetic voice output. 

Many people are either unaware of – or at least 
rarely take advantage of – the following possibility: 
audio recordings can be deleted from numerous 
devices via an app or a website. From a data pro-
tection perspective, this is welcome news. Indeed, 
many requests or commands are sensitive – mak-
ing a doctor’s appointment via a voice command, 
for instance, or arranging a meeting with a divorce 
lawyer. In addition to the voice command itself, 
smart speakers also record other data such as the 
time and date, making it possible to draw conclu-
sions about a specific individual’s habits. If others 
are present, their voices are also recorded, which in 
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turn offers clues as to the identity of the people who 
belong to a household or a circle of friends. More-
over, spoken commands and requests are not the 
only revealing data collected – the sound and pitch 
of a voice are also significant. In particular, informa-
tion can be gleaned about an individual’s physical 
condition – if someone has a cold, for instance, or 
has had too much to drink. An individual’s emotional 
state can also be detected on the basis of merry 
laughter or dejected sighs. 

Speaker authentication at the 
automated welcome desk

The Swiss post office and several Swiss banks use 
voice recordings to confirm the identity of their 
clients. It is believed these processes will lead to 
greater security and efficiency. At Migros Bank, for 
instance, call duration was reduced by twenty per-
cent thanks to speaker authentication. Thus far, the 
technology has been applied primarily for processes 
in telephone banking. Future use in advisory ser-
vices or virtual assistance systems is also plausible. 

Before a recording begins, clients are asked whether 
they agree to having their call saved and used for 
authentication purposes in future calls. At Post-
Finance, bank customers also have the option of 
activating or rejecting speaker recognition on the 
web portal.

Whether a person’s identity can be confirmed with 
complete accuracy based on his or her voice is open 
to debate. Some people believe a voice is extremely 
individual and thus view biometric speaker recog-
nition as secure. However, others point out that 
journalists and hackers have already succeeded in 
outsmarting acoustic access barriers by combining 
sound snippets from YouTube videos and com-
puter programmes – a practice also used for the 
production of deceptively authentic-sounding fakes, 
so-called deep fakes. 

What is certain is that authentication based on 
biometric data is secure only if the data remain 
protected. Once they have been breached, they 
can no longer be used to unequivocally verify the 
identity of an individual. This is because voice and 
facial features are closely and permanently linked to 
a specific person and – unlike a password – cannot 
be changed easily. 

Blocking criminals

Criminals go to great lengths to gain access to 
sensitive data via speaker recognition technologies. 
For this reason, experts recommend that banks and 
other businesses dealing with sensitive information 
require a password in addition to speaker recogni-
tion. The two-factor process increases security.
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The growing use of smart speakers has increasingly 
made them a target for hackers, who may try to 
obtain sensitive data by using a voice recording of 
an individual to trick the authentication mechanism 
in their smart speaker. 

Researchers are currently addressing the security 
risks in smart speakers. One approach is to remove 
features from the recording that are not needed 
to interact with the smart speakers. To prevent 
unauthorised access to the data, other researchers 
are developing network analysis programmes that 
recognise when sound files are transmitted on the 
internet. This warns users when their activation 
word has been triggered.

Moderation in Switzerland
In 2020, Amazon led the market with twenty-two 
percent of all smart speakers sold worldwide. 
Google, with seventeen percent, was a close sec-
ond. In 2018, eighteen percent of the US popula-
tion was using smart speakers, and in Germany 
ten percent. In comparison, the Swiss practise 
restraint: in 2018, just one percent of the Swiss 
population used smart speakers; one year later, 
it was three percent. A representative TA-SWISS 
study conducted in October 2021 revealed that 
sixty-three percent of all homes have no smart 
speakers. Almost half of all smart speaker users 
had bought the device within the past year. Only 
nine percent said they had owned their device for 
more than three years. Among the persons sur-
veyed who do not have smart speakers, forty-one 
percent said they had no plans to buy them in 
future – mainly because they see no good use 
for these devices and are concerned about data 
protection.

Showing our true face to gain access 

During the coronavirus pandemic, the use of con-
tactless payment and access systems increased 
significantly, and using technology like Face ID to 
unlock our phones is now very common. While facial 
recognition systems on a personal device may be 
practical, they lose their appeal when used at foot-
ball matches or rock concerts; for individual people, 
they can even have adverse consequences.

Public authorities, first and foremost the police and 
custom officials, have been using facial recognition 
technologies for quite some time. However, gaining 
precise information about how and to what end the 
technology is used is difficult, especially as police 
use of facial recognition tools is often covert. 

In the 1990s, the systems used by US police forces 
were notable mainly for their poor execution. In 
2003, not one single match was registered in a long-
term, large-scale test at the Boston airport. In Flor-
ida, too, a facial-recognition software programme 
proved highly faulty: on some days, the system 
yielded nothing but false-positives. A test conducted 
by the German Federal Criminal Police Office in 2006 

at the Mainz train station attained somewhat better 
results, with a hit rate of thirty percent – which, 
however, fell drastically short of the targeted eighty 
percent.

Limited use in Switzerland

In Switzerland, facial detection technology is used 
mainly at Zurich Airport, and this on a voluntary 
basis. Following a six-month pilot project starting in 
autumn 2017, air travellers have had the option of 
choosing the automated face detection system since 
2020. Signs lead travellers to the facial recognition 
system, but it is still possible to have documents 
checked by a person at the control desk.

Apart from Zurich Airport, the police in Aargau and 
St. Gallen are the only other known instances of 
facial detection technology in operation in Switzer-
land. Other police forces are testing similar systems, 
or they employ humans for facial recognition work. 
In Basel-Stadt, the cantonal police have purchased 
seven Teslas, each of which is equipped with eight 
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cameras. Although not set up for facial recognition, 
connecting the vehicles to detection software would 
be easy.

Through discussions with the two cantonal police 
forces using facial recognition technology, the 
TA-SWISS project group was able to ascertain that 
they are endeavouring to guarantee secure, lawful 
and ethically responsible use of the technology. For 
instance, both forces have conducted a data pro-
tection impact assessment (DPIA). And to ensure 
security, data are stored on servers that are not 
connected to the internet or other networks. 

Nevertheless, the TA-SWISS study also identified 
weaknesses in their use of facial recognition sys-
tems. Neither police force published the results of 
the DPIA, and both cantonal police authorities have 
chosen not to have the performance and security 
of their systems independently controlled. Who has 
access to which data is also unclear. In addition, 
both cantonal police forces take the stance that it is 
unnecessary to inform individuals when their data 
have been processed in police facial recognition 
systems. Their reasoning is that it makes no funda-
mental difference whether a human or a software 
programme is responsible for scanning images.

Will real-time facial recognition lead to 
mass surveillance?

In Switzerland, no real-time mass surveillance 
systems are used. Indeed, they would be unlawful, 
as they endanger basic rights such as freedom of 
assembly. The principle of proportionality would 
also be violated if, for instance, everyone taking part 
in a political demonstration was under surveillance 
simply so the police could catch a few individuals 
who might commit acts of vandalism. Despite not 
being used, mass surveillance forms the topic of 
much contentious debate in Switzerland. The coro-
navirus pandemic did little to assuage the fears, as 
various countries used facial recognition systems to 
monitor compliance with Covid-related restrictions.

Participants in the focus groups conducted for the 
TA-SWISS study called for state-operated mass sur-
veillance to be prohibited, because the state would 
otherwise have too much power over citizens, lead-
ing to a loss of trust in government. The participants 
also believe that, once introduced, mass surveillance 
would be unstoppable: at first, they say, facial recog-
nition systems would be used only to solve serious 
crimes, but after proving successful, the technology 
would soon find application for misdemeanours 
such as pickpocketing, until the population was 
accustomed to constant and blanket surveillance. 
In the end, Switzerland would be confronted with 
conditions like those in China, where the social 
credit system is often cited as a cautionary tale: 
people caught jaywalking or violating other state 
rules have to reckon with sanctions, such as being 
disadvantaged in job applications or when looking 
for housing. 
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Two-pronged technical approach to 
fighting racism 

Although European countries tend to use facial 
recognition systems sparingly, certain private actors 
have less compunction. For instance, Italian football 
clubs began considering the use of facial and speech 
recognition systems to prevent racism after several 
matches were cancelled because fans were mak-
ing ape sounds, yelling Nazi slogans and otherwise 
casting xenophobic insults at dark-skinned players. 
With speech recognition technology, it would be 
possible to understand the content of racist chants, 
and then use facial recognition software to identify 
the offenders. To date, no such systems have been 
introduced to Italian stadiums. However, Luigi De 
Siervo, director general of Italy’s top football league, 
stated in the autumn of 2019 that he was prepared 
to start using facial recognition systems to “catch the 
people who are ruining this wonderful sport, one by 
one’. 

In Switzerland, no legal basis exists for speech and 
facial recognition systems in sports stadiums or at 
other private events. Nevertheless, a slight majority 
of respondents surveyed in the study approved of 
facial recognition technology at sports stadiums, 
with the highest approval ratings for the technology 
found in this context; as a rule, however, the accept-
ance of facial recognition systems is low.

Clear directives needed for police use of facial 
recognition technology 
In the representative TA-SWISS study, police use 
of facial recognition was not rejected outright: 
one third of all respondents were in favour of 
using it, one third said they were not familiar 
enough with the subject and just under one 
third rejected use of the technology. Those who 
voiced approval believe the technology primarily 
lends itself to seeking missing persons, followed 
by counter-terrorism efforts. Respondents who 
reject facial recognition technology do so mainly 
because they fear these data will be misused, 
because the technology would have a major 
impact on public life and because it could lead to 
unwarranted mass surveillance. All respondents 
said that only authorised staff should be allowed 
to use facial recognition technologies and that 
these individuals should also be required to log 
and communicate every use. In addition, the 
participants in the survey believe an appropriate 
legal basis is necessary and that independent 
experts should be consulted to regularly monitor 
and evaluate the technology.
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When technology reveals our innermost 
secrets

Experienced, empathetic doctors can learn a 
great deal about their patients’ health by observ-
ing changes in skin tone, facial expression or 
voice quality. It is now becoming apparent that 
speech, speaker and facial recognition systems 
will one day be capable of detecting diseases even 
earlier than medical professionals. However, with 
regard to understanding emotions, the technol-
ogy faces greater obstacles.

“This app can really help transgender people train 
their voices and track their progress,” is one com-
ment about the app Voice Pitch Analyzer. “Hi, I’m 
FtM (female to male), and I use the app because 
it’s so interesting to watch how your voice changes 
when you start hormone therapy,” is another per-
son’s comment. Voice Pitch Analyzer created by Purr 
Programming is a free app that can be downloaded 
and used to analyse a voice – one of the features 
that generally reveals whether a speaker is a man 
or a woman. Apps to analyse and train voices are 
designed to help trans people align their speaking 
voice as closely as possible to the pitch of the gen-
der they identify with.

Whether the aim is to track physical fitness, sleep 
quality, pulse or ovulation – there are now numer-
ous apps available to monitor our own bodies. In 
future, these programmes might increasingly rely on 
speech, speaker and facial recognition technologies 
to assess a person’s physical state. And because 
people nowadays tend to consult “Dr Google” before 
going to their general practitioner, the Google 
search engine would have access to even more pow-
erful analytical tools. 

Technology that seems harmless in a voice analysis 
app on a computer or smartphone might become 
problematic with more sophisticated versions. 
Indeed, the advances in diagnostic tools go hand 
in hand with the danger that non-specialists will 
encounter problems when using them to monitor 
their health via their computer’s camera and micro-
phone. At present, however, powerful diagnostic 
tools based on speaker or facial recognition technol-
ogies are reserved for medical professionals.

In action for medicine

When we speak, our brains regulate the interaction 
processes of up to a hundred muscles. The quality of 
our voices can therefore be indicative of numerous 
illnesses. In such cases, sounds that the human ear 
easily misses are potentially revealing. For instance, 
researchers examined the ‘aah’ sound made by 
healthy people and those suffering from Parkinson’s 
disease, identifying ten acoustic characteristics 
that can be used to diagnose the disease with an 
accuracy of almost ninety-nine percent. As another 
example, word choice or difficulty in finding words 
can be an indication of Alzheimer’s. In a controlled 
environment, speech and speaker recognition tools 
detect the disease with a recognition rate of eighty 
to ninety percent. 

Since the start of the coronavirus pandemic, 
researchers have been studying the characteristic 
Covid cough in order to promote early diagnosis. 
It is also possible that heart conditions could be 
detected on the basis of a person’s voice, as certain 
patterns of voice frequency are associated with 
severe disease of the coronary arteries.

Lastly, our speaking voices mirror our mental 
health. Tempo, rhythm, pitch and volume can reveal 
whether we are excited, afraid, depressed or manic. 
Speech recognition is now a standard tool for diag-
nosing depression: a monotone, somewhat higher 
pitch compared to the regular speaking voice can 
indicate that a person is suicidal. Linguistic features 
have also been identified to help diagnose autism as 
well as attention-deficit/hyperactivity disorder.

Facial recognition in medical care is less common 
than speech and speaker recognition, but potential 
applications for the technology are nonetheless 
being explored. In the EU project SEMEOTICONS, 
a type of mirror with various sensors and cameras 
was developed that, in addition to recognising 
psychological traits, was able to detect a person’s 
physical and nutritional state. It also analysed the 
colour of skin and mucous membranes as well as 
the distribution of subcutaneous fatty tissue and 
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perspiration patterns. A system called DeepGestalt 
developed at the University of Bonn is programmed 
to detect rare diseases or genetic defects based on 
a photograph of an individual’s face. The software 
programme compares the facial expression on the 
picture to images with numerous other people who 
have been diagnosed with a specific disease; the 
database comprises 17,000 photographs of more 
than 200 complex diseases. Several other research 
teams are working on additional systems with the 
aim of using facial images to detect rare diseases.

One difficulty in using speech, speaker and facial 
recognition systems in medical care lies in creating 
a reliable database. Currently, there are very few 
databases for speaker analysis. Moreover, some 
experts doubt the reliability and informative value of 
speaker traits. Too often, spoken language is dis-
torted because the speaker has a cold or is suffering 
from allergies. Culture and background will also 
influence how loudly or quickly a person speaks. It 
is readily apparent that there is great need for more 
research into the use of speech, speaker and facial 
recognition technologies in the world of medicine. 

When using detection technologies in medical care, 
it is important that specific requirements regarding 

secure handling and storage of patient data also 
comply with physician-patient confidentiality. Apps 
that could be used for self-diagnosis should be 
deemed medical products. Because such applica-
tions are at present very rare, regulatory measures 
are not to be expected in the near future. 

Sounding out our emotional world

Another potential use for speech, speaker and facial 
recognition technologies would be in job application 
procedures. For example, a software programme 
designed to preselect especially suitable candidates 
could speed up the selection process. Technology 
could also be used to assess an individual’s overall 
demeanour and thus help to determine whether he 
or she is a good match for the advertised position.

It is also plausible that private insurance companies 
would be interested in using the technology to offer 
their clients personalised services. The insurance 
industry is similar to medical care in that here, 
too, information about a person’s physical fitness 
or other physical traits gleaned through facial and 
voice data could be exploited. Generally speaking, 
emotion detection could meet with great interest 
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in various circles: banks might hope for marketing 
advantages, police forces could be tempted to use 
the technology as a lie detector – as has already 
been tested in the EU-funded iBorderCtrl project 
– and sport stadium operators might see an oppor-
tunity to identify violent fans before they have a 
chance to cause damage.

In such situations, data subjects must grant their 
consent to having their faces or voices analysed, 
as is presently the case with psychological tests or 
handwriting analyses. Moreover, this consent would 
have to be voluntary – a requirement that is difficult 
to fulfil considering the power asymmetry between 
employer and employee, or insurance company and 
persons insured. And if a technology were to be 
used secretly during a job interview or when taking 
out an insurance policy, this would amount to an 
invasion of personal privacy; in particular, it would 
violate the principle of good faith. 

Many experts maintain a general scepticism towards 
emotion detection technology. They doubt whether 
a software programme could be capable of reliably 
interpreting feelings, which are expressed very dif-
ferently from person to person. The mere fact that 
our cultural background has a major influence on 
how we show our feelings is proof of the difficulties 
surrounding emotion detection. 

Reservations about emotion detection 
In Switzerland, the medical use of speech, spe-
aker and facial recognition technology as well 
as its use for emotion detection or attention 
monitoring in schools meets with considerable 
reservations. Just under a quarter of all respon-
dents would have no concerns if the technology 
were used to diagnose physical illnesses, with 
thirty-seven percent voicing reservations; the 
main concern of the latter group is that health 
insurance companies would have access to the 
data generated. With regard to emotion detec-
tion, sixty-five percent worry about the accuracy 
of the software. And sixty-two percent of the 
respondents believe that emotions are too 
complex to be accurately detected by a software 
programme. 

Banishing distractions at school 

In many societies, performance at school is moni-
tored very closely, as a nation’s economic success 
depends on educating the next generation. Var-
ious countries – especially China and in the Eng-
lish-speaking world – use technologies to monitor 
attention levels of schoolchildren. In the recent past, 
US schools have invested 2.7 billion dollars annually 
in surveillance and security products with the aim of 
being prepared for mass shootings and other acts 
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of violence. Although there is currently no evidence 
that the attention levels of schoolchildren in the 
United States are being monitored, once video sys-
tems are installed, they can be upgraded to perform 
attention monitoring with relatively little effort and 
at the modest price of just under 200,000 Swiss 
francs per school. 

At some schools in China, not only children but 
also teachers are monitored. Neither students nor 
parents are asked to grant consent. The monitoring 
systems make various recordings – for instance, 
how long children keep their eyes on the blackboard 
– and calculate attention scores that teachers and 
parents have access to. Using this kind of technol-
ogy is designed to improve scholastic achievement: 
not only are all external distractions eliminated, it 
is believed that the individual strengths and weak-
nesses of learners can be better accommodated by 
using attention monitoring. However, psychological 
research has demonstrated that too much moni-
toring can also cause stress, which is an obstacle to 
learning. In addition, numerous experts cast doubt 
on whether analysing facial expressions can deliver 
reliable information about a person’s attention 
levels.

In principle, emotions can be analysed on all sys-
tems and platforms where image data of school 
children or students are generated. The coronavirus 
pandemic, which has driven the use of online learn-
ing and communication platforms such as Moodle, 
Google Classroom or Zoom, has also helped to lay 
the foundation for later introducing emotion detec-
tion or attention monitoring – especially as these 
kinds of software are already being used for exami-
nation supervision at some schools.

Not everyone wants to have their 
name known

Speech, speaker and facial recognition technologies 
are getting closer to making universal identification 
a reality. Equipped with the right devices, everyone 
would be able to identify every single person they 
encounter. Alphabet took an initial step in this direc-
tion in 2014 when the company launched its Google 
Glass smartglasses. The idea behind the miniature 
computer in front of our eyes is to superimpose all 
kinds of information about the environment onto 
the glasses, including data on buildings or other 
objects in the surroundings. The smartglasses 
access the necessary data from the internet. While 
it is true that the company explicitly excluded facial 
recognition technology in the product, data protec-
tion experts pointed out that it would be relatively 
easy to connect the smartglasses to existing facial 
recognition programmes – and various companies 
were betting that Alphabet would move away from 
its self-imposed ban on facial recognition technol-
ogy. 

Databases for identifying private individuals are, 
however, already available; the company NameTag 
alone collected several million facial images and 
announced it would continue to mine for more por-
traits in social networks. Due to low demand – and 
not least to persistent public criticism – Alphabet 
stopped selling its smartglasses to private individ-
uals in 2015. However, powerful new smartglasses 
have long since entered the market, including Ray-
Ban Stories, which were developed in partnership 
with Facebook. It would be easy for hackers to add a 
facial recognition function to the glasses. If this were 
to happen, random passers-by could be identified 
by tapping into an image database. Anonymity in the 
public sphere, which is already dwindling due to the 
ubiquitous use of smartphones, would be a thing of 
the past with the advent of universal identification 
technologies. 

The Clearview AI scandal offers proof that data-pro-
tection related fears linked to universal identification 
are justified. Established in 2017, the US company 
mined billions of portrait photos on the internet – 
especially from social networks – to create its own, 
extensive image database, which it then linked to 
its inhouse search engine. The company offered its 
search-engine services to governments and private 
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companies throughout the world, albeit without 
informing the citizens of these countries or even 
the owners of the images or the persons depicted 
on them. Various lawsuits were filed against the 
company, with the result that only security agen-
cies have been granted access to the search engine 
since 2020. The company returned to the headlines 
with the war in Ukraine, when it was discovered 
that Ukrainian authorities were using the software 
to identify fallen or captured Russian soldiers and 
inform their relatives. The Taliban in Afghanistan 
are also making use of facial recognition technology. 
When they seized power, they not only confiscated 
vehicles and weapons left behind by the Western 
armies – they also took possession of datasets 
containing millions of fingerprints and facial images. 
The fundamentalist group is now hunting ‘traitors’ 
and other individuals who have ‘collaborated’ with 
Western organisations.

Attention monitoring and universal identifi­
cation are unwanted 
In the representative survey, fifty-six percent of 
all respondents absolutely rejected the use of 
speech, speaker and facial recognition technol-
ogy at schools. The resistance to universal iden-
tification was even more pronounced, both in 
the representative survey (with fifty-one percent 
expressing major reservations) and in the focus 
groups. One participant said a world with uni-
versal identification would be “a world I wouldn’t 
want to live in”; this statement captures the basic 
tenor of the discussions. Participants also voiced 
concerns that universal identification would lead 
to more, and more extreme, cases of stalking. 
Respondents in the representative survey who 
are not worried about universal identification 
partially justify their opinion with the claim that 
anonymity is already a thing of the past.

Keeping big brother out: recommendations

Biometric data are highly sensitive and thus 
particularly worthy of protection. This makes it 
all the more vital that regulatory measures are 
adopted for using speech, speaker and facial rec-
ognition technologies in contexts such as medical 
care, law enforcement, lending or insurance insti-
tutions, and in the work environment.

Digitised voice recordings and facial images capture 
physical traits that are unlikely to change much 
after a person reaches adulthood. Once these kinds 
of biometric data have been compromised, their 
integrity is lost. For this reason, it is in general recom-
mended that the collection of biometric data is lim-
ited and that authentication processes rely on several 
factors, for example an image and a password.

Ban on high-risk applications

Automated real-time surveillance through speech, 
speaker and facial recognition technologies meets 
with almost universal disapproval in Western 
democracies; it is also incompatible with several 
basic rights enshrined in Switzerland’s Federal Con-
stitution. Real-time surveillance systems in general 
must therefore be banned – as should the introduc-

tion of a social credit system that evaluates good or 
bad behaviours of individual citizens by means of a 
blanket surveillance system. 

The use of smartglasses and other hidden devices 
that use facial recognition programmes to secretly 
observe people must also be prohibited in public 
spaces. 

A further recommendation is that attention mon-
itoring at schools be prohibited. In addition, fully 
automated decision-making processes based on 
speech, speaker and facial recognition technologies 
should be banned in particularly sensitive settings, 
especially at hospitals, banks and insurance com-
panies, in law enforcement or at work. Instead, the 
results of semi-automated decision-making systems 
should be closely monitored by trained staff, who 
then authorise the decisions.

Moratorium on emotion monitoring 
and disease detection tools

As long as the technical and organisational relia-
bility of emotion monitoring and disease detection 
systems that rely on facial and speaker data is not 
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given, this technology should be placed under a 
moratorium in certain life domains. Particular cau-
tion is advised in areas such as law enforcement or 
at insurance companies. It is especially important 
that, during a call to a customer centre, a client’s 
voice is not analysed for diseases or emotions; this 
would represent an improper use of biometric data. 
Certain desirable applications could be classified 
as high-risk tools and thus permitted, subject to 
approval by the authorities. 

Filling legal gaps, promoting training 
programmes, supporting data subjects

An explicit legal basis must be introduced for the 
use of speech, speaker and facial recognition tech-
nology in the public sphere. Such legislation must 
establish rule-of-law safeguards and ensure that the 
necessity of a technology is reviewed.

Professionals who use speech, speaker and facial 
recognition systems, have access to sensitive data 
and share results must receive proper training and 
further education. In addition, guidelines and sup-
port services are needed to ensure that operators of 
detection systems adhere to data protection princi-
ples. 

Whenever speech, speaker or facial recognition 
systems are used, it is important that this is com-

municated clearly. Wherever possible, data subjects 
should be able to choose an alternative without 
incurring negative consequences – longer waits or 
extra costs, for instance. 

In addition, there is a need for a support service to 
aid people who wish to protect themselves from the 
disadvantages associated with speech, speaker and 
facial recognition systems, and who wish to under-
stand and assert their rights. 

Developers of devices that use speech, speaker and 
facial recognition technologies or related apps are 
advised, whenever possible, to store and process all 
data collected only in the device itself. This would 
both protect data and also grant users greater 
autonomy over their own data.

Lastly, it is important to foster societal discourse 
on the advantages and disadvantages of speech, 
speaker and facial recognition technologies, on 
where they are to be permitted and where their use 
should be limited. In addition, the general public 
should be encouraged to reflect on the significance 
that speech, speaker and facial recognition sys-
tems have for the way we live together – not least 
because the use of these technologies increases 
social pressure and can foster the tendency to adopt 
a moralistic view of others and their actions. The 
present TA-SWISS study is an invitation to this kind 
of discourse. 

Ah ...
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TA-SWISS – Foundation for Technology 
Assessment 

New technology often leads to decisive improve-
ments in the quality of our lives. At the same time, 
however, it involves new types of risks whose conse-
quences are not always predictable. The Foundation 
for Technology Assessment TA-SWISS examines the 
potential advantages and risks of new technologi-
cal developments in the fields of life sciences and 
medicine, information society as well as mobility, 
energy and climate. The studies carried out by the 
Foundation are aimed at the decision-making bodies 
in politics and the economy, as well as at the general 
public. In addition, TA-SWISS promotes the exchange 
of information and opinions between specialists 
in science, economics and politics and the public 
at large through participatory processes. Studies 
conducted and commissioned by the Foundation 
are aimed at providing objective, independent, 
and broad-based information on the advantages 
and risks of new technologies. To this purpose the 
studies are conducted in collaboration with groups 
comprised of experts in the relevant fields. The pro-
fessional expertise of the supervisory groups covers 
a broad range of aspects of the issue under study.

The Fondation TA-SWISS is a centre for excellence of 
the Swiss Academies of Arts and Sciences.
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