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Abstract

In this work we investigate replacing standard quadrature techniques used in deterministic
linear solvers with a fixed-seed Quasi-Monte Carlo calculation to obtain more accurate and efficient
solutions to the neutron transport equation (NTE). Quasi-Monte Carlo (QMC) is the use of low-
discrepancy sequences to sample the phase space in place of pseudo-random number generators
used by traditional Monte Carlo (MC). QMC techniques decrease the variance in the stochastic
transport sweep and therefore increase the accuracy of the iterative method. Historically, QMC
has largely been ignored by the particle transport community because it breaks the Markovian
assumption needed to model scattering in analog MC particle simulations. However, by using
iterative methods the NTE can be modeled as a pure-absorption problem. This removes the need
to explicitly model particle scattering and provides an application well-suited for QMC. To obtain
solutions we experimented with three separate iterative solvers: the standard Source Iteration
(SI) and two linear Krylov Solvers, GMRES and BiCGSTAB. The resulting hybrid iterative-QMC
(iIQMC) solver was assessed on three one-dimensional slab geometry problems. In each sample
problem the Krylov Solvers achieve convergence with far fewer iterations (up to 8x) than the
Source Iteration. Regardless of the linear solver used, the hybrid method achieved an approximate
convergence rate of O(N 1), as compared to the expected O(N~1/2) of traditional MC simulation,
across all test problems.

Keywords — Neutron Transport, Monte Carlo Methods, Quasi Monte Carlo, Krylov Linear
Solvers



I. INTRODUCTION

Solving the neutron transport equation (NTE) under various conditions, accurately, and
efficiently is vital to nuclear reaction simulations like those in advanced reactor design or accident
analysis [1]. The neutron transport equation describes the distribution of neutrons in space,
angle, energy, and time. The equation’s high-dimensional nature makes it difficult to design
efficient general-purpose algorithms and many solution techniques, most common of which have
been stochastic Monte Carlo simulations [2] or deterministic discrete ordinates (Sy) methods [3],
have been developed.

For deterministic solutions, Source Iteration (SI) is the simplest and most common deter-
ministic solution technique for solving the discrete ordinates method [3]. SI is equivalent to a
fixed-point Picard Iteration, nevertheless, as problems become collision dominated, the conver-
gence rate of the SI can become arbitrarily slow [4, 5]. More advanced iteration techniques such
as Krylov subspace methods, including Generalized Minimal RESidual method (GMRES) and Bi-
Conjugate Gradient STABilized method (BiCGSTAB), have been shown to outperform standard
Source Iteration, particularly when there are highly scattering materials [4]. Nonetheless, as the
dimensionality and fidelity of the problem increases, the deterministic quadrature techniques used
to evaluate the system of equations become intractable [6, 7).

Monte Carlo (MC) simulations provide a more robust solution by using random sampling and
probability to produce solutions. In this method the statistical error scales according to O(N~1/2)
— where N is the number of neutron histories — regardless of the dimensionality of the problem
[8]. However, MC simulations are often seen as a last resort due to their high computational cost
and slow rates of convergence [9, 10, 11]. Recent work by Willert et al. investigated a hybrid
MC-deterministic solution where the deterministic quadrature sweep of the iterative method was
replaced with a Monte Carlo transport simulation [7, 12]. This method attempts to combine the
efficiency of iterative methods while also providing an accurate solution for complex problems
given the robustness of MC simulation. However, it is found that a staggering number of particle
histories are may be required for convergence of the iterative method even for mono-energetic slab
problems [12]. Or, as Heinrich Von Kleist wrote in a previous age [13], “probability is not always
on the side of truth.”

Our work investigates the use of fired-seed Quasi-Monte Carlo (QMC) techniques in place of
standard, pseudo-random MC to decrease the variance in the transport process and therefore im-
prove the convergence of the iterative method. Quasi-Monte Carlo techniques use low-discrepancy
sequences (LDS) in place of typical pseudo-random number generators for Monte Carlo sampling.
Various LDS have been developed, including the Sobol and Halton sequences, the goal of each is to
sample the phase space in a deterministic and self-avoiding manner. Theoretically, this results in
a sampling convergence rate proportional to O(N~'), compared to O(N~/2) of standard Monte
Carlo [14].

Rather than taking subsequent samples from the same LDS at the start of every iteration, the
LDS is reset to the beginning of the sequence. This fized-seed approach allows the iterative method
to converge at a much faster rate than if new samples were taken. With typical random number
generators, this technique would be avoided to ensure samples are uniformly distributed through
the phase-space. However, the low-discrepancy nature of the Sobol Sequence, Halton Sequence,
etc. ensure a well-balanced sampling of the phase-space even with a relatively low number of
samples.

Despite the benefits offered by QMC, it has largely been ignored by the particle transport
community [15]. There has been some recent work in using QMC for radiative transfer problems
without scattering [16, 17], but, to the knowledge of the authors, there has not been any recent
work with QMC applied to neutron transport. This is likely because the deterministic nature of
the LDS breaks the Markovian assumption needed for the particle random-walk when scattering is



present. Therefore, QMC must be implemented in applications which are not Markovian processes
or steps must be take to ensure the Markovian assumption is held.

Presently, there have been two strategies for implementing QMC in particle transport. The
first is known generally as randomized-QMC or (RQMC) which includes a host of strategies that
attempt to randomize a sequence and still retain the low-discrepancy of the samples [18, 15, 17, 19].
Depending on the randomization technique, the theoretical convergence rate of O(N~!) may be
reduced [20, 21]. While other randomization techniques may theoretically uphold the O(N~1)
convergence rate, but are computationally expensive to execute [21]. The second implementation
of QMC in particle transport is simply in use of problems without scattering, primarily seen in
radiative heat transfer problems [16, 17].

Our proposed iterative-QMC (IQMC) method allows for both: problems that include scatter-
ing and the use of unaltered LDS, i.e., no RQMC method is required. This is achieved by modeling
the problem in the QMC simulation as a purely absorbing system where each particle is emitted
and traced out of the volume. After this process, or QMC Sweep as it will be referred to from now
on, the scattering term is iterated upon using a deterministic linear solver and the process repeats
until a desired tolerance or maximum number of iterations is reached, thereby removing the need
for the simulation of a random walk process [22].

The outline of this paper is as follows: Section II.A presents a brief overview of the neutron
transport equation, Source Iteration, and Krylov solvers. Section II.B describes the use of fixed-
seeding and low-discrepancy sequences to form the Quasi-Monte Carlo transport sweep. Section
IIT provides an overview of the implemented algorithms before analysis and results from three 1-D
test problems are presented in Section IV. The first problem solves for scalar flux in an infinite
medium with multi-group data generated from FUDGE [23] with a known analytic solution. The
second problem, known as Reed’s Problem, is a multi-media problem benchmarked with results
from a high particle count Monte Carlo simulation, using the Center for Exascale Monte-Carlo for
Neutron Transport’s (CEMeNT’s) Monte-Carlo Dynamic Code (MCDC) [24]. The third and final
problem, provided by Garcia et al., provides angular flux results at the slab edges from a fixed
boundary source with a spatially decaying scattering cross section [25]. Finally, key findings and
future work are discussed in Section V.

II. METHODS

II.A. Neutron Transport Source Iteration and Krylov Methods

We begin with the one-speed neutron transport equation in slab geometry with isotropic
scattering [3]:
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for 0 <z < 7. The boundary conditions are
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Where z, 1 are the particle position and angle respectively, ¥ is the angular flux, ¢ is the scalar
flux, 3; is the total macroscopic cross section, ¥4 is the scattering macroscopic cross section, and
g represents an internal source function.

II.A.1. Source Iteration

The transport Eqgs. (1)-(2) can be solved iteratively via Source Iteration (SI):
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where superscript (") indicates iteration index. The equations can be represented in operator
notation as:

o) = S, q, 41, 4], (6)

where the transport sweep operator S updates a scalar flux estimate given an internal source ¢
and boundary sources v; and ... In the proposed hybrid method, this transport sweep operation
is performed via Monte Carlo simulation (which is discussed later in Sec. II.B).

The ST Equation (6) can be rewritten as follows:

") = Klp™] + f, (7)
where
K[p™] = S[¢™,0,0,0], (8)
and
f = S[Ovtbwlvwr]' (9)

By collecting the scalar flux terms, one can demonstrate that SI is equivalent to the fixed-point
Picard iteration of a linear problem

Ap=(I-K)p=f, (10)

where I is the identity function. Equation (10) is in a form we can send to linear solvers, particularly
those that are more efficient than the fixed-point Picard iteration, such as Krylov methods. Note
that we do not need to explicitly form the matrix A, we only need to compute the action of A on
¢, which is accomplished with the QMC Sweep.

I A.2.  Krylov Methods

An order-r Krylov subspace is defined with notation from the previous section as [26]:
K, = span(¢, Ap, A%, ..., A" 1 ). (11)

For each experiment presented in Sec. IV, two Krylov methods, GMRES [27] and BiCGSTAB
[28], were used. The Generalized Minimum RESidual (GMRES) is one of the most common Krylov
methods. When solving A¢ = f, GMRES minimized [|f — Ag¢||2 over the k" Krylov subspace.
For every iteration, the GMRES stores an additional Krylov vector. For problems that require
many iterations this may lead to memory constraints. BICGSTAB is a low-storage Krylov method
that is memory bounded throughout the algorithm. However, the memory savings come from
information that is thrown out with each iteration and therefore BICGSTAB will generally require
more iterations to converge than GMRES. Nonetheless, as we will observe in Sec. IV, both Krylov
methods will require far fewer iterations than the SI.



II.B. Quasi-Monte Carlo Transport Sweep
II.B.1. Monte Carlo Transport Sweep

Monte Carlo methods for neutron transport seek to simulate the behavior of a statistically
significant number of particles from birth to death to gain an approximate behavior of the system.
For our one-dimensional simulations, each particle begins with an initial position (x;), direction
(1;), and statistical weight (w;). In an analog simulation, the particle would then be tracked
from collision to collision, tallying quantities of interest as the particle moves. Each time the
particle undergoes a scattering collision, a new direction (u) would be sampled and the next
distance to collision would be calculated. This process would repeat until the particle is either
absorbed or exits the volume. However, Eq. (4) is a purely absorbing transport problem with a
known source. MC simulation in a purely absorbing system can be enhanced by employing the
continuous weight absorption technique (also called implicit capture), which continuously reduces
the statistical weight of each particle per length traveled (s):

Wnew = wold672a5~ (12)

Consequently, after emission the particle is traced straight out of the volume reducing the statistical
weight according to the distance traveled across each spatial cell, as illustrated by Figure 1.
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Fig. 1. A simplified diagram of a Monte Carlo sweep. For each MC sweep the particles are emitted
with initial position and angle (x;, 1;) and are swept out of the volume, tallying the scalar flux
according to the path length tally estimator (Equation 13).

We use the track-length tally estimator to compute the spatially-averaged scalar flux in the
defined mesh. Because the weight is continuously reduced with each step, the tally scoring becomes:
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This estimate of the scalar flux is then used to compute the scattering source in the next iteration
of the solver.

II.B.2. Low-Discrepancy Sequence for Quasi-Monte Carlo

Given the purely absorbing system (Equation 4) and the use of continuous weight absorption
technique (Equations 12 and 13), the only things need to be randomly sampled are the particle



initial position x; and direction p;. In a standard MC transport sweep, a pseudo-random number
generator is used to sample z; and p;. In Quasi-Monte Carlo transport sweep, a quasi-random
low-discrepancy sequence is used instead.

Low-discrepancy sequences use deterministic algorithms to sample the phase space in a self-
avoiding manner thereby approaching a more uniform distribution and approximating the expec-
tation more efficiently. This results in a theoretical convergence rate of O(N 1) compared to the
O(N -1/ 2) from pseudo-randomly placed points [21]. In addition to the well-known Sobol and
Halton Sequences, Figure 2 shows the distribution of 256 points in a unit square of a newer LDS

known as the Golden Sequence [29].
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Fig. 2. 256 points generated in a unit square with pseudo random points (top left), Sobol Sequence
[30] (top right), Halton Sequence [31] (bottom left), and Golden Sequence [29] (bottom right).

II.B.3. Multigroup Vectorization
Neutron cross sections vary greatly with energy and contain large resonance regions, making
them computationally expensive to model with high fidelity. The multigroup method is a common



approach used to model energy-dependent cross sections that splits the energy range into G finite
regions, each with a representative cross section. The multigroup equations for G groups in 1D
slab geometry in matrix form are [3].
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As a consequence of this energy discretization and the employed scattering-free particle tracing
technique, each particle in the MC sweep can now represent all energy groups. Conversely, in
analog MC each simulated particle may only represent one energy group and random samples are
taken to determine up or down scattering after collision. In our hybrid QMC-iterative method,
the statistical weight of each particle is now a vector of weights, similar to Equation 15:

@ = (wy,wa, ..., wa)". (18)

Therefore, we only need to multiply this vector by the scattering cross section (Eq. 17) to determine
the scattering distribution.

III. IMPLEMENTATION DETAILS

The algorithm was written in Julia, a scientific computing language that combines the com-
piler capabilities of C++ and the syntax of Matlab and Python. The code and primary docu-
mentation are available here iQMC.jl [32]. The Krylov linear solvers come from the Julia package
SIAMFANLEQ.jl [33]. The documentation for these codes is in the Julia notebooks [34] and the
book [35] that accompany the package.

The results in Section IV were generated using the Sobol Sequence as the LDS in QMC
Sweep. The Sobol Sequence generates nets with 2 points and loses some of its balance properties
if generated with a sample size that is not a power of 2 [36]. Consequently, the number of particles
N, varied by powers of 2 in all experiments. A brief convergence comparison between the Sobol,
Halton, and Golden sequences can be seen in Problem IV.B, Figure 9. Finally, for an equivalent
comparison to MC, the LDS was replaced with a fixed-seed pseudo-random number generator. By
fixed-seed, we refer to a calculation where the random number seed is reset at the beginning of
each iteration: this assures that the stochasticity of the MC algorithm is not an impediment to
convergence. An outline of the QMC Sweep algorithm is described below (Algorithm 1).


https://github.com/spasmann/iQMC.jl
https://github.com/ctkelley/SIAMFANLEquations.jl
https://github.com/ctkelley/NotebookSIAMFANL

Algorithm 1 QMC Sweep (¢in)

1: Initialize Low-Discrepancy-Sequence (LDS)
2: for i in N do
3:  Assign position and angle (z;, p;) based on the LDS
Initialize weight w; = (Xs¢in + q) N V/N
for j in N, do
Move particle across Zone;
Tally(x, u, w) (Eq: 13)
Update particle weight (Eq. 12)
9: end for
10: end for
11: Return: ¢yt

S B

As previously mentioned in Section II, the described QMC-iterative algorithm does not re-
quire the explicit formation of the matrix A for the linear solver. Instead, we compute the matrix
vector product A¢, as described in Algorithm 2, from which the Krylov solvers can iterate.

Algorithm 2 Matrix Vector Product (¢ )

b = QMC Sweep(0)
mxv = QMC Sweep(¢in)
axv = ¢j, — mxv — b
Return: axv

To evaluate the effect of varying the number of spatial cells (N,) within a QMC simulation,
a post-process spatial averaging technique was developed. Given a reference solution for the
scalar flux with N, grer spatial cells, experiments were run for problems IV.A and IV.B with N, =
(Naref)?" . The resulting vectors can be averaged [log(N, /Nyret)/ log(2)] times to reduce all vectors
to the length of the reference solution as seen in Algorithm 3.

Algorithm 3 Flux Spatial Average (¢in, NuRef)

¢out = ¢in

N, = 1ength(¢out)

I= IOg(Nx/NzRef)/IOg(Q)

for i =1to I do
LeftCells = ¢out[l : 2 : N — 1]
RightCells = ¢out[2 : 2 : N,]
bous = (RightCells + LeftCells) % 0.5
N, = length(¢0ut)

end for

Assert(length(¢out) = length(N ger))

Return: ¢out

_ =
= O




IV. COMPUTATIONAL RESULTS

IV.A. Problem 1: Multigroup in an Infinite Medium

The first problem features 12, 70, and 618 group cross section data of high-density polyethy-
lene (HDPE) generated with FUDGE [23] in an infinite medium. For a constant volumetric source
Q, the analytic solution for the scalar flux is given by:

o5 = (% -2 Q. (19)

To simulate an infinite medium, we placed an isotropic boundary source on each slab edge,
where the source strength was held at the expected analytic solution. Figure 3 shows the center
of each energy group for the total cross section against the analytic solution for scalar flux from
Eq. (19) divided by the energy bin width.

From the convergence of relative residuals in Figure 4, it is observed that the Krylov methods
require far fewer transport sweeps to achieve the same levels of convergence as the Source Iteration
regardless of the number of groups. Figure 5 plots the residual,

_ 195 = 999 |
- ¢Sol ’

against the number of particle histories N for a given number of spatial cells N, along with the
theoretical convergence goal of O(N~1) for QMC and O(N~'/2) for MC.

Simulations were run with 80, 160, and 320 spatial cells and afterward results were run
through the spatially averaged scalar flux post-processing technique from Algorithm 3 . This
allows for comparison of all results to a solution ¢! with N, = 80. Because the solution is
spatially constant per energy group, the results converge at the approximate rate of O(N~1) for
QMC and O(N~'/2) for MC, regardless of the number of spatial cells (Figure 5).
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Fig. 3. Energy group centers 0.5(Eyax — Ewmin) (MeV) of total cross sections (3;) from HDPE
data, against the analytic solution for scalar flux (Equation 19) divided by the energy bin width
for 12, 17, and 618 group data sets.
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QMC Residual Histories: 12 group problem QMC Residual Histories: 70 group problem
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Fig. 4. Multigroup relative residuals defined as ||¢,, — ¢ —1]| for 12 (a), 70 (b), and 618 (c) group
problems with N = 2048.
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MultiGroup Relative Error
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Fig. 5. Relative error from the 12 group QMC and MC scalar flux results compared to analytic
solution for varying number of particles N and spatial cells N,. The QMC result achieve the
expected O(N ') convergence, while the MC results converge at the standard O(N~1/2).

IV.B. Problem 2: Reed’s Multi-Media Problem

The second problem, known as Reed’s Problem, is a mono-energetic multi-media problem in
slab geometry [37]. The problem features 5 unique media that are reflected across the problem
for a total of 9 regions, see Figure 6. To ensure that each spatial cell contained only one media,
Reed’s Problem was run so that N, was evenly divisible by 16, the range of the problem.

Reed’s Problem was benchmarked using results from a N = 10'° analog Monte Carlo sim-
ulation from CEMeNT’s Monte Carlo Dynamic Code (MCDC) [24]. Additionally, in analyzing
the relative error, it was observed that the solution to the problem approaches zero in multiple
locations and this was drastically increasing the relative error as reported in the previous problem.
Instead, for Reed’s Problem we report the L., norm of the error as seen in Equation 21.

R =]¢%! — ¢ |. (21)

Again, it is observed that the Krylov solvers far outperform Source Iteration, requiring no less
than one-quarter the number of iterations to converge (Figure 7). Unlike problem IV.A however,
the effects of increasing the number of spatial cells and utilizing the spatially averaged scalar flux
algorithm are clearly seen (Figure 8). Our QMC Sweep currently utilizes a flat source for each cell,
and beyond a certain number of particle histories N, the convergence is limited by spatial error
determined by N,. As the number of spatial cells is increased, the spatial error is reduced and the
QMC can continue to converge at the O(N~1) rate. Note, this effect is not observed in the MC
results, because they did not reach the spatial error limit for N, = 80, near 10~2. Finally, Figure 9
shows the results from a simulation with N, = 80 using the Sobol, Halton, and Golden sequences
and a pseudo-random number generator (MC). The MC results perform as expected and the three
LDS perform rather similarly. The Golden sequence achieves a lower error for the first few particle
counts but the Sobol Sequence results plateau at a lower error and ultimately achieves the greatest
accuracy.
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Reeds Problem: Scalar Flux
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Fig. 6. MCDC solution for scalar flux ¢ with regional cross section data and source strength.
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Fig. 7. Scalar flux relative residuals from Reed’s Problem given N = 2048 and N, = 128.
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Reed's Error
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Fig. 8. L. of the absolute error of QMC scalar flux results compared to MCDC for varying

number of particles N and spatial cells N,. The QMC results converge at O(N ') until limited

by the spatial error. Increasing IV, lowers the spatial error limit.
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1073 41— T T
10° 104 10°
N

Fig. 9. Comparison of the Sobol, Halton, and Golden Sequences along with results from a pseudo-
random number generator for N, = 80. The Golden Sequence achieves the best accuracy for low

particle histories but is eventually out performed by the Sobol Sequence.
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IV.C. Problem 3: Isotropic Boundary Source

The third and final computational experiment solves the mono-energetic problem from Garcia
et al. [25], outlined in Table I. Here, the scattering cross section is spatially dependent, defined by
Y, = e /5 and we considered two cases: s = 1 and s = co. Note that s = oo is equivalent to
a constant scattering cross section and therefore is the harder of the two scenarios as it involves
more scattering and therefore more iterations for the scattering source to converge.

First, we solve the QMC linear problem with N = 2048 particles and N, = 100 spatial cells.
Similar to Problems IV.B and IV.A, Figure 10 shows that for an exponentially decaying scattering
cross section (s = 1) the Krylov iterations take fewer than a third of the number of transport
sweeps than that of the SI for a relative residual of 107?. While Figure 11 shows that for the
constant scattering cross section (s = oco) the Krylov iterations took less than 25 iterations to
reach a relative error of 1076 while the SI required nearly 200 iterations.

TABLE I
Parameters for fixed boundary source, slab geometry, simulation from Garcia et al. [25]

Parameter | Value
Et 1

Ys(2) e~/s
T 5
Vi) 1
¥r(p) 0
N, 50
q(x) 0

QMC Residual Histories: s= 1.0

— gmres
—=—~- source iteration
—-= bicgstab

1075 4

10—7 4

Relative Residual

1079 4

10—11 4

T T T
0 5 10 15 20 25 30
Transport Sweeps

Fig. 10. Scalar flux relative residuals for s = 1 given parameters from Table I and N = 2048 and
N, = 100.

15



QMC Residual Histories: s= «

100 4 —— gmres
—=—~- source iteration
\‘\\\ —-- bicgstab
2] ~o
10 .
~~e
~~e
~
p— S
g 1074 4 ‘\\
5 S
[) \\\
o ~.o
] -6 | S~
'E 10 Seo
© S~
¢ )
1072 A |
!
!
10710 4 |
T T T T T T T T T
0 25 50 75 100 125 150 175 200

Transport Sweeps

Fig. 11. Scalar flux relative residuals for s = oo given parameters from Table I and N = 2048
and N, = 100.

1V.C.1. Validation and calibration study

We conclude this problem with a validation study given results from [25] that are angular
flux exit distributions accurate to six figures, see Figure 12. We duplicated the results by obtaining
the cell-average scalar flux from the QMC simulation, for N = 2048 and N, = 100. Then used a
single Sy transport sweep to recover the exit distributions. We report the corresponding results
from [25] in Tables IT and III. The exit distributions, as is clear from Table II, can vary by five
orders of magnitude. Even so, the results from QMC agree with the benchmarks to roughly two
figures.

Garcia et al. Slab-Edge Angular Flux Distribution

091 - s=1.0 _ _g--m 05| —® s=10
S=® L =] S=o
0.8 - -
\ 0.20 -
0.7 1
]
< 0.6 5 0.15 1
o E o
5 0.5 5 =
0.104 =
0.4
034 0.05 -
0.2 1 0.00 { s-0—e0—0—0—0—0—0—0——°
-10 -08 -06 -04 -0.2 0.2 0.4 0.6 0.8 1.0
u u

Fig. 12. Angular flux exit distributions provided by Garcia et al. [25]. Recreated using scalar flux
data from QMC and subsequent angular flux exit distributions from an Sy approximation
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TABLE 1T

Angular flux exit Distributions from Garcia et al. and the Sy QMC sweep (with N = 2048 and

N, = 100) for s = 1.

TABLE III

Garcia/Siewert

QMC

1/)(0, 7:”’)

V(7 1)

w(ov 7#)

Y(T, 1)

0.05
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1.00

5.89664e-01
5.31120e-01
4.43280e-01
3.80306e-01
3.32964e-01
2.96090e-01
2.66563e-01
2.42390e-01
2.22235e-01
2.05174e-01
1.90546e-01

6.07488e-06
6.92516e-06
9.64232e-06
1.62339e-05
4.38580e-05
1.69372e-04
5.73465e-04
1.51282e-03
3.24369e-03
5.96036e-03
9.77123e-03

6.07035e-01
5.47466e-01
4.57064e-01
3.92223e-01
3.43481e-01
3.05510e-01
2.75098e-01
2.50192¢-01
2.29422¢-01
2.11837e-01
1.96756e-01

5.91908e-06
6.74075e-06
9.35453e-06
1.56108e-05
4.13721e-05
1.58622e-04
5.39514e-04
1.43257e-03
3.08975e-03
5.70555e-03
9.39189e-03

Angular flux exit Distributions from Garcia et al.
N, = 100) for s = oo.

and the Sy QMC sweep (with N = 2048 and

Garcia/Siewert QMC

Y ¢(07 _H') w<7—7 /’L) ’(/}(07 _M) 1/’(73 M)

0.05 8.97798e-01 1.02202e-01  9.06050e-01  1.03680e-01
0.10 8.87836e-01 1.12164e-01 8.95849e-01  1.13695e-01
0.20 8.69581e-01 1.30419e-01 8.76487e-01 1.31907e-01
0.30 8.52299e-01 1.47701e-01 8.58937e-01  1.49245e-01
0.40 8.35503e-01 1.64497e-01 8.42195e¢-01 1.66128e-01
0.50 8.18996e-01 1.81004e-01 8.25870e-01 1.82734e-01
0.60 8.02676e-01 1.97324e-01  8.09780e-01 1.99151e-01
0.70 7.86493e-01 2.13507e-01  7.93834e-01 2.15421e-01
0.80 7.70429e-01 2.29571e-01 7.77997e-01 2.31558e-01
0.90 7.54496e-01 2.45504e-01 7.62269e-01 2.47547e-01
1.00 7.38721e-01 2.61279e-01 7.46673e-01 2.63362e-01

In Tables IV and V we look at the relative errors R (Equations 22, 23, 24) in the QMC exit
distributions as compared to a highly accurate Sy result. We compensate for the widely varying
scales by tabulating, for each value of N and N,. Finally, similar to the previous two problems we
plot the residual R for varying N and NNV, in Figure 13. However, unlike the previous two problems
the scalar flux averaging algorithm was not applied. In the QMC case of s = 1.0 we notice that if
the number of spatial cells are increased with the number of particles, the O(N~!) convergence is
achieved. For s = oo the QMC results converge irrespective of the number of spatial cells.

R = max(R°, R") (22)
where 5N (0, =) — $OMC (0, —p)|
B = >
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and

TABLE IV

R™ = max

WSN (7—7 M) - wQMC(Ta :u’)|

©w

PN (7, )

(24)

Exit Distribution Errors (R): s = 1.0, for varying the number of spatial cells (N,) and particles
per transport sweep (N).

N, \N | 1024 2048 4096 8192 16384

50 1.36975e-01  1.34260e-01  1.35123e-01  1.35328e-01 1.35242¢-01
100 6.09631e-02  6.35764e-02 6.46191e-02 6.48898e-02  6.48536e-02
200 3.77223e-02  3.12496e-02  3.12005e-02  3.17337e-02  3.16710e-02
400 1.71316e-02  1.52618e-02 1.96221e-02 7.56867e-03 7.71669e-03
800 9.58555e-03  1.01782e-02 1.93042e-02 7.56867e-03  7.71669e-03
1600 7.18716e-03  1.20870e-02  2.19512e-02  3.63519¢-03  3.85206e-03
3200 5.11139e-03  1.28920e-02  2.19849e-02  2.36739e-03  1.82554e-03

TABLE V

Exit Distribution Errors (R): s = oo, for varying the number of spatial cells (N,) and particles
per transport sweep (V).

N, \N | 1024 2048 4096 8192 16384

50 2.83725e-02  1.22374e-02  1.19906e-02  1.15398e-02 1.15951e-02
100 2.41784e-02  1.53219e-02  6.81242e-03 5.67372e-03  5.90660e-03
200 1.95960e-02  1.32236e-02  6.73505e-03  2.37596e-03  2.91740e-03
400 1.86114e-02  1.37280e-02  1.04038e-02 1.07665e-03 1.63724e-03
800 3.02170e-02  1.15453e-03  1.21401e-02 1.37999e-03  1.13099e-03
1600 2.26681e-02  3.93529e-02  1.78938e-02 1.17129e-03  1.17343e-03
3200 3.30886e-02  5.40682e-02  2.52993e-02 1.48919e-03 1.51562e-03
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Garcia Relative Error
QMC (s=1.0) MC (s =1.0)

10—1 4

=== Nx(n)=25*2" === Nx(n)=25%*2"
—*— N,=200 —*— Ny=200
10-3 4 —— N,y=400 10-3 1 —A— Ny=400
—— N, =800 —— N,=800
O(N-Y) — O(N1?)
o 1 1 &
N N
QMC (s = »)

1071 4

4]

v

”‘l‘r

=== Ny(n)=25%*2"

——= Ny(n)=25%2"

—*— N,=200 —— N, =200
10-3 4 —&— Ny=400 10-3 4 —&— Ny=400
—— N, =800 —— N,=800
— O(N7Y) — O(N~1?)
10° 104 103 104
N N

Fig. 13. Relative error of fixed-seed QMC and MC results for s = 1 and s = co compared to Sy
solution for varying number of particles N and spatial cells N,. Increasing the spatial cells and
particle count simultaneously in QMC simulations achieves O(N 1) convergence.
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V. CONCLUSION

We have described a iQMC, a general purpose iterative - Quasi-Monte Carlo method for solv-
ing the neutron transport equation. The use of iterative solvers and a continuous weight absorption
technique provide a well suited application for QMC which provides an enhanced convergence rate
of O(N~') compared to the O(N~1/2) of standard Monte Carlo simulation. Additionally, the use
of advanced iterative solvers like the Krylov methods GMRES and BiCGSTAB provide greatly
increased convergence of residuals. The benefits of this algorithm were observed on all three 1-D
test problems where the hybrid method provided both more accurate and efficient solutions. Fu-
ture work will look to see if these benefits are maintained on more difficult and complex problems
including critical eigenvalue, time-dependent, 2D, and 3D problems. The massive parallelism in-
herent to Monte Carlo combined with iQMC’s particle tracing and vectorized multigroup methods

suggest the it would benefit greatly from parallel implementation on advanced architectures and
GPUs.
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