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‘The purpose of computing is insight, not numbers.’

Richard W. Hamming (Hamming, 1962)
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1. Introduction

In modern radiooncology, therapy individualisation is one of the hot topics in current research. An im-

portant issue in this field ist biologically-adapted radiotherapy treatment planning based on findings from

tomographic imaging. Computed tomography (CT) is used as the standard imaging technique for target

volume delineation and radiotherapy treatment planning. In many tumour entities Magnetic Resonance

Imaging (MRI) is applied to retrieve more detailed information about the tumour and its surrounding tis-

sues. Positron Emission Tomography (PET) is increasingly applied in diagnostics for oncology, because

the combination of molecular or metabolic imaging using PET with morphological imaging using CT pro-

vides for advantages radiotherapy treatment planning, response monitoring (Zöphel et al., 2008) and

prediction of regions of local failure (Abramyuk et al., 2009). Combined PET and MRI scanners are fur-

thermore available and increasingly clinically applied (Platzek et al., 2013) for some years incorporating

the versatile imaging sequences available in MRI scanners with the possibility of molecular and biologi-

cal imaging using PET. In clinical routine, standard clinical PET tracers such as [18F]-fluorodeoxyglucose

(FDG) are used for supporting radiooncologists in defining an appropriate metabolic tumour volume for

irradiation. Researchers are one step ahead: other tracers such as [18F]-fluoromisonidazole (FMISO)

for hypoxia imaging are investigated for their potential for biologically-adapted radiotherapy treatment

planning (Thorwarth et al., 2007; Lee et al., 2008; Thorwarth and Alber, 2008, 2010). No matter how

biologically-adapted radiotherapy treatment planning based on PET imaging using different tracers may

be implemented in the future, it will not be possible without a reliable technique for target volume defini-

tion. While for automatic target volume definition based on FDG PET a number of reliable and broadly

observer-independent algorithms have been published (Daisne et al., 2004; Nestle et al., 2005; Schaefer

et al., 2008; Hatt et al., 2009; Nehmeh et al., 2009; Hatt et al., 2011; Schaefer et al., 2012; Hofheinz

et al., 2012c), this is not the case for FMISO PET. One reason is the limited contrast between target

volume and background observed in clinical FMISO PET images (Abolmaali et al., 2012). Furthermore,

reproducibility of FMISO PET measurements is still part of controversy (Nehmeh et al., 2008; Okamoto

et al., 2013).

Aside from therapy planning based on biological imaging, these imaging techniques may be used for

statistical analysis of patient cohorts. Researchers working in this field concentrate on therapy monitor-

ing and therapy response prediction. It is known for longer that measurements of intratumoural partial

pressure of oxygen is a potential prognostic tool for example for patient survival (Höckel et al., 1993).

Non-invasive tumour hypoxia evaluation using FMISO PET may also be used for estimation of patient

prognosis (Rajendran et al., 2006; Eschmann et al., 2007; Zips et al., 2012). Thus, FMISO PET may be

1



1. Introduction

the basis of a decision support tool for therapists. But again, to determine FMISO PET imaging derived

tumour properties such as mean signal intensity or the amount of FMISO-positive volume for further

statistical processing, reliable volume definitions are essential.

The present thesis was developed in the environment of researchers investigating optimal FMISO PET

imaging and analysis protocols (Abolmaali et al., 2012; Zips et al., 2012). As soon as researchers vali-

dated FMISO PET imaging to use it for therapy response prediction or biologically-adapted radiotherapy,

a reliable tool for target volume definition in FMISO PET should be available. Thus, the aim of this work is

optimisation and validation of a new segmentation algorithm purpose-made for FMISO PET image ana-

lysis presented earlier (Haase, 2010). Algorithm development must not end with a proof-of-principle, as

in numerous examples before. New segmentation algorithms for medical imaging need to be optimised

for sustaining the challenges of clinical routine. Furthermore, a detailed validation of new algorithms is

strongly needed; not just to increase clinicians trust in modern information technology. But also because

of the possible serious consequences of automation in medicine. Furthermore, abilities and limitations of

new algorithms must be researched, documented and emphasised. This thesis shows how the proposed

algorithm was optimised and to what degree resulting target volume definitions may be trusted. Finally,

recommendations for its application in radiooncological research and possibly in clinical routine will be

given.

2



2. Fundamentals

2.1. Image analysis

The presented work involves various working fields of image analysis research. To introduce fundamen-

tals of this field, the image analysis pipeline is introduced in this section. Afterwards, the different pro-

cessing steps of the image analysis pipeline will be explained in detail in the context of PET/CT imaging.

Another focus of this chapter are methods for contour comparison. Several methods will be presented as

well as a systematisation of these. Finally, an introduction to the research field of swarm intelligence will

be given, because the proposed algorithm originates in this field.

2.1.1. Image analysis pipeline

In the field of computer graphics, operations are divided into two subspecialties. On the one side, the

transfer of objects acquired by imaging techniques are analysed to derive abstract object information.

This subspecialty is called image analysis. On the other side, the field of image synthesis describes

the transfer of abstract objects into visualisations. Thus, for every step of image analysis, there exists a

counterpart in the field of image synthesis. For example a digital camera may be the counterpart of a

computer screen. The circle of information processing from image acquisition through pattern recognition

to visualisation is usually divided into two so called pipelines. The first is the image analysis pipeline,

which transforms real world objects to virtual information and is introduced in this section in detail. The

second is the image synthesis pipeline which transforms virtual information into visualised objects.

The image analysis pipeline describes the different shapes of an image and the needed transformation

processing steps from its origin to the representation in electronic form. Figure 2.1 shows the processing

steps of the pipeline. The origin of the image is related to physical effects, for example attenuation of

radiation in tissue. Those effects are utilised in technical devices to acquire an image. The acquired

image does not essentially has to be a visually interpretable form like two-dimensional and coloured.

Such a form is usually created in a further step, called image reconstruction. A reconstructed image may

then be further manipulated, for example for the purpose of contrast enhancement, error correction and

noise reduction. Alternatively, parametric images or maps can be generated to describe physical aspects

measured in the imaged object. Afterwards image processing and pattern recognition techniques are

applied to extract abstract information from the image such as contours, meshes, landmarks, vectors
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or textures. From these data objects and the corresponding image, statistical image analysis methods

deliver information, such as average values, maxima and area or volume measurements.

Figure 2.1.: The image processing pipeline connects a number of processes from acquisition of the image to the
final derival of information from it.

2.1.2. Image origin

Before the actual process of taking an image can start, physical processes of the real world are needed

to create some kind of measurable effect that later forms the image. In classical photography, light beams

illuminate the object of interest. Light that is reflected from the object to the camera is used to expose a

film. Afterwards the film is further processed to create an image of the photographed object.

In medicine, there are many physical processes utilised for imaging of morphology and functionality of

biological subjects. Ultrasound is used to visualise tissues and organs which are easy to reach from

the skin and transfer sound waves into and from depth. X-rays are used to generate body projections

in medical radiography or furthermore three dimensional images in computed tomography. Magnetic

properties of nuclei are used in Magnetic Resonance Imaging (MRI), for example if differentiation of soft

tissues is in question. To keep it simple, only the processes behind PET and CT are introduced. For PET

imaging, a radioactive, positron-emitting isotope is bound to a molecule that plays an active role in the

metabolism of the patient. The solution of this molecule is called a PET tracer. Radiopharmacists develop

new PET tracers and are responsible for the production of established ones. The most commonly used

PET tracer in clinical routine is [18F]-fluorodeoxyglucose (FDG). This molecule is a glucose derivative

marked with a positron-emitting [18F]flourine atom. Similarly to glucose, FDG is processed by cells

for energy production. Thus, if a specific organ has a high energy consumption, more glucose and

alternatively FDG is taken into the cells of this organ, where only FDG is trapped. The high FDG-

uptake into the organ can be measured using a PET scanner. As a result of higher energy consumption

the brain shows higher signal intensity in PET images of the head than for example muscle in the neck.

However, before a signal in the scanner can be measured, physical effects are in charge. In PET imaging,

radioactive decay, or more precisely beta decay plays an important role. Decay is the stochastic process

transforming a single unstable atom nucleus into another nucleus. In the case of beta decay, the former

nucleus emits an electron or a positron and thus, changes the charge of the nucleus. This process can

be described using the physical property half-life. Assuming there are a number of unstable atoms of the
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same nuclide, the half-life of the nuclide is the time passing by until half of the nuclei decayed. In PET

imaging, as the name suggests, positron-emitting nuclides are utilised for imaging. The emitted positron

migrates in the surrounding tissue and causes several further effects. For example, it gets scattered when

it collides with other particles. The distance the positron may travel into the surrounding volume is limited

by the positron range which furthermore is related to the energy with which the positron is emitted. Table

2.1 gives an overview on different positron ranges for a selection of radionuclides. Finally, the positron

and an approaching electron annihilate by emitting two photons in approximately opposite directions.

These two photons, which may again be scattered, ideally induce the measurement in the detector ring

of the PET scanner. On their way through the body, the photons may furthermore be stopped. The behind

lying process is attenuation. The attenuation coefficient of tissue describes the intensity of the photon

beam that can be measured after the photons have passed the tissue. The intensity after transmitting

the beam through the volume I depends on the emitted intensity I0, the attenuation coefficient α and

the length of the way through the volume x. The association between these parameters is described by

the Beer-Lambert law:

I = I0e
−αx (2.1)

The whole process from emission of the positron through decay, its annihilation and the emission of the

photon pair until the photons leave the body is shown in Figure 2.2. For CT imaging attenuation and

scattering play a role as well. The principal differences between PET and CT will be explained in more

detail in the next section.

Table 2.1.: Positron ranges in water of selected nuclides taken from (Valk et al., 2004)
Nuclide half-life t1/2/min mean range /mm maximum range /mm

11C 20.4 1.1 4.1
15O 2.0 2.5 7.3
18F 109.8 0.6 2.4

68Ga 68.3 2.9 8.2

(a) radionuclide (b) decay (c) scattering (d) annihilation

Figure 2.2.: In principle, PET imaging utilizes positrons which are emitted during radioactive decay of so called
positron-emitters (a). These positrons travel into the surrounding tissue by some millimetres (b) until
they get destroyed during an annihilation process with an electron (c). Two photons are emitted from
the location of the annihilation with opposite directions. These pairs of photons may later be measured
and the respective signal will be used for image reconstruction.
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2.1.3. Image acquisition

In CT imaging, photons are emitted from outside the body and sent through it. The radiation source is

mounted within the ring of the CT scanner. On the opposite of the ring, the detector is mounted. Thus,

emitted photons which passed the body are measured on the other side of the patient. The resulting

data, so called sinograms, can be compared to x-ray images which are created by measuring photons

which had been sent through the body. However, radiation source and detector in a CT are mounted

on a rotating gantry. That allows acquisition of sinograms from different directions. Thus, collection of

sinograms can later be used to reconstruct a slice image of the scanned body region and furthermore

three dimensional images. To reduce the impact of scattered photons, a collimator is mounted in front

of the detector. The collimator is a physical raster that only allows photons to pass which were sent

from the direction of the source. In PET imaging, the detector is most commonly a full ring. Collimators

are not incorporated in PET scanners because the position of the source is unknown. The principal

design scheme of PET and CT scanners is shown in Figure 2.3. In practice, both scanners are mounted

together in one device to eliminate misalignment issues when combined analysis of resulting images

shall be performed later. Furthermore, the data format acquired in PET scanners is different from CT

scanners. The electronics processing signals from the detector elements of the ring store the time of

an event and its position, the detector-number, in a so called list-mode file. List-mode data can later be

used to reconstruct a three-dimensional PET image. While image correction is usually performed as a

further step in the image analysis pipeline, some errors can be eliminated before saving the list-mode

data. For example the electronics of the scanner may drop so called single events. If one detector

element measures a photon and no other detector measures another one within a defined time frame,

the measured, so called single event, may be dropped, because it would be useless for reconstruction.

However, it may also happen that randomly coincidently detector elements measure a signal even though

both photons did not appear by an annihilation but by two annihilations at different places, just within a

short time frame. These events, so called randoms, are acquired and stored in the list-mode data and

may later be corrected.

2.1.4. Image reconstruction

After PET and CT image data have been acquired, reconstructing the data to three dimensional image

stacks is the next step. Reconstruction in this case means the rasterisation of measured data to a

predefined image matrix. Another word for this process in three-dimensional tomographic imaging is

voxelisation, because measured data is mapped to a three dimensional voxel matrix. Choosing the right

size of the image matrix is crucial to allow accurate image interpretation after reconstruction (Busk et al.,

2008). Therefore the width and height of the image matrix may be calculated from the size of the field

of view and the spatial resolution of the scanner. The field of view is predefined by the technician before

performing the scan. The spatial resolution r is limited by the used scanner technique and can be

measured using phantom experiments (Brambilla et al., 2005). The value of r describes the minimum

size of an object that could be detected using the scanner. The Nyquist–Shannon–Kotelnikov sampling

theorem (Shannon, 1998) can be adapted to the issue of choosing the right voxel size: It is necessary to
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(a) PET scanner (b) CT scanner

Figure 2.3.: PET and CT scanners are both photon-measuring devices for the purpose of imaging. But the layout
of both scanners differs: The PET scanner (a) consists of a complete ring of detector elements which
measure photons coming from the space inside the ring. The CT scanner (b) consists of a detector
mounted in opposite position to a radiation source. Both, detector and source are mounted on a gantry
which rotates around the patient. Photons are emitted from the one side to the other side to image
radiation density of the patient from different directions. The fact that the direction of the photons is
known allows to mount a collimator in front of the detector. This collimator improves image quality by
blocking scattered photons.

reconstruct the image stack using a voxel size that is half of the spatial resolution of the scanner or even

lower. Otherwise, an object may be not detectable, especially if the contrast is low, because of the partial

volume effect (PVE). The PVE is a result of averaging signal intensities within a scanned volume. If there

are two objects with differing signal intensities, their signals are measured together. Thus, the determined

signal intensity is a weighted average from both subvolumes. Because of the typical spatial resolution

of clinical PET scanners, which is about 5 mm, objects smaller than 10 mm may not be detectable. An

example for such objects and a visualisation of the partial volume effect is given in Figure 2.4. Even if such

objects are visible in a PET image, the measured signal intensity within the volume may be decreased

compared to larger objects where the actual activity concentration is equal. The signal distorting effects

observed in PET images on the boundary of an object are sometimes also designated to PVE. However,

if activity concentration within an object with theoretically homogeneous activity distribution is different

from the activity distant from its boundary, signal from outside the object has ’spilled in’. The terms ’spill-

over’ and ’spill-out’ are used, if activity outside the volume is changed, because of the signal intensity

within the volume (Hofheinz et al., 2012b). In fact spill-in and spill-out describe the same effect but from

different perspectives. Even though these effects may lead to decreased signal within a target volume,

structures may still be visible. For example, if a small lesion takes up a huge amount of tracer, it may

still be visible in the PET image, even though it could be smaller than the resolution of the PET scanner.

In such a case, the measured uptake is decreased to the actual uptake. These lesions should not be

considered for statistical analysis of signal values unless the uptake is PVE-corrected. Such a correction

is still possible if volumes are very small, for example < 5 ml (Hofheinz et al., 2012b).

For both modalities, CT and PET, several approaches for reconstruction are available and developing

more accurate algorithms is still content of current research. For example, introduction of time-of-flight-

PET, a technique which allows using the time difference of signal events in detector elements for a more
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(a) PET Phantom measurement (b) Partial volume effect (c) Spill in and spill over effects

Figure 2.4.: Partial volume effect and spill in/spill over effects can be shown using a simple phantom experiment
(a): Glass spheres (pink) are filled with a solution containing a predefined activity concentration. These
spheres are put in a ’background’ solution with a different activity concentration. Spheres and back-
ground are scanned in a PET scanner. In the resulting imaging data, it is obvious that a sphere must
be larger than a defined size so that the maximum activity within the volume is actually measured: All
spheres contain a solution with the same activity concentration. But if the spheres are too small (green
profile), the partial volume effect leads to decreased measurement of maximum activity (b). The spill-in
effect lead to imaging data showing decreased activity concentration measured within the sphere near
its glass wall, because decreased activity concentration outside the sphere ’spills into’ the sphere. Out-
side the glass wall, increased activity concentration is measured, even though it is not actually present
there. Activity concentration is measured outside, because it is ’spilled over’ of the sphere.

precise location estimation of the annihilation, is still a quite new concept used in clinical routine (Yasuda

et al., 2012).

PET reconstruction further allows so called dynamic reconstruction of list-mode data. If the patient was

scanned for a sufficient amount of time at one position, a time resolved and thus four-dimensional recon-

struction can be applied. By splitting the list-mode data into several frames with a shorter frame-duration

time, it is possible to reconstruct several three dimensional image stacks out of one scan. These recon-

structed images may then further be processed and allow interpretation of tissue dynamics (Thorwarth

et al., 2005). However, in clinical practice reconstruction is usually performed in three dimensions only,

because of the higher effort and complexity of four-dimensional reconstruction and image interpretation.

Furthermore, dynamic PET measurements deserve more time for image acquisition and may thus be not

practical for clinical routine.

2.1.5. Image manipulation

Reconstructed images or image stacks may be manipulated to change image properties such as contrast

or brightness. More sophisticated algorithms are available for partial volume effect correction (Hofheinz

et al., 2012b) or background subtraction (Nehmeh et al., 2009). In principle, all image manipulation

techniques have one property in common: input and output are images. In general, image manipulation

always implies that one image is transformed to another image.
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For many of these techniques, information from neighbouring voxels is combined in one voxel. Thus, voxel

neighbourhoods are introduced. In two-dimensional images, a square drawn around a pixel including

its neighbouring pixels is known as the Moore-neighbourhood. It contains all 8 straight or diagonal

connected pixels. The so called von-Neumann-neighbourhood contains only the four pixels that have

a joint edge with the pixel in question. Both neighbourhoods are visualised for the two- and three-

dimensional case in Figure 2.5

(a) 2d Moore-neighbourhood
(n = 8)

(b) 2d von-Neumann-neigh-
bourhood (n = 4)

(c) 3d Moore-neighbourhood
(n = 26)

(d) 3d von-Neumann-neigh-
bourhood (n = 6)

Figure 2.5.: Visualisation of pixel neighbourhoods in two-dimensional (2d) images (a,b) and voxel neighbourhoods
in three dimensional (3d) images (c,d). The number of corresponding neighbouring voxels is given as
n.

2.1.6. Image processing

The term ’image processing’ is used synonymously for two fields of electronic data processing: a) the

whole image analysis pipeline with all underlying processes, and b) for the process of transferring ras-

terised image data to non-image data, such as vectors, contours or other abstract objects. In the follow-

ing, the term will be used for the latter purpose. Furthermore, some words used in daily practice of image

analysis are introduced:

Definition 1 (Segmentation). The process of dividing a set of image elements I into two disjunct subsets

Ip ⊆ I and In ⊆ I with Ip ∪ In = ∅ and Ip ∩ In = I is defined as segmentation. The subsets Ip and

In are defined as positive segment and negative segment, respectively.

In image analysis practice the first subset Ip represents all voxels which fulfil one or more conditions, the

second subset In = I \ Ip represents the remaining voxels which do not. One of the most commonly

used condition is a threshold on voxel properties such as grey values.

Definition 2 (Thresholding). The process of segmenting a set I of voxels v ∈ I into two subsets by

allocating all voxels with grey value gv above or equal to a threshold gmin to Ip and the remaining voxels

to In is defined as thresholding.

∀v ∈ Ip : gv ≥ gmin (2.2)

Definition 3 (Delineation). The process of extracting the spatial boundary between segments is called

delineation.
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Synonymously, the term contouring may be used. The result of delineation processes are contours or

meshes.

Definition 4 (Contour). A contour is defined for two-dimensional images as a polygone enclosing a

segment of pixels.

Meshes, three dimensional representations of object boundaries, are uncommon in medical imaging due

to the higher computational effort needed to process them. In practice, slice-by-slice delineation of three-

dimensional segments is performed resulting in a collection of contours describing the segment. If the

delineation was performed on thresholded segments, the result can be called iso-contour. This term

is derived from topographic contours, which express that the enclosed area lies above the foreclosed

area.

After an image or a set of voxels has been segmented, properties of the resulting subsets can be used

to classify the image.

Definition 5 (Classification). The process of allocating a set of voxels to a class by interpreting properties

of the set is called classification.

A class can be seen as a category of sets which fulfil certain conditions. The distinction from image

segments is the fact that classes usually contain segments from different images. In applied medical

image processing for oncology, conditions for classification can be for example a minimum volume or

size of a segment to build up ’large’- and ’small’-tumour-classes.

2.2. Image quality estimation

To understand why image segmentation for FMISO PET is more complicated than for example for FDG

PET, some measurements of image quality are introduced. Delineation of a target object deserves

images where target and background can be distinguished from each other; the contrast between both

must be high. For the purpose of contrast estimation, two definitions of contrast are introduced which

may be used in PET image analysis (Abolmaali et al., 2012) : The target-to-background ratio TBR and

the contrast-to-noise ratioCNR. The TBR can be calculated by dividing activity concentrationC within

the target by the concentration in a defined background volume:

TBR =
Ctarget

Cbackground
(2.3)

If the background volume is defined in a specific tissue, such as neck muscle, the abbreviation TMR

for target-to-muscle ratio may be used. It’s definition is identical with equation (2.3). While TBR mea-

sures the ratio between signal intensities of two volumes, CNR allows to estimate how far the activity

concentration within target object is above the noise σ in the background volume:

CNR =
Ctarget − Cbackground

σbackground
(2.4)
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In the literature, various definitions of contrast are published, which often differ in definition of target and

background. In FMISO PET analysis for example, two different definitions of background are commonly

used: either activity concentration measured in blood samples is assumed as background (Thorwarth

et al., 2005; Nehmeh et al., 2008; Lee et al., 2008) or activity concentration measured in defined vol-

umes within the PET data set (Abolmaali et al., 2012; Zips et al., 2012; Bittner et al., 2013; Chang et al.,

2013; Okamoto et al., 2013). In FDG PET image analysis, the standardised uptake value (SUV) is most

commonly used as a uptake measurement allowing inter-patient comparison (Thie, 2004). In FMISO

PET, TBR estimation is used commonly to numerate tracer uptake in comparison to background ac-

tivity. Figure 2.6 shows contrast differences between FDG PET and FMISO PET. Furthermore, some

measurements use mean activity inside the target for contrast definition, others use the maximum. On

the other hand, measurement of maximum activity concentration as observed in a single voxel suffers

from noise. Thus, calculating the so called peak activity concentration may be preferred. This is the mean

activity concentration of voxels in the neighbourhood the voxel with maximum concentration. However,

SUVpeak is again dependent on the volume definition being analysed (Vanderhoek et al., 2012).

(a) (b) (c) (d)

Figure 2.6.: For the estimation of contrast between target volume and background, a volume of interest (red) and
a background volume (blue) drawn on an FDG PET image (a, b) and an FMISO PET image (c, d) are
given. TMR, TMRmax, CNR and CNRmax in this example were 15.2, 24.2, 78.2 and 127.7 in
the FDG PET data set and 1.6, 2.4, 9.3 and 21.2 in the FMISO PET data set, respectively. Thus, in
this case independent from the used contrast measurement, between FDG and corresponding FMISO
PET data set the contrast is different by about an order of magnitude. Signal intensity measured using
the SUV was also higher in FDG PET by about an order of magnitude: SUV and SUVmax were
10.4 and 16.6 for FDG and 2.0 and 3.0 for FMISO PET, respectively.

2.3. Segment and contour comparison

When contours are available after segmentation, their comparison is the next step to determine the

quality of the contours. The differences between contours from segmentation algorithms and contours

representing a given reference standard are investigated to determine the quality of a given algorithm.

This section gives an overview of various measures of contour similarity. These so called figures of merit

allow measuring the quality of segmentation algorithms as well as studying inter- and intra-observer

variabilities. The overview was collected and summarised erlier (Weichert, 2011) and was extended with

relationships between the figures of merit.
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2.3.1. Definitions

As introduced in definition 1 in section 2.1.6 a segment of a medical image stack is defined as a set A of

voxels. The image stack itself can be defined as a set I of voxels as well. The theory of sets may then

be applied for the purpose of contour comparison. This allows defining |A| as the number of voxels in

segment A. Furthermore, A ∩ B is defined as the intersection of two sets A and B. Analogously, the

operators ∪ for union and \ for the subtraction of two sets are defined. The fact that a medical image

stack is always bounded, it has a defined size, induces that the negation Ā of set A is also bounded. It

contains all voxels a ∈ I of the image stack that are not member of A:

∀a ∈ I(a ∈ Ā ∧ a /∈ A) ∨ (a ∈ A ∧ a /∈ Ā) (2.5)

To apply statistical methods when comparing two setsA andB, four more sets are introduced: Assuming

set B is the reference segment and set A is the segment resulting from a given method, the sets TP

of truly-positive segmented voxels is defined. Analogously, the set of false-positives FP , true-negatives

TN and false-positives FP are defined. By application of the introduced operators and assuming that

the whole image I is investigated, these four sets are defined:

TP = A ∩B (2.6)

TN = I \A \B (2.7)

FP = A \B (2.8)

FN = B \A (2.9)

Figure 2.7 shows how the sets A and B are connected with the sets TP , FP , TN and FN .

2.3.2. Voxel-wise sensitivity and specificity

Assessing the quality of a method used for classification can be done by counting the number of cases

where the method classified the samples correctly positive and incorrectly negative. These measure-

ments allow determining the true-positive rate, also called sensitivity, of the classifier. As introduced

above, corresponding measurements exist for the number of true positive and false negative voxels for

segmentation algorithms. But analysing those does not value a classifier but the performance of a seg-

mentation algorithm. To highlight this difference, the true-positive rate of a segmentation algorithm will
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Figure 2.7.: To apply the theory of sets to contour comparison, the voxels enclosed by a contour are defined as a
set of voxels. Furthermore, the intersection of a setA and a reference setB can be seen as the set of
true-positive voxels TP . Analogously, false-positive FP , false-negative FN and true-negative TN
sets can be visualised.

be denoted as voxel-wise sensitivity pTP :

pTP =
|TP |

|TP |+ |FN |
(2.10)

Analogously the voxel-wise specificity pTN , or false-negative rate, is defined:

pTN =
|TN |

|TN |+ |FP |
(2.11)

Both rates alone do not measure the quality of a segmentation result meaningfully. Imagine a segmen-

tation algorithm which segments all voxels in I together to the positive set Ip = I and no voxels in the

negative set In = ∅. It obviously has a sensitivity of pTP = 100 %. But its sensitivity is pTN = 0 %.

To value both measurements together, a number of possible combinations were published, such as the

Youden index (Youden, 1950):

Y = pTP + pTN − 1 (2.12)

Alternatively, also the voxel-wise true-rate pT , also called accuracy, is introduced:

pT =
|TP |+ |TN |

|TP |+ |FP |+ |TN |+ |FN |
(2.13)

Accuracy also uses sensitivity and specificity in a combined way to describe the performance of a classi-

ficator or a segmentation algorithm. But while the Youden index weights sensitivity and specificity equally,

accuracy takes the positive |TP |+ |FN | and negative |TN |+ |FP | volumes into account. If the target
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volume is distinctly smaller than the background, the Youden index is recommended to prevent wrong

conclusions taken from a specificity-dominated accuracy measurement.

2.3.3. Receiver operating characteristic

For rating classifiers using sensitivity and specificity measurements in a more visual way, the receiver

operating characteristic (ROC) is useful. So called ROC-curves allow visualising the performance of a

classifier in a diagram. A free parameter xcut−off used by the classifier serves as variable cut-off value

to distinguish between positive samples xj ≥ xcut-off and negative samples xj < xcut−off . To draw

an ROC-curve, a range of cut-off values xcut-off ∈ [mini(x),maxi(x)] serve to split the samples into

two subgroups. To distribute the data points resulting from applying cut-off-values uniformly to the range,

xcut−off,i can be defined as:

xcut−off,i = min
j

(x) +
i

ni
(max

j
(x)−min

j
(x)) (2.14)

with i = 0...ni (2.15)

The number of calculated data points on the curve ni is chosen freely and should be less than the number

of available samples nj . For every data point, sensitivity pTP and specificity pTN can be calculated as

explained in the previous section. The pairs of sensitivity and specificity values are then plotted in a

squarish diagram in the form (pTP , 1 − pTN ). Thus, the x-axis represents the false-positive-rate of

the classifier and the y-axis represents the true-positive-rate. Additionally, a straight line from the data

point (0, 0) to the data point (1, 1) is drawn to simulate a randomly guessing classifier. If the plot of

the visualised classifier lies below this straight line, the classifier performs worse than making random

decisions on classification of the samples.

Two classifiers for recurrent tumour detection are shown as example in Figure 2.8 to explain ROC inter-

pretation. In this example, the maximum target-to-background-ratio TBRmax of FMISO PET scans of

25 patients is used to classify the patients into two groups: patients with and without recurrent tumours.

The underlying data on tumour recurrence is taken from an exploratory study which was published earlier

(Zips et al., 2012). It is known, which patient was local-recurrence free and which was not within a cer-

tain time. Taking this information and TBRmax as the cut-off parameter, allows drawing those curves.

Both curves visualise that the classifiers perform better than a random guess. But the second classifier

outperforms the first, because

• its area AROC under the curve is higher,

• there is one data point on the curve with the shorter Euclidean distance to the upper left corner of

the plot,

• sensitivity and specificity in this optimal data point is a better compromise than any point on the

first curve and

• the corresponding Youden index is maximised in this data point.
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(a) (b)

Figure 2.8.: Two example ROC-curves give a visual impression of how well recurrent-tumours can be detected
using two classifiers. In a) the TBRmax in the proximity of the tumour in an FMISO PET image before
therapy start and in b) after two weeks of combined radiochemotherapy. The ROC curve in b) suggests
that the latter classifier performs better for the detection of recurrent tumours. This is consistent with
findings from multivariate Cox analysis performed in a study on the same data set of patients (Zips
et al., 2012). The red cross represents the optimal cut-off value which is defined as the data point with
the shortest distance to the point (0, 1) where sensitivity and specificity are optimal.

2.3.4. Voxel-wise receiver operating characteristic

If ROC-curves are applied in the field of image segmentation, they may be used to determine the ability

to threshold an image correctly (Haase et al., 2011b; Shepherd et al., 2012). The term voxel-wise re-

ceiver operating characteristic vwROC is then used. In such a curve, a number of voxel-wise sensitivity

measurements are plotted against corresponding specificity measurements. The free parameter needed

to draw the curve, is the threshold which is applied to the image to segment it in two segments. Figure

2.9 shows example vwROC curves of two PET images segmented and compared to a volume definition

on CT as reference standard. The vwROC curve gives a visual impression of any threshold to segment

an image correctly. Thus, in this context vwROC is an image property, not a property of a classifier.

2.3.5. Jaccard and Dice index

For measuring the degree of overlap of two segments A and B, the Jaccard index J and Dice index

D (Dice, 1945) have been established in medical image processing (Han et al., 2011; Dewalle-Vignion

et al., 2012; Xia et al., 2012). Both figures of merit deliver values which are always in the range of [0, 1].

Zero expresses that both segments do not overlap and 1 expresses that both segments are identical:

J(A,B) =
|A ∩B|
|A ∪B|

(2.16)
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(a) (b) (c)

(d) (e)

Figure 2.9.: Using a phantom experiment allows determining the ability of threshold based segmentation to seg-
ment test objects correctly (Haase et al., 2011b). In a) a CT image is shown where the boundary
(green) between target volume and background can be derived from. The blue line encircles the in-
spected volume. In b) and c) two corresponding PET images are shown with different contrast levels.
The target volume is visible in b) and the corresponding vwROC-curve in d) suggests that there is a
threshold allowing to segment it almost correctly. In c) the target volume is not clearly visible and the
corresponding vwROC-curve in e) suggests that there is a threshold allowing to segment it, but with
limited voxel-wise sensitivity and specificity.

D(A,B) =
2 |A ∩B|
|A|+ |B|

(2.17)

The Dice index is also known as the Sørensen index (Sørensen, 1948).

2.3.6. Volume and classification error

For the comparison of segmentation results in PET imaging, relative and absolute volume errors are also

established methods (Schaefer et al., 2008; Tylski et al., 2010; Li et al., 2012; Cheebsumon et al., 2011b;

Hofheinz et al., 2012c).

Assuming |A| is the number of voxels in a segmented object A and Vvoxel is the volume of one voxel,
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2.3. Segment and contour comparison

allows to determine the volume VA of a segmented object A:

VA = Vvoxel|A| (2.18)

If volumes of segmented objects can be calculated, it is possible to determine volume differences. As-

suming B is the reference object definition allows to determine the absolute volume error ∆V and the

relative volume error δV of segmentation object A:

∆V = |VA − VB| (2.19)

δV =
∆V

VB
(2.20)

Alternatively to volumetric error analysis the number of wrongly classified voxels may be counted using

the Hamming distance dH (Hamming, 1950):

dH = |A ∪B| − |A ∩B| = |FP |+ |FN | (2.21)

Furthermore, the classification error εClass is the relative pendant to the Hamming distance:

εClass =
dH

|TP |+ |FN |
=
dH
|B|

(2.22)

If two homologous objects should be compared, and none of them can be seen as reference, the relative

volume difference δV̄ is defined:

δV̄ = 2
|VA − VB|
|VA + VB|

(2.23)

2.3.7. Contour distance

The contour distance of two objectsA andB is theoretically defined as the mean shortest distance from

every point on the contour of object A to any point on contour of object B. The contour of a segmented

object could be seen as the infinitisimal small area between positively and negatively classified voxels.

Furthermore an infinte number of points lies on that contour. Thus, for simplification of the contour

distance metric, the contour set K(A) of segment A is defined as the set of voxels v ∈ A that have

minimum one voxel vn ∈ N(v) in their von-Neumann neighbourhood N that fulfills vn 6∈ A. Let

de(a, b) be the Euclidean distance between two voxels a and b. Then, the shortest Euclidean distance

de,min(a,B) between a voxel a and a set of voxels B is defined:

de,min(a,B) = min(de(a, b)|b ∈ B) (2.24)
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2. Fundamentals

Thus, the mean contour distance d̄c(A,B) of two voxel sets A to B can be defined as:

d̄c(A,B) =

∑
∀a∈K(A) de,min(a,K(B))

|K(A)|
(2.25)

This metric is not commutative. Thus the bilateral mean contour distance d̄bil,c is defined, which is

commutative:

d̄bil,c(A,B) =
d̄c(A,B) + d̄c(B,A)

2
(2.26)

Alternatively, a weighted bilateral mean contour distance is defined as

d̄wei,bil,c(A,B) =
|K(A)|d̄c(A,B) + |K(B)|d̄c(B,A)

|K(A)|+ |K(B)|
(2.27)

Furthermore, the Hausdorff distance (Hausdorff, 1914) is defined as the maximum of the shortest dis-

tance of any voxel in A to any voxel in B:

dh(A,B) = max(de,min(a,B)|a ∈ A) (2.28)

Again, this metric is not commutative and the corresponding commutative metric dbil,h is defined analo-

gously to the bilateral mean contour distance:

dbil,h(A,B) = max(dh(A,B), dh(B,A)) (2.29)

In the case of comparing sets of voxels using the Hausdorff distance, it can be assumed that the sets

are closed sets. Thus for a more efficient computation of the metric it is not needed to find the maximum

shortest distance of all voxels a ∈ A to the setB. The maximum shortest distance between the sets will

be found between voxels on the contour of both sets. Thus, the computational simplification of formula

(2.28) is:

dh(A,B) = max(de,min(a,K(B))|a ∈ K(A)) (2.30)

2.3.8. Centre of mass and centre of gravity distance

For the determination of volume shifts in space, two characteristic points of a segment in an image are

introduced. The centre of geometry xg and the centre of mass xm. Both describe the position of the

segment in space. For their determination, the spatial positions xv and corresponding grey values gv of

all voxels v in a volume of interest V must be given.

x(V ) =

∑
v∈V xvg

i
v∑

v∈V g
i
v

(2.31)

18



2.3. Segment and contour comparison

The exponent i allows to weight grey values in this equation. If i = 0, grey values are not taken into

account and x = xg describes the centre of geometry. If i = 1, x = xm the centre of mass is

calculated.

Assuming there are two segments A and B allows determination of the geometry shift dg :

dg(A,B) = xg(A)− xg(B) (2.32)

The shift of the centre of mass dm is defined analogously and may be used to determine the shift of

FMISO PET positive volumes during therapy (Abolmaali et al., 2010).

2.3.9. Systematisation

The large number of available methods for contour respectively segment comparison suggests that there

are relationships between them. For example, equations 2.16 for the Jaccard- and 2.17 for the Dice index

are related, as it will be shown in the following. The Dice index can be calculated in an alternative way by

reformulating equation (2.16) using equations (2.6), (2.8) and (2.9):

D =
2|TP |

2|TP |+ |FP |+ |FN |
(2.33)

Analogously, the Jaccard index can be formulated as:

J =
|TP |

|TP |+ |FP |+ |FN |
(2.34)

Furthermore, expansion of this equation leads to:

J = (2|TP |) (2(|TP |+ |FP |+ |FN |))−1 (2.35)

=

(
2|TP |

2|TP |+ |FP |+ |FN |

)(
2(|TP |+ |FP |+ |FN |)
2|TP |+ |FP |+ |FN |

)−1

(2.36)

=

(
2|TP |

2|TP |+ |FP |+ |FN |

)(
2(2|TP |+ |FP |+ |FN |)− 2|TP |

2|TP |+ |FP |+ |FN |

)−1

(2.37)

=

(
2|TP |

2|TP |+ |FP |+ |FN |

)(
2− 2|TP |

2|TP |+ |FP |+ |FN |

)−1

(2.38)

Or, in short:

J =
D

2−D
(2.39)

Thus, Dice and Jaccard index are exchangeable. The Dice index is always higher than or equal to the

Jaccard index. This fact is expressed in Figure 2.10.
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2. Fundamentals

Figure 2.10.: Plotting the Jaccard index and the Dice index against each other reveals their relationship. Both are
defined for the range [0; 1] and thus, the Dice index is always higher than or equal to the Jaccard
index.

By using similar elementary transformations, other relationships with the Jaccard index can be shown,

such as with sensitivity pTP , the classification error εClass, the relative volume error δV and the Hamming

distance dH :

J =
pTP

εClass + pTP
(2.40)

J =
pTP

1
1−δV + 1− pTP

(2.41)

J =
|TP |

dH + |TP |
(2.42)

Depending on which figure of merit is used, volume overestimation and underestimation may result in

different figure values. Thus, the choice of figure may be decisive depending on the purpose of the

contour comparison. To visualise this, a reference spheroid contour was defined on a 1 mm × 1 mm ×
1 mm voxel grid and compared to a number of spheres which were smaller and larger. Some of these

pairs of contours are shown in Figure 2.11. Resulting figure of merit measurements of Jaccard index,

Dice index, Contour distance, volume error and relative volume error are given in Figure 2.12.

The test spheres were created by erosion and dilatation of the reference sphere and thus, there is a

linear relationship between the bilateral mean contour distance and the size of the margin which was

eroded or dilated. The difference between bilateral contour distance and its weighted pendant appears

not relevant if the volumes are almost equal. From this point of view none of both measures delivers an

advantage compared to the other. Furthermore, both contour distance measures have in common that

the measurements handle over- and underestimation by a specific margin size similarily: for example

eroding or dilating a volume by 5 mm results in a contour distance of about 5 mm. However, The Jaccard
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2.3. Segment and contour comparison

index, Dice index, volume error as well as relative volume error result in different measurements for

erosion and dilatation. Thus, if contour accuracy is in focus of investigation, a contour distance metric

is recommended to numerate contour differences. If accuracy of volume measurements is the aim of a

study, volume error and absolute volume error shall be favorised for contour comparison.

(a) Erosion by 9 mm (b) by 6 mm (c) by 3 mm (d) by 1 mm

(e) Dilatation by 3 mm (f) by 5 mm (g) by 10 mm (h) by 20 mm

Figure 2.11.: A test sphere with 10 mm radius in a 1 mm× 1 mm× 1 mm voxel grid (green) has beed eroded (a-d)
and dilated (e-h) by differently sized margins resulting in eroded and dilated spheres (red).

2.3.10. Limitations

Depending on which figure of merit was chosen, some limitations must be taken into account. Assume

two identical segments, shown in Figure 2.13, which are not in the same position. The absolute volume

error of both is ∆V = 0 even though displacement may be obvious by visual inspection. Thus, the

volume error is blind to contour displacement. Similar limitations can be shown for other figures of

merit. For example it appears obvious that adding a margin to an object should not change its centre of

mass. This may indeed be true for ellipsoidal objects. However, when comparing typical tumour volume

definitions as they appear in real patient data sets with and without added margins, it may be observed

that the centre of mass, or the centre of geometric as well, shift in space. Furthermore, the contour

distance cannot be used to determine the size of the margin that was added. These limitations are also

visualised in Figure 2.13.

2.3.11. Summary

In this section, figures of merit were introduced which allow determination of contour and segment differ-

ences. All of these figures of merit may be used to determine quality of segmentation algorithms as well.

Depending on the purpose of the contour comparison, the right figures of merit must be chosen. In many

cases it is recommended to use several figures of merit in comination to visualise contour differences
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2. Fundamentals

Figure 2.12.: The test spheres have been compared to the reference sphere using contour distance (top row),
Jaccard index and Dice index (second row), volume error (third row) and relative volume error (bottom
row). If the size of the eroded or dilated margin is given on the x-axis, the contour distance shows a
linear relationship with the size of the margin. If the volume change VA−VB is plotted on the x-axis,
the volume error and the relative volume error show a linear relationship. In all the other cases, non-
linear relationships are observed. Furthermore, volume over- and underestimation are numerated
differently.

from more than one perspective. But it was also shown that some of them, such as Jaccard and Dice

index do not deliver more insights when used together. As a general initial quess, contour comparison

may always start with the Jaccard index as a relative measure of volume difference. For the purpose of
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2.4. Swarm based image segmentation

(a) Displacement (b) Dilatation

Figure 2.13.: Figures of merit for contour comparison are of limited value for answering specific questions. For
example, the volume error cannot measure displacement: in a) a contour (green) was shifted in
cranial direction by about 10 mm resulting in a volume error ∆V = 0. The centre of geometry
distance dg = 10.9 mm in this case allows estimating the shift distance. In b) the volume is increased
using a margin of 10 mm resulting in a centrer of geometry distance of dg = 1.2 mm. In this case,
the volume error ∆V = 41 ml is the better indicator for the volume differences.

comparisons of volume definitions which may play a role in radiotherapy treatment planning, the bilateral

mean contour distance should furthermore be evaluated, even though its determination is computation-

ally costly. Depending on the question to be answered, other measurements may be added, such as

centre of geometry distance for displacement analysis or volume error of target structures to determine

target volume shrinkage or growth indicating therapy progress.

2.4. Swarm based image segmentation

Within the research field of swarm intelligence, a number of algorithm classes have been established.

Most popular in this field are particle swarm optimisation (PSO) and ant colony optimisation (ACO).

ACO was introduced about two decades ago as a new algorithm for solving the traveling salesman

problem (Colorni et al., 1992). Since then, ant-based algorithms for many theoretical combinatorial as

well as real-world problems have been published (Dorigo, 2001). Because several research groups found

promising results when working with artificial swarm intelligent systems, development of the research

field was pushed further to build systems which were able to handle glitches and changing environments

(Bonabeau et al., 2000). Analysis and segmentation of low contrast PET image data was seen as a

possible working field for this group of robust algorithms and thus, a segmentation algorithm for PET

imaging data has been developed (Haase, 2010). This section contains an introduction to ant-based

algorithms in general and furthermore their adaption to image processing as it appears in the literature.

The documentation of the actual implementation of the proposed ant-based segmentation algorithm can

be found in the next chapter.
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2.4.1. Ant algorithms

The class of ant-based algorithms is, as its name already suggests, adapted from principles observed in

real ant colonies. Hölldobler and Wilson published a comprehensive overview on natural ants and their

behaviour (Hölldobler and Wilson, 2009). Ants are able to find the shortest path, for example between

nest and food source. Most commonly, ant-based algorithms are used for optimisation of algorithms

solving complex problems which are not solvable in reasonable time using deterministic algorithms. To-

day, ant-based algorithms are applied to various problems in the field of combinatorics such as vehicle

routing, graph colouring and scheduling (Dorigo et al., 2006).

In theoretical research on ant-based algorithms, convergence proves are a hot topic (Dorigo et al., 2006).

Still, only for a limited number of algrithms in this field it is proven that an optimal solution to the tack-

led problem is found within reasonable time. For certain classes of ant-based meta-algorithms proves

where published showing that the algorithms converge in at least one optimal solution with a predefined

small error, if a sufficient number of iterations have been calculated (Gutjahr, 2000; Stützle and Dorigo,

2002).

Classical ant-based algorithms base on the concepts of transition rules and stigmergy which will be ex-

plained in this section. For image processing using virtual ants new paradigms, namely self-reproduction

and ant ageing, are introduced as well.

2.4.2. Path-planning by transition rules

The so called double-bridge experiment performed with actual Argentine ants (Goss et al., 1989) inspired

computer scientists to simulate the behaviour of social insects in the computer (Bonabeau et al., 2000).

This experiment is emphasised in Figure 2.14. The first technical implementation of similar principles

appeared about twenty years ago (Colorni et al., 1992). The basic principle in most ant-based algorithms

are transition rules as introduced by Colorni et al. which describe the way how ants do path-planning in

a graph. Ants decide where to go by interpreting properties of the environment and present pheromone

intensities:

pij =
[τj ]

α[nj ]
β∑

k/i[τk]
α[nk]β

(2.43)

The probability pij of an individual ant moving from node i to node j in a graph depends on pheromone

intensities τ and the value of an objective function n on node j and all nodes k that are accessible from

node i. Analogously, pheromone intensities and objectives could be formulated for edges in the graph

instead of nodes. This transition rule successfully allowed to simulate ants which were able to solve the

traveling salesman problem (Colorni et al., 1992).
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2.4. Swarm based image segmentation

(a) (b) (c)

Figure 2.14.: Visualisation of the double-bridge-experiment: Ants find the shortest way from nest to the food source
by marking their way with pheromone (blue). An ant that goes the shorter way and returns (for
example ant number 2 in figure b) follows its own path because it has the higher pheromone intensity
and increases the pheromone intensity on the path(darker blue). With a sufficient number of ants, the
colony members will more and more use the shorter paths and further increase emitted pheromone
there.

2.4.3. Stigmergy

The ants’ transition probability does not only depend on the value of the objective function, which may

be related to way length, costs and profit. It also depends on so called pheromone intensities. The

perceived pheromone field is built up by the ants on their own. Thus, the ants are able to influence each

other by emitting and interpreting pheromone. This nature-derived principle of simultaneous emitting

and interpreting pheromone in the environment is called stigmergy. The ants use pheromone to build a

cognitive map of their environment (Chialvo and Millonas, 1995). Thus, the pheromone field may lead to

the solution of the given problem. By interpreting the resulting pheromone field, a solution of the problem

may be retrieved.

2.4.4. Ant-based image segmentation

If ant-based algorithms are able to solve complex problems such as clustering (Handl et al., 2006), ant-

based image segmentation is the next step. If the pheromone field is indeed some kind of cognitive

map representing the ants environment (Chialvo and Millonas, 1995), in can be interpreted as well.

Thus, solutions to the segmentation problem may be more obvious when inspecting the phermone field

than when inspecting the processed image. Ant-based algorithms for edge detection gained importance

during the last years (Ramos and Almeida, 2000; Fernandes et al., 2005a; Huang et al., 2008; Mullen

et al., 2008; Baterina and Oppus, 2010; Jevtić et al., 2011). Using these algorithms pheromone fields are

created which appear similar to the results of edge detection filters, like the Sobel-operator. But these

algorithms are able to handle changing environments, because of the pheromone field which is adapted

during every iteration (Ramos and Almeida, 2000). Furthermore, advanced models were developed

which speed up ant-based edge detection by introducing new principles in the algorithm, such as self-

reproduction (Fernandes et al., 2005a).
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For medical image processing, also a number of ant-based algorithms were published. For example,

for segmenting lung structures (Cerello et al., 2010), vessels in iris images (Ma et al., 2009), brain

segmentation in magnetic resonance images (Huang et al., 2008; Cao et al., 2008) and detection of

micro-calcifications in digital mammograms (Jevtić et al., 2011).

2.4.5. Self-reproduction and ageing

In ant-based image processing, a principle for varying the population size of the colony was intro-

duced (Fernandes et al., 2005b). It consists of two principles called self-reproduction and ageing. Self-

reproduction allows increasing the number of ants in the colony. In this probabilistic approach, every ant

has a probability of reproduction pr and a probability to survive ps. The reproduction probability is calcu-

lated from the number of surrounding ants n. The idea is, that an ant which has no neighbours should not

be allowed to reproduce, because it is probably located in a worthless place. An ant being surrounded by

too many ants should not be able to reproduce as well, because there is no space for descendants and

the area is obviously already explored by enough ants. Thus, an ant sitting in a half-filled environment

have the highest probability to reproduce. The process of ageing using the survival probability ps allows

the colony to decrease its size. When created, every ant has maximum survival probability ps = 1.

With every iteration, this probability is decreased. After every iteration, ants for elimination are chosen

probabilistically. Thus, if all ants have a survival probability of ps = 1/2, half of the population would be

eliminated randomly.

2.4.6. Summary

In this section a short review of the origin of ant-based algorithms and current research was given.

The algorithm is probabilistic, every ant decides partly randomly where to go. It shall be emphasised

that a given ant-based algorithm always contains explicit rules defined by its programmer, for example

transition rules. But furthermore, implicit rules, which are usually not documented in detail are present

as well: An ant that calculates a reproduction probability of 1 which is surrounded by other ants cannot

seed a descendant. Rules like these may be present and influencing the system even though they are

not implemented explicitly in the source code of the algorithm.

2.5. PET segmentation algorithms

In clinical routine, PET images may be used to create gross-tumour-volume (GTV) definitions, which are

usually named GTVPET according to their origin. These GTVs, independently if they were created on

PET or CT images, are then dilated by adding a margin dGTV-CTV to a clinical target volume (CTV). These

CTVs are thought to include cancerous cells, which may have invaded surrounding healthy tissue and

are not visible in tomographic imaging. Thus, this volume is often extended to adjacent organs, such

as lymph nodes which shall be treated as well. The CTVs are also dilated, this time using a margin
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dCTV-PTV to define a planning-target-volume (PTV). The PTV includes the volume to irradiate including

the uncertainty induced by errors such as patient positioning or organ motion during therapy. These PTVs

are then transferred to radiotherapy treatment planning workstations so that medical physicists can create

an individual radiotherapy treatment plan for each specific patient. A scheme showing the relationship

between GTV, CTV and PTV is given in Figure 2.15 together with example contours on a CT image.

This visualisation is a simplification of the actual process of contouring in clinical routine. For example,

the CTV may be extended to include anatomical structures like lymph nodes, which may contain cancer

cells. This extension is done one the basis of clinical experience radiooncologists gathered.

(a) (b) (c)

Figure 2.15.: Volume definitions in radiotherapy treatment planning use standardised names. A schematic overview
is shown in a). From the gross tumour volume (GTV), that is usually defined by an experienced
oncologist, first the clinical target volume (CTV) and afterwards the planning target volume (PTV) are
determined by adding margins d given in millimetres to the GTV definition. In b) example volumes
are given on a CT image of a head-and-neck-cancer patient. The image fusion of CT and FDG PET
given in c) shows how the metabolic volume of the tumour is encircled by the three given volumes.

Even though various algorithms were published for automatic target volume delineation in PET images,

in clinical practice target volumes are delineated manually by radiooncologists. Usually these contours

are drawn on CT images, but it was already shown that fusion of FDG PET and CT may reveal more

consistent delineation between different observers (Caldwell et al., 2001). Furthermore, in lung cancer,

PET-CT-fusion for manual volume definition brings advantages if metastatic lymph nodes or atelectasis

are present (Steenbakkers et al., 2005).

In FDG PET images alone, the cancer related volume of interest in pretherapeutic patients usually is

distinguishable from the background by signal intensity. Thus, most automatic routines use thresholding

to separate target volumes and background from each other. The technique of optimal threshold estima-

tion varies from algorithm to algorithm: some iteratively determine a background volume and afterwards

estimate a threshold based on mean background activity (Nehmeh et al., 2009; Hofheinz et al., 2012c;

Schaefer et al., 2012). Other algorithms use manually defined background volumes for a similar estima-

tion (Schaefer et al., 2008). Furthermore, using a predefined threshold based on standard uptake values

(SUV) is a rather simple method which may not be applicable for investigations on different patients

(Biehl et al., 2006). But according to data from Nestle et al. such a method may be the most reliable
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when delineating large lesions with heterogeneous tracer accumulation (Nestle et al., 2005).

Typically validation of segmentation algorithms is done using phantom experiments and patient data

sets. One way to evaluate delineation accuracy is comparing the contours created by an algorithm with

manually created contours created on the same images (Nestle et al., 2005; Hofheinz et al., 2012c).

Another more long-ranging approach is to compare automatically created contours with those from other

imaging modalities (Daisne et al., 2004; Schaefer et al., 2008; Nehmeh et al., 2009). However, the

second approach does not only validate the segmentation algorithm, but also the imaging modality itself.

Only the first approach allows for comparison of the error of manually created contours with the error

of automatically created contours without influence of the chosen modality. In a detailed analysis on

patient data Hofheinz et al. showed that automatic contours are in mean more accurate than those from

a group of observers, because the standard deviation of the relative volume error of about 13 % of the

algorithm was lower than the mean standard deviation of manually-created contours which was about

27 % (Hofheinz et al., 2012c). In summary, automatic algorithms are able to imitate manually-created

contours to a degree that may be more reliable than human observers, because of eliminated or reduced

inter-observer-variability. But the fact that the mean relative volume error is small, for example less than

15 % (Nestle et al., 2005; Schaefer et al., 2008; Nehmeh et al., 2009; Hofheinz et al., 2012c), does not

prove that a segmentation on an individual data set is accurate to any degree. Rather in all algorithms

shown in Table 2.2, a substantial number of the segmented lesions had an error of more than 15 %.

Nestle et al. assumed that especially in large tumours with an heterogeneous activity distribution large

errors may appear (Nestle et al., 2005).

2.5.1. Thresholding relative to background activity

Only one segmentation technique for FMISO PET has been published so far: relative thresholding. In the

common approach, a threshold is calculated directly from background activity. This background activity

can be measured in blood samples (Thorwarth et al., 2005; Nehmeh et al., 2008; Lee et al., 2008;

Swanson et al., 2009). If blood samples are not available, it is straightforward to determine background

activity from an appropriate volume of interest (VOI) in the PET data set itself. If the images contain

large vessels, such as aorta, blood activity concentration can be measured inside it. If not, the activity

concentration within contralateral neck muscle could be used to determine a reliable background activity

(Abolmaali et al., 2012; Zips et al., 2012). Measuring the background activity concentration within the

ipsilateral neck muscle appears also feasible (Chang et al., 2013). Alternatively, a background volume

may be defined in normal tissue contralateral to the primary tumour site (Bittner et al., 2013). Finally, the

absolute threshold Tabs for target object delineation is calculated by multiplying the mean background

activity concentration Cbackground with a predefined factor Trel:

Tabs = Cbackground · Trel (2.44)

The parameter Trel depends on how background activity was determined. Some authors used Trel = 1.2

in combination with background activity estimation from blood samples (Nehmeh et al., 2008; Swanson
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Table 2.2.: Published PET segmentation algorithms, errors (Abbreviations: NSCLC: Non-small-cell-lung-cancer,
HNC: head-and-neck-cancer)

Authors / publi-
cation

Segmentation prin-
ciple

Patients / le-
sions

Used reference
standard

Mean relative
volume error±
standard devia-
tion

Number of data
sets with rela-
tive volume er-
ror < −15 % or
> 15 %

(Daisne et al.,
2004)

Signal-to-noise
based thresholding
(Daisne et al., 2003)

29 lesions from
HNC patients

CT-based con-
tours from one
observer

26± 32 % 22 of 29

MR-based con-
tours from one
observer

27± 33 % 24 of 29

(Hofheinz et al.,
2012c)

Iterative
Background-
determination,
thresholding

38 lesions (from
5 liver metas-
tases and 9
HNC patients)

PET-based con-
tours from 9 ob-
servers

3.7± 12.7 % 9 of 37

(Nehmeh et al.,
2009)

Iterative Background
subtraction, thresh-
olding

6 lesions, 5 pa-
tients (4 lung,
1 axilla, 1 iliac
bone)

CT-based con-
tours from one
radiologist

10± 14 % 1 of 6

(Nestle et al.,
2005)

Constant threshold
SUV = 2.5

25 NSCLC le-
sions

PET-based con-
tour from two ob-
servers

−4 % 1 of 8

8 NSCLC le-
sions with
heterogeneous
FDG accumula-
tion

−2± 23 % 3 of 8

(Schaefer et al.,
2008)

Contrast oriented
thresholding

8 non-small-cell
lung cancer le-
sions

CT-based 5± 10 % 1 of 6

et al., 2009). Using background activity determination from a reference volume within the neck mus-

cle, higher relative thresholds like Trel = 1.5 (Chang et al., 2013; Bittner et al., 2013) or Trel = 1.6

(Zips et al., 2012) appear more appropriate. Example contours generated by applying the thresholds

Trel = {1.2, 1.4, 1.6, 1.8, 2.0} applying activity concentration measurements from the neck muscle as

background are shown in Figure 2.16.

Figure 2.16.: After definition of the VOI (blue) and background volume (green), five relative thresholds were applied:
1.2 (red), 1.4 (yellow), 1.6 (pink), 1.8 (cyan) or 2.0 (orange) times background activity.
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Last but not least, an approach for eliminating inter-patient differences could be to average background

measurement through a whole patient cohort. Tachibana et al. determined mean SUVmax and stan-

dard deviation σSUVmax to calculate an alternative, cohort based SUV-based threshold (Tachibana et al.,

2013).

2.5.2. Threshold-based segmentation

While segmentation algorithms applicable to FMISO PET were rarely published, for FDG PET a number

of algorithms were developed, validated and published so far (Daisne et al., 2003; Schaefer et al., 2008;

Nehmeh et al., 2009; Schaefer et al., 2012; Hofheinz et al., 2012c,a). Some of these algorithms were

documented in detail so that re-implementation is feasible. For example, one of these algorithms can

be used to calculate an optimal threshold Topt,Schaefer from the activity concentration CSUV70 within a

segment containing all voxels with activity concentration above 70 % of maximum concentration in the

VOI and a determined background activity concentration Cbackground (Schaefer et al., 2008):

Topt,Schaefer = a · CSUV70 + b · Cbackground (2.45)

The parameters of the algorithm were predefined a = 0.5 and b = 0.5 suggesting the optimal threshold

is the mean activity concentration of the background and the temporary volume. In a later publication the

authors determined the scanner- and site-dependent parameters using a phantom experiment (Schaefer

et al., 2012). In this publication, a = 0.44 and b = 0.453 where determined for Biograph 16 PET/CT

scanners. Applying these parameters to an FMISO PET image leads to contours as shown in Figure

2.17.

Figure 2.17.: After definition of a VOI (blue) and a background volume (green), the threshold estimation algorithm
from (Schaefer et al., 2008) can be applied: Firstly, a volume including all voxels with activity concen-
tration above 70 % of maximum activity concentration is segmented (pink). Afterwards, the mean ac-
tivity concentration within this volume and activity concentration within the background volume serve
to calculate a threshold. Applying this threshold to the VOI leads to the final segmentation (yellow).

A similar approach to threshold-estimation proposed by Hofheinz et al. provides a way for automatic

background determination (Hofheinz et al., 2012c). As in the previous algorithm, an initial temporary seg-

mentation is done by applying a fixed relative threshold such as 50 % of maximum activity concentration

within the inspected VOI. Originating from this temporary volume, a background volume is segmented
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by including all voxels within the inspected VOI which are a) distant from the temporary volume by at

least one time reconstructed spatial resolution and less then 2.5 times that distance. This algorithm is

supplied by Rover software (ABX, Radeberg, Germany). Exemplary contours including a visualisation

of background and temporary volume are shown in Figure 2.18. The mean background activity concen-

tration Cbackground and the maximum activity concentration Cmax in the VOI is further used to calculate a

threshold Topt,Hofheinz:

Topt,Hofheinz = Trel · (Cmax(VOI)− Cbackground) + Cbackground,with Trel = 39 % (2.46)

The process of threshold-estimation, temporary volume segmentation and background determination is

repeated iteratively until the volume definition does not change anymore.

(a) VOI definition (b) Iteration 1 (c) Iteration 2 (d) Iteration 3

Figure 2.18.: After VOI definition (a, blue), an initial target volume contour is derived by thresholding (b, yellow).
Distant to this contour, a background volume is automatically defined (b, pink). Resulting from these
target and background definitions, a new threshold is calculated and applied (c, yellow). This process
is iteratively repeated until the target volume definition does not change anymore.

Combining the threshold estimation in equation (2.45) from Schaefer et al. and the automatic background

determination approach from Hofheinz et al. leads to a hybrid algorithm which was developed and

validated using phantom experiments in a multi-centre-investigation (Schaefer et al., 2012).

Alternatively to phantom experiments, Monte-Carlo simulations may be used to derive a model for es-

timating appropriate thresholds (Nehmeh et al., 2009). A mathematically derived model describes the

relationship between PET-positive volume V and threshold Crel,min applied to segment the volume:

Crel,min = a0 + ea+ b
V

+c log V % (2.47)

with a0 = 5, a = 3.568, b = 0.197, c = −0.1069

By applying a range of thresholds Crel,min = [0; 100] % to a volume of interest in a specific PET data

set, a curve as shown in Figure 2.19 can be generated describing the relationship between threshold and

volume for this data set. According to Nehmeh et al., the optimal threshold of target volume delineation

is located where this curve and the curve of the model cross. This approach is applied for two times

iteratively. The first segmentation is used to determine background activity concentration from all voxels

which were not defined as positive. Afterwards, the background is subtracted from all voxels in the data
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set and the algorithm is applied again to generate the final target object delineation. The developers

tested this algorithm using phantom experiments and it was already applied for clinical investigations

on FDG PET data sets from head-and-neck-cancer patients (Lee et al., 2008). Applied to FMISO PET

images, resulting contours as shown in Figure 2.20 can be retrieved.

(a) (b)

Figure 2.19.: Nehmeh et al. derived a model for an optimal relationship between threshold and volume for PET
image segmentation. This relationship is plotted in green in a). The blue crosses represent cor-
responding volume measurements by applying one hundred thresholds between 0 and 100 % of
maximum activity concentration to a volume of interest encircled in blue in a clinical FDG PET data
set in b). The optimal threshold is located where blue data points cross the green line.

Figure 2.20.: The algorithm from (Nehmeh et al., 2009) is used to determine an initial threshold for distinguishing
between target (pink) and background (green). Afterwards, the background activity concentration is
temporarily subtracted and a new threshold is calculated. Finally, the target volume is thresholded
(yellow) within the volume of interest (blue).

2.5.3. Gradient based segmentation methods

Aside from the established methods based on thresholding, gradient based techniques were developed

for target volume delineation in PET (Geets et al., 2007). The idea is comprehensible: If target volume
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and background differ in signal intensity, there must be a region between both volumes with a gradient

or edge in the signal intensity. However, the fact that the contrast between target and background in

FMISO PET images is about one order of magnitude lower than in FDG PET also induces that the

gradient between both volumes may be less prominent. To visualise this, edge images resulting from a

Sobel operator are shown in Figure 2.21. Gradient-based target volume definition in PET images may

fail because the edge between target and background may not be distinguishable from other edges in

the image, for example between muscle and lipid tissue.

(a) (b) (c) (d)

Figure 2.21.: To visualise the presence of edges in FDG (a) and FMISO (c) PET images, a sobel operator was
applied to two PET image slices from the same head-and-neck-cancer patient. The resulting edge
image corresponding to the FDG PET (b) clearly shows the presence of an edge between target
volume and background. In the edge image corresponding to the FMISO PET (d), several present
edges are perceivable and the edge around the target volume is not easily distinguishable from the
others.

2.6. Multimodality imaging in oncology

Multimodality imaging is well known as a valuable tool for diagnostics in oncology. CT is the standard

imaging technique for target volume definition for radiotherapy treatment planning, MRI adds deeper in-

sights for soft tissue differentation and functional information. PET imaging introduces metabolic imaging.

Today, there are more possible non-invasive imaging techniques available for tumour tissue differentation

than actually could be used in clinical routine. Thus, research focus is how to choose the right imaging

methods for therapy planning, response monitoring and follow up.

2.6.1. Biological imaging for response monitoring

Non-invasive imaging for response monitoring is a major key to making clinical decisions for individu-

alised patient care. If therapy failure could be detected early during treatment, the affected patient could

be scheduled to another therapy or different medication. However, this kind of therapy individualisation

in oncology is still under research today. Many of the performed clinical studies are retrospective or ob-

servative studies used to estimate the potential of non-invasive biological imaging. FDG PET imaging

may be utilised to visualise early effects of chemotherapy (Haberkorn et al., 1993). FMISO PET may

allow differentiating patients with local recurrent tumours and healed ones (Eschmann et al., 2005; Zips
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et al., 2012). The combination of FDG PET, FMISO PET, diffusion weighted MRI and dynamic con-

trast enhanced MRI may furthermore allow early response monitoring (Dirix et al., 2009). But the more

imaging modalities are used, the more complex is the task of image analysis; no matter if this task is

performed manually or automatically. Furthermore, for some imaging modalities such as FMISO PET,

analysis becomes more complicated, the later during therapy the images were acquired: A decrease in

target-to-background ratio during therapy leads to images with even more decreased contrast which are

thus more complicated to analyse (Eschmann et al., 2007). An example of a patient imaged before com-

bined radio-chemotherapy, and after weeks one, two and four is visualised in Figure 2.22. Obviously, the

volume measurement is dependent on contrast in the image. Furthermore, the mean TMR measure-

ment depends on a reliable volume definition. The fact that in FMISO PET analysis currently TMRmax

measurements should be preffered for prognostic estimations (Zips et al., 2012), may be a result of the

inability to derive accurate volume definitions.

(a) (b) (c) (d) (e) (f)

Figure 2.22.: To use FMISO PET for therapy monitoring, reliable hypoxic volume definitions are needed. The
tumour volume definition (red) is visible in the CT (a) and the FDG PET (b) images. In this particular
example, the FMISO-positive volume (blue) appears stable during the first three imaging time points,
acquired before therapy (c) after≈ 10 Gy (d) and≈ 20 Gy (e). A volume shrinkage is later observed
in the FMISO PET data set acquired after ≈ 55 Gy (f).

As possible alternative to segmentation of static FMISO PET images, kinetic analysis of dynamic PET

imaging studies shall not be unmentioned. By imaging tracer dynamics during the first minutes after

injection and the uptake several hours after injection, a two-compartment model can be applied that

allows estimation of perfusion and hypoxia. These parameters correlated to local control in head-and-

neck-cancer patients (Thorwarth et al., 2005). Well perfused and normoxic tumours responded well

to radiotherapy in general, and hypoxic tumours, which were often worse perfused, did not and often

resulted in local recurrence after a few months (Thorwarth and Alber, 2008). However, there are several

approaches for analysing or modelling dynamic PET data (Thorwarth et al., 2005; van den Hoff et al.,

2013) and a standardisation is not foreseeable. Furthermore, available models may be oversimplifications

to describe radioresponse on voxel-level (Bentzen and Gregoire, 2011).

2.7. Biological imaging for radiotherapy treatment planning

The incorporation of PET imaging into radiotherapy treatment planning was introduced more than a

decade ago, because the advantages seemed overwhelming. FDG PET based target volume definition in
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lung cancer is valuable for differentating mediastinal lymph nodes from the mediastinum and atelectasis

from metabolic tumour volumes (Steenbakkers et al., 2005). However, in FDG-positive lymph nodes,

preoperative surgical staging may still be recommended to prevent over-staging (Poncelet et al., 2001).

Furthermore, the inter-observer-variability in target definition can be reduced, if FDG PET is fused with

the CT data in comparison with the CT images alone (Caldwell et al., 2001; Spratt et al., 2010). Thus,

today PET/CT image fusion is recommended for accurate treatment planning in many tumour entities.

However, PET-based contour definition must be developed further, as well as the handling of motion,

for example through breathing (Baumann et al., 2008). Effects of the latter may be decreased through

introduction of equal breathing protocols during imaging and treatment (Grgic et al., 2009). Aside from

technology development, standardised procedures in this field would be valuable as well.

At the end, treatment planning based on PET imaging alone may not make the way to the clinic, because

metabolic imaging cannot replace morphological imaging. Both modalities, PET and CT, deliver comple-

mentary information and thus must be used in combination for radiotherapy treatment planning (Black

et al., 2004; Dirix et al., 2009; Devic et al., 2010). MRI may deliver even more information needed for

radiotherapy treatment planning. For example, early response assessment in head-and-neck-cancer ap-

pears feasible using diffusion-weighed and dynamic contrast enhanced MRI (Dirix et al., 2009). Further-

more, standard clinical MRI sequences, such as Gadolinium-enhanced T1-weighted and T2-weighted,

were compared to PET images and it was shown that both modalities deliver complementary but distinct

information in human glioblastomas (Swanson et al., 2009).

2.7.1. Hypoxia PET in radiotherapy

While metabolic FDG PET imaging is now part of clinical routine for several years, tracers visualising

other biological aspects such as apoptosis and hypoxia are part of clinical research (Thorwarth et al.,

2007; Lee et al., 2008; Thorwarth and Alber, 2008, 2010). FMISO PET visualising hypoxia revealed to

deliver independent information from FDG PET (Thorwarth et al., 2006) and thus, may be of value for

more sophisticated radiotherapy treatment planning, especially for dose escalation (Yasuda et al., 2012).

Furthermore, radiotherapy treatment planning studies were performed, showing that FMISO-based dose

escalation was possible up to 85 Gy deposited within the hypoxic volume, without exceeding normal

tissue dose limitations (Lee et al., 2008). Dose-painting-by-numbers, a technique for local modulation of

deposited dose within the tumour volume, may become possible if hypoxia could be quantified adequately

(Thorwarth et al., 2007) and reproducibly. Thus, target volume definition in FMISO PET as well as

reproducibility of FMISO PET based contouring are the challenging tasks of current research.

The limiting contrast levels observed in FMISO PET imaging may not be surmounted using alterna-

tive hypoxia tracers such as [18F]-fluoroazomycin arabinoside (FAZA) or [18F]-2-(2-nitroimidazol-1-yl)-N-

(3,3,3-trifluoropropyl)acetamide (FEF3). The latter was shown to be not superior to FMISO even though

tracer distribution were similar. But contrast levels observed in PET images of rat models were lower

than when using FMISO as hypoxia tracer (Mahy et al., 2008; Dubois et al., 2009). In FAZA PET small

animal imaging studies, the tracer showed higher contrast levels than FMISO (Reischl et al., 2007). As

well as FMISO, FAZA appears to reveal prognostic potential in head-and-neck-cancer (Mortensen et al.,
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2012). Furthermore, hypoxia-directed intensity modulated radiotherapy appears feasible using FAZA

PET (Grosu et al., 2007). However, the fact that the target-to-muscle-ratio target volumes in FAZA PET is

just above 1.5 (Souvatzoglou et al., 2007), suggests that contouring these structures is as complicated

as when using FMISO PET.
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This chapter gives an insight into the data sets and procedures used to optimise and validate the pro-

posed ant-based segmentation algorithm. Beginning with phantom measurements but also utilising clin-

ical FMISO PET data sets from head-and-neck-cancer patients. The processing of the data sets before

segmentation is explained as well as the ant-based algorithm and its parameters.

3.1. Imaging data

3.1.1. PET phantom experimental data

For the simulation of target volumes in PET images under different contrast levels, a phantom experiment

was set up in cooperation with the Clinic and Policlinic for Nuclear Medicine of the University Hospital Carl

Gustav Carus TU Dresden. The resulting DICOM data sets were used for evaluation of several segmen-

tation algorithms. The performed PET phantom experiment simulated target objects under different con-

trast levels. The cylinder phantom, shown in Figure 3.1, contained a solution of [18F]-fluorodeoxyglucose

(FDG). In the cylinder, six spheres containing a solution of [68Ga]-gallium-chloride were mounted to

simulate target objects. Four of the spheres were made of wax, the remaining two spheres were glass

hollow spheres filled with tracer solution. The different radionuclides were used because of the different

half-life:

T1/2(18F) = 109.8min

T1/2(68Ga) = 67.6min

Due to different half-life, the contrast between target volumes and background decreases with time. The

phantom was measured in a combined PET/CT scanner (Biograph 16, Siemens, Knoxville, USA) for

about 10 hours. Afterwards 63 data sets were reconstructed. The frame duration of these data sets was

10 minutes. Voxel size for reconstruction was 1.3 mm× 1.3 mm× 2 mm.

3.1.2. Patients

To determine the performance of the proposed algorithm as well as its established alternative algorithms,

application to clinical patient data sets was performed. Clinical FMISO PET data sets of 43 head-and-
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(a) (b) (c)

Figure 3.1.: A cylindrical phantom is shown in a) (photography source: Dr. Andreeff M, Clinic and Policlinic for
Nuclear Medicine, University Hospital Carl Gustav Carus, TU Dresden). For the performed experiment,
six spheres were mounted inside the cylinder. Two were hollow spheres filled with fluids. The glass
walls of these two spheres are clearly visible in the CT scan of the phantom shown in b). Four more
spheres were made of wax. The naming of the six test targets is given in the PET image shown in c).

neck-cancer patients were acquired as part of a prospective trial between 2006 and 2011. First analysis

on this study and more precisely on the prognostic potential of the acquired FMISO PET imaging data

was already published (Zips et al., 2012). The study was approved by the Institutional Ethics board

and the Federal Office for Radiation Protection. The patients were informed about the further electronic

processing of the imaging and the aims of the study. All patients gave their written informed consent.

From these patients FMISO PET data sets were acquired before and during radiotherapy. The imaging

study layout is shown in Figure 3.2. The scans included a dynamic PET scan immediately after tracer

injection and two static PET scans about two and four hours after injection. For the presented analysis

in this thesis, only the static data sets acquired four hours after tracer injection were used, because the

contrast between target and background was the highest in this case (Abolmaali et al., 2012). Not all

patients were scanned for four times using FMISO PET because of sometimes organisational and mostly

patient related issues. At the end, 43 initial scans, 35 scans after the first, 38 after the second and 38

after the fourth week of therapy had been acquired. In summary, 155 clinical FMISO PET data sets were

available for analysis.

Figure 3.2.: The layout of the FMISO PET imaging study: Before therapy start, all patients were scanned using
FDG- and FMISO PET/CT with a gap of at least one day between. Afterwards, during therapy further
PET/CT scans were scheduled.
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3.1.3. Image acquisition

PET/CT imaging was performed using a Biograph 16 PET/CT scanner. Low dose CT images were

acquired for attenuation correction with 120 kV tube voltage with online tube current modulation between

20 mAs and 100 mAs. CT images were reconstructed with voxel size of 1.37 mm × 1.37 mm in x- and

y-direction and 5 mm in z-direction. This resulted in images with a matrix size of 512× 512 pixels. The

CT images acquired in tandem with FDG PET were whole body images, including slices from the base

of the skull to the upper thigh. CT images acquired together with FMISO PET, only contained one bed

position around the tumour. This usually included slices from maxilla to shoulder.

The FDG and FMISO tracers were produced and delivered by the Institute of Radiopharmaceutical Can-

cer Research at the Helmholtz Centre Dresden-Rossendorf. One hour before the FDG PET/CT scan,

the patients received an intravenous injection of 350 MBq FDG. Each bed position of the whole body

scan was acquired for three minutes. The FMISO PET/CT scan used in this work was performed four

hours after injection of 250− 300 MBq FMISO. FDG and FMISO PET images were reconstructed using

the iterative OSEM reconstruction algorithm provided by the vendor of the PET/CT scanner. PET recon-

struction resulted in images with 168× 168 matrix size with voxel size in plane of 4.06 mm× 4.06 mm.

Slice thickness as well as slice distance were 5 mm. FDG PET images were denoised using a 5 mm

Full-Width-at-Half-Maximum (FWHM) Gaussian filter as typically applied in clinical scan protocols. The

FMISO images were denoised using a Gaussian filter with 1 mm FWHM. Experienced clinicians from the

clinics of nuclear medicine and radiology decided together that images reconstructed using this reduced

denoising filter were better interpretable. After a workstation software update in 2009, after about half of

the patients were scanned, only 2 mm FHWM was available for reconstruction. Thus, the reconstruction

protocol of the FMISO images had to be updated as well.

3.1.4. Image registration

To allow voxel-by-voxel analysis of corresponding regions between subsequent scans, the PET data sets

were registered. The procedure, visualised in Figure 3.4, consisted of four steps, performed on pairs of

CT data sets acquired for attenuation correction and corresponding PET data sets:

1. CT-CT-Registration Initially, every CT acquired during the imaging study was registered to the initial

CT data set. Registration was performed in Pinnacle 9.0 software (Phillips, Eindhoven, Nether-

lands) by a radiological assistant. Afterwards, registration parameters were documented. Images

from six patients had to be registered without the Pinnacle software because it was not available

for technical reasons. In these cases the procedure started with step 2.

2. CT-PET-Registration The initial CT and one of the PET data sets were loaded into Rover software.

The registration parameters determined in the previous step where then entered in Rover to align

any PET data set to the initial CT. To adapt registration parameters from Pinnacle in Rover, the

transformation along the z-axis needed to be inverted. If needed, the registration was corrected

manually. In focus of this step was the region around the tumour as visible in the corresponding
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initial FDG PET. Figure 3.3 shows how FMISO PET allows rough differentiation of bone, muscle

and lipid tissues. Thus, registration of PET and CT was performed by aligning muscle and PET-

visible bone structures. After this step, resampled images were exported to the file system.

3. PET-PET-Registration-Approval To check the transformation applied to an FMISO PET image, it was

fused in in-house-software with the initial FDG PET using the registration parameters determine in

the previous step. If a shift between structures near the tumour were visible, as exemplary shown

in Figure 3.5, the registration parameters were rejected and step 2 was performed again.

4. CT-PET-Registration-Approval To check if the PET data sets match the initial CT an experienced

radiologist loaded pairs of CT and PET image stacks in a syngo workstation (Siemens, Germany)

and checked the registration visually. If this test failed, step 2 and 3 were performed again.

(a) CT (b) CT-PET-fusion (c) FMISO PET

Figure 3.3.: For manual segmentation correction, FMISO PET visible muscle structures were placed over muscle
visible in the corresponding CT images. This procedure is feasible because FMISO is also accumulat-
ing in normal tissues such as muscle.

Figure 3.4.: The performed registration procedure to generate CT and PET images in the same coordinate system
consisted of four steps: two initial steps for the registration and two added steps of visual registration
quality approval. If one of the two tests failed, only the second registration step was performed again,
because the CT-CT-registration was not checked in the quality approval routine, since this registration
is standardised and part of the Pinnacle software which is a medical product. The final quality check
was performed by an experienced radiologist to ensure the reliability of the registration parameters.
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(a) transverse (b) sagittal

Figure 3.5.: The PET-PET-registration check was performed to evaluate the registration errors accumulated by
registration of CT and PET images. If the PET images did not match together, at least on pair of
PET/CT images must have been registered with questionable registration parameters. In the shown
case, an apparent dorsal-ventral shift in transverse plane (a) of the primary tumour between FDG (red)
and FMISO (green) PET images is explainable in sagittal plane (b): in this example, the registration
between the PET images is obviously wrong in cranial-caudal-direction (white triangles).

3.1.5. Pseudonymisation and randomisation

After all PET images were registered to the initial CT, a patient data set, consisting of one CT and up

to 5 PET data sets, was prepared on the filesystem. The PET data sets were pseudonymised and the

name of the patient was replaced by a six digit code. In this procedure, also PET data sets from one

patient retrieved new random patient names. The connection between the data sets, which was given

by patient name and patient identifier, was disconnected. Thus, if the pseudonymised data sets were

ordered by patient name, the data sets were ordered randomly. An observer who processes the data

sets in alphabetical order would not know whether a specific data sets was acquired before or during

therapy. After pseudonymisation and randomisation the data sets were prepared for contouring.

3.1.6. Manual delineations

A volume of interest (VOI) including the primary tumour and surrounding normal tissue was defined

manually by an experienced radiologist by placing a spheroidal mask on the initial FDG PET data set in

Rover software. The mask was placed in a position so that FDG-positive lymph nodes were excluded as

far as possible. All algorithms explained in section 2.5.2 were later applied to this VOI. Another spheroidal

mask was placed in cervical muscle as background definition. This mask was placed on the fused view

of the initial CT and the registered initial FMISO PET scan. Example VOIs for both are shown in Figure

3.6.

For the purpose of manual contouring the registered, pseudonymised and randomised FMISO PET data

sets were stored on a Syngo workstation. All data sets were processed manually by three experienced
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Figure 3.6.: Volume of interest around the primary tumour volume (top) and the background volume in cervical
muscle tissue (bottom) were defined manually in Rover software by an experienced radiologist.

observers: a radiologist, a nuclear medicine physician and a medical physicist with experience in radio-

therapy treatment planning. The observers outlined regions with PET-visible FMISO uptake related to the

primary tumour. If possible, the observers excluded FMISO-positive lymph nodes. The observers were

blinded to patient name, staging and therapy progress. Thus, they were not able to see if the processed

data set was a scan acquired before or during therapy. After manual contouring, it was checked whether

the drawn outlines were within the VOI introduced above. If not, it is obvious that the corresponding

observer outlined an FMISO-positive volume which is not related to the primary tumour, but to tracer ac-

cumulating in mucous tissue or in FMISO-positive lymph nodes. In these cases, all observers discussed

together if the contour should be removed from the further analysis or redrawn. The affected cases were

documented.

3.2. Proposed algorithm: Ant-based contouring

The proposed ant-based algorithm for PET image segmentation, or rather contour generation, was de-

veloped earlier (Haase, 2010) and is reviewed in this chapter. The actual ant colony simulation is a part

of an image processing routine which imports a PET image stack and exports a target volume definition,

or rather a list of contours on transverse image slices. The simulation itself consists of two loops. The

inner loop handles all ants. For every ant actions like motion, ageing and self-reproduction need to be

performed. Furthermore, new ants seeded in the PET volume and some ants are selected to be elimi-

nated. The outer loop repeats these actions for a given number of iterations. The procedure is visualised

in figure 3.7 and the subprocesses are explained in detail in the following sections.
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Figure 3.7.: The ant-based image segmentation algorithm is visualised schematically. The ant colony simulation
is only a part of the whole algorithm which consists of two inner loops handling the single ants of the
colony for a given number of iterations. This figure is adapted from (Haase et al., 2012a).

3.2.1. Ant path planning and motion

As introduced in section 2.4.2, ants calculate a probability of every possible location they could go to by

doing a single step. The given formula for ants path planning can be adapted to PET image processing

by defining activity concentration C of the voxels as the objective function. Thus, ants travel along the

gradient in the PET image to a local maximum. Ants also consider the pheromone intensities of the

voxels in their Moore-neighbourhood. Thus, the adapted formula for path planning is:

pij =
[τj ]

α[Cj ]
β∑

k∈M(i)[τk]
α[Ck]β

(3.1)

This formula allows the ants to overcome local optima in the PET image, if the optima are not present

in the pheromone field because of pheromone diffusion. Furthermore, the parameter configuration of α

and β should allow the ants to perceive the pheromone field.

3.2.2. Self-reproduction

The aim of the ant motion in the PET volume is to fill the target object with ants. To assure that the whole

object could be filled with ants, the number of ants must be higher than the number of voxels within the

target object. The fact that this number is unknown, denies to define the population size a priori. Thus,

the colony must be allowed to vary the population size on its own. An approach for self-regulation of the

population size was earlier proposed (Fernandes et al., 2005b,a): The principle called self-reproduction

allows increasing the size of the population. For the proposed ant-based algorithm, self-reproduction
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(a) VOI definition (b) Ants after iteration 4 (c) Ants after iteration 20

(d) Pheromone field after it. 20 (e) Final contour

Figure 3.8.: Ant-based delineation deserves a volume of interest (a) to randomly seed scout ants (orange) which
produce worker ants (blue) in regions with increased signal intensity. Initially worker ants appear in
regions outside the target volume (b). After 20 iterations, the worker ants concentrate in the target
volume (c). From the pheromone field (d), the ants use for indirect communication, a target volume
definition can be derived from (e).

rules were defined to allow only ants in the vicinity of the target volume to reproduce. This is thought

to increase the process of accumulation inside this volume. Thus, the probability to reproduce pr, C of

an ant sitting on voxel i depends on the activity concentration Ci and activity concentration threshold

Cmin(t):

pr,C =

1, if Ci > Cmin(t)

0, else.
(3.2)

with

Cmin(t) = maxT=1...tmax,C̄
(C̄T ). (3.3)

The reproduction threshold Cmin(t) ensures that only ants sitting on voxels with activity concentration

above the average can reproduce. This threshold is calculated as the maximum of the mean activity
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measured in any previous iteration. Thus, this threshold may change during every iteration, but it can

only increase. It does so, if after an iteration the mean activity concentration of all voxels being omitted

by ants is higher than the reproduction threshold used during the iteration.

Another similar reproduction rule leading to the probability pr,τ depends on the intensity values stored

in the pheromone field. The corresponding threshold allowing ants to reproduce increases from iteration

to iteration, until the activity concentration threshold introduced in the last paragraph does no longer

increase:

pr,τ =

1, if τi,t > Pτ ·maxi(τi, t)argmaxT=1...t(Cmin(T ))

0, else.
(3.4)

Both reproduction rules leading to the probabilities pr,C and pr,τ are then used to compute the final

reproduction probability pr used for selecting ants for self-reproduction:

pr = pr,C · pr,τ (3.5)

The probability to reproduce pr obviously is binary. It will always be either 0 or 1. As an alternative, a

probabilistic rule was also experimentally tested in the proposed algorithm but delivered less reproducible

volume definitions (Haase et al., 2011a).

The counterpart to self-reproduction is called ageing and allows to decrease the population size. Every

ant is created with a survival probability ps = 1. Thus, it will survive the first iteration. With every further

iteration t, its probability to survive decreases by ∆ps ∈ [0; 1]:

ps(t+ 1) = ps(t)−∆ps (3.6)

Depending on the parameter ∆ps the maximum lifetime of an ant is limited to 1
∆ps

iterations.

3.2.3. Pheromone field update

The pheromone field which is generated during the simulation is a crucial data structure, because the final

target object delineation is derived from it. The genesis of the field is an iterative process which updates

the field during every iteration of the ant-simulation. The update of the pheromone field is separated into

three subprocesses: emission, evaporation and diffusion. Initially, the amount of pheromone ∆τ a single

ant deposits is calculated from the activity concentration Ci of the voxel i where the ant is located and

the mean activity concentration C̄t of all voxels being occupied by ants at the iteration t:

∆τi(t) = max(0, Ci − C̄(t)) (3.7)

Thus, only ants on voxels with activity above the average emit pheromone. Pheromone emission is per-

formed simultaneously with evaporation in one step. Evaporation is the process which slowly decreases
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pheromone intensities on a voxel where no ant emits new pheromone. It furthermore diminishes intense

changes to the pheromone field. The prospective pheromone intensity τ ′ after the current iteration is

calculated from the prior pheromone intensity τ and the pheromone change ∆τ . The weighting between

both values is achieved using the evaporation coefficient ρ ∈ [0; 1] which was introduced by (Colorni

et al., 1992):

τ ′i(t) = (1− ρ)τi(t) + ρ∆τi(t) (3.8)

Afterwards, when all ants were allowed to emit pheromone, the pheromone field is blurred using a mean

average filter applied to the von-Neumann-neighbourhood N including the current voxel. This process

simulates diffusion of pheromone between voxels and is derived from (Ji et al., 2008):

τi(t+ 1) =
∑

k∈N(i)

τ ′k(t)/7 (3.9)

3.2.4. Algorithm parameters and corresponding consequences

The proposed algorithm includes a number of parameters, which may influence final segmentation re-

sults. Table 3.1 gives an overview on the parameters, mandatory ranges and default values. If ∞ is

given as boundary of a range, it is theoretically the boundary, but of course in practice a specific number

is used. The influences of parameter changes are afterwards explained in detail in this section.

Table 3.1.: Overview on the parameters of the ant-based segmentation algorithm and corresponding default values
and useful ranges.

Parameter default value comment
path planning weights α and β caste dependent in [0, 1]

evaporation constant ρ 0.1 in [0, 1]
pheromone threshold for self-reproduction P 0.015 in [0,∞]

number of ants seeded in every iteration nseed 4 % of inspected voxels
survival probability decrement δps 0.33 in [0, 1]

pheromone threshold for segmentation τmin 90 in [0, 255]
number of smoothing operations ns 1 in [0,∞]

3.2.4.1. Path planning weights α and β

The parameters α and β used in the transition rule in equation (3.1) can be adapted to induce varying

ant behaviour. For example, by setting α = 1 and β = 0 the rule is simplyfied to

pij =
τj∑

k∈M(i) τk
. (3.10)

Ants following this rule ignore activity concentration in the PET image and only perceive pheromone

intensities. Analogously, if α = 0 and β = 1 ants will follow the gradient in the PET image stack

and ignore pheromone intensities. Randomly moving ants can also be simulated by setting α = 0 and

β = 0, because it results in equal probabilities pij = 1
n with n representing the number of voxels
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where the ant could go to. Thus, ants move randomly in this case. A more detailed comparison of what

happens, if transition rules were manipulated by changing α and β, was published earlier (Haase et al.,

2012a). In summary, randomly walking ants were also able to delineate the target volumes, but with

reduced contour reproducibility. Finally, it is worthwhile to split the ant colony in two castes, scout ants

with α = 0 and β = 1 for exploration and worker ants with α = 1 and β = 0 for exploitation of image

regions with increased signal.

3.2.4.2. Colony population size

As stated above in section 3.2.2, the ant colony is allowed and able to change its population size by

self-reproduction and ageing. However, the process behind involves two parameters which need to be

determined for an optimal configuration of the algorithm: a) the number nseed of scout ants seeded at

the beginning of every iteration, b) the aging parameter ∆ps. The first effect is shown in Figure 3.9

and was analysed earlier in detail (Haase, 2010). In short, there is a number of ants which needs to be

seeded at least. It depends on the number of voxels being inspected and thus, in general the number of

seeded scout ants nseed,rel is given in percent in relation to the number of inspected voxels. In phantom

experiments, this number corresponded to 1.3 % of voxels within the volume of interest. If the number of

seeded ants is higher, more computational effort is needed, but it did effect segmentation results only to

a small degree (Haase, 2010). However, when processing PET data sets from patients, it was observed

that this number was too small in some cases. Thus, the proposed ant-based algorithm now has 4 % of

inspected voxels as default configuration to ensure that these data sets also may be processed correctly

as well.

(a) Ant distribution created with nseed,rel = {0.1, 1, 4, 10, 50}%

(b) Corresponding pheromone fields created with nseed,rel = {0.1, 1, 4, 10, 50}%

Figure 3.9.: The number of seeded scout ants influences the ant distribution and pheromone field. If not enough
ants are seeded, the ants cannot explore the whole volume and may miss to mark subvolumes of the
target volume.

The second effect, corresponding to the decrease of survival probability of the ants in each iteration, the

aging parameter ∆ps, was analysed in detail earlier as well (Haase et al., 2011a). In principle, volume
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measurements were not dependent on ∆ps as long as the savage reproduction rule was utilised, as it

is standard in the proposed algorithm. As shown in Figure 3.10, neither changes in the pheromone field

nor in the ant distribution are obvious when applying different values for ∆ps. A reason may be seen in

the fact that longer living ants block reproduction of new ants. Thus, if elimination of ants through aging

is inhibited by low ∆ps values, reproduction is not possible as well and at the end, the population size

stabilises anyhow. However, this is not the case when using a probabilistic reproduction rule. When

applying it, ∆ps < 0.05 is recommended (Haase et al., 2011a).

(a) ∆ps = 0.001 (b) ∆ps = 0.01 (c) ∆ps = 0.1 (d) ∆ps = 1

Figure 3.10.: When varying the aging parameter ∆ps, changes in ant distribution and pheromone field are not
obvious. The exact value of the parameter may not be very relevant to the final segmentation result
as well.

3.2.4.3. Pheromone diffusion by local averaging

As introduced in section 3.2.3, the pheromone field is locally averaged after every iteration using a mean

average filter applied to the three dimensional Moore neighbourhood of every voxel in the pheromone

field. This process is parameterised by the number ns of iterations this filter is being applied. Exam-

ple pheromone fields and finally resulting contours are given in Figure 3.11. Obviously, the smoothing

operation is needed to spread pheromone into regions where no ant emitted pheromone. Disabling the

pheromone diffusion by setting ns = 0 leads to unplain contours because the pheromone field has

several local maxima. Smoothing the pheromone field too much, for example by setting ns = 5, the

pheromone field no longer expresses the target volume edges correctly. Thus, as default value for the

proposed algorithm, ns = 1 was defined.
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(a) (b) (c)

Figure 3.11.: The pheromone field is locally averaged after every iteration using a mean average filter. If the
filter is not applied (a), the final pheromone field and corresponding target volume definition appears
inappropriate. A single averaging operation (b) leads to a visually accurate volume definition. By
applying the filter several times, such as 5 times in (c), the pheromone field loses shape and the final
contour loses spatial accuracy. Thus, a single application of the filter is default in the algorithm.

3.3. Practical software implementation

The best algorithm is useless, if there is no handy user interface to operate it. For this reason, the pro-

posed ant-based segmentation algorithm was embedded in the pre-existent Geisterr software which is

maintained at the OncoRay. The software was earlier developed for image analysis and rather image fu-

sion and registration. Within this project the established algorithms for automatic PET-based contouring

given in section 2.5.2 were embedded in the software as well. Thus, it is possible to oppose segmenta-

tion results of the various algorithms directly. Through the fact that the software already allowed image

fusion, it is also possible to compare contours from different image stacks, such as contours outlin-

ing FDG-positive volumes in comparison to volumes which were FMISO-positive. Further research on

biologically-adapted radiotherapy treatment planning may profit from these impressions of multimodal

image inspection. It is possible to compare anatomic, metabolic and hypoxia imaging directly using a

powerful software. Including further imaging modalities such as diffusion weighted MRI appears feasible

without a need for changes to the software. Aside from purely visual inspection of image stacks and con-

tours visualising different physiological aspects of the patient and his cancerous disease, it is possible

to do statistical analysis of the imaging data: Histograms of subvolumes allow assembling facts which

may be important for therapy response monitoring, prognosis and predicton of possible side-effects. Last

but not least, the methods for contour comparison, given in section 2.3, are available in the software as

well. Thus, measuring volume changes during therapy, differences in metabolic and hypoxic volumes

and reproducibility measurements of contours are available within the same software. A screenshot of

the software visualising the tools for contouring and contour comparison is shown in Figure 3.12.
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Figure 3.12.: The screenshot of the Geisterr software gives a visual impression of working with image stacks and
contours visualising different biological properties. The clinical images in the top row visualise CT
and FDG-PET/CT images of a HNC patient before therapy. In the row below, FMISO-PET/CT image
fusions are given which show the therapy progress. The left image shows the FMISO tracer distri-
bution before therapy and the image on the right tracer distribution after the first week of combined
radiochemotherapy. A list of volumes of interest (1) is available on the right as well as the user inter-
face of the ant-based segmentation algorithm (2). Alternative segmentation algorithms are available
(3) as well as tools for contour comparison (4). In this particular case, the operator can see, that the
FMISO-positive volumes before and after the first therapy week overlap with a Jaccard index of 42 %.
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4.1. Introduction

Ant algorithms, and most swarm intelligence algorithms in general, suffer from the fact that the perfor-

mance of the algorithm cannot be proven or it is at least very hard to prove. Furthermore, in application

to real-world problems, such as medical image analysis, a prove of the correctness or optimality of the

achieved results is impossible, because a gold standard for comparison is mandatory for validation but

missing. Alternatively, instead of proving or verifying properties of an algorithm, its validation is standard

in clinical research. For this purpose, phantom experiments are performed to demonstrate abilities of an

algorithm. The first section of this chapter covers a performed phantom experiment with PET measure-

ments of simulated target objects under conditions with decreasing contrast. This experiment serves as

a prove of principle and shows that ant-based delineation brings advantages at low contrast levels com-

pared to standard thresholding techniques. Phantom experiments usually do not simulate clinical patient

measurements in every detail. Thus, for further validation of the algorithm, it is worthwhile to apply it to

clinical measurements. For this purpose, the second section in this chapter documents the performed

steps to optimise the proposed algorithm to be applicable to patient measurements. More precisely this

includes the parameter optimisation of the algorithm followed by cross-validation. The third section of

this chapter covers a comprehensive analysis of the proposed algorithm combined with the optimised

parameter configuration in comparison with other established segmentation algorithms in the field of

PET image segmentation. By comparison with manually-created contours from experienced observers,

the performance of the different algorithms were reviewed in detail. As a fourth experiment, contour

reproducibility on repeated FMISO PET imaging was determined. This experiment was performed to

investigate whether observers and algorithms are influenced by local signal changes, which may be a

result of noise.

4.2. Ant-based contouring: a phantom study

4.2.1. Introduction

Studying upcoming segmentation algorithms for medical imaging usually starts with phantom experi-

ments. These experiments can be divided into two groups: simulated and measured phantom exper-

iments. Application of the proposed algorithm to simulated phantom data was in focused in published
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earlier work (Haase, 2010; Haase et al., 2010). The application to a measured PET phantom experiment

was also presented earlier (Haase et al., 2011b) and will be documented in detail in this section. The

aim of the experiment was to study how well the pheromone field could be segmented by thresholding in

comparison to the original PET data set. Receiver operating characteristic (ROC) analysis was utilised to

determine the degree of ability to segment the data set using any threshold. To study this measurement in

detail PET phantom data sets with different contrast levels were used to value contrast dependencies.

4.2.2. Materials and methods

The phantom experiment introduced in section 3.1.1 was used to determine the voxel-wise ROC (vwROC)

curves of segmentation using thresholding. For analysis, a reference definition of ground truth is needed.

Therefore, a binary image stack as shown in Figure 4.1 was provided where positive voxels were white

and negative voxels black. This reference image stack was defined by thresholding the initial PET data

set with a threshold that lead to a volume definition that matched to the target spheres visible in the

corresponding CT data set.

(a) (b) (c)

Figure 4.1.: To allow voxel-wise ROC analysis, a definition of ground truth was derived from the acquired CT image
stack (a) and the initial PET data set (b). By thresholding the PET data set with a threshold that leads
to a volume definition that matches to the CT-visible spheroidal target volumes, a binary image stack
as reference ground truth was derived (c).

To draw vwROC-curves as introduced in section 2.3.4 of the measured PET data set and pheromone

fields derived from the ant-based segmentation approach, a free parameter must be defined. For this

experiment, the threshold to segment the image stacks was utilised as the free parameter. Thus, a range

of thresholds were applied to the PET data set and the corresponding pheromone fields. The thresholds

were uniformly distributed between minimum and maximum activity concentration and pheromone inten-

sity, respectively. The fact that the reference ground truth was given as a binary image stack, allowed

determination of voxel-wise sensitivity and specificity. To determine vwROC for every single target ob-

ject, the image space was divided into six cuboid VOIs as shown in Figure 4.2. Furthermore, ant-based

pheromone field generation was applied to these six VOIs separately.

The area under the vwROC-curve AROC serves as the estimation of the degree of segmentability. If

AROC ≈ 1, a data point exists, which represents the threshold allowing segmenting the volume of
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Figure 4.2.: The PET phantom has been divided into six cuboid VOIs, each containing a target sphere, background
activity and air in the surrounding volume.

interest in a way that maximises sensitivity pTP ≈ 1 and specificity pTN ≈ 1. To plot the resulting

AROC measurements against the contrast between activity concentration in the target volume and the

background, two contrast definitions introduced in section 2.2 were used: The target-to-background-ratio

derived from mean activity concentration C in target and background

TBR =
Ctarget

Cbackground
(4.1)

and the contrast-to-noise-ratio:

CNR =
Ctarget − Cbackground

σbackground
(4.2)

Figure 4.3 visualises from which VOIs the mean activity concentration measurements were derived from

to determine TBR and CNR. For the measurement of mean activity concentration within the spheres

a margin within the spheres was left out to minimise the effect of spill-in to the measurements. It can

be assumed that there is a relationship between contrast in the PET image stack and AROC. As also

visible in Figure 4.3, the contrast between target spheres and background obviously fall with time during

the measurements. Thus, the degree of applicability of thresholding to segment the spheres decreases

with falling contrast: at a certain level of contrast, target volume and background are not differentiable by

a threshold.

Before application of the segmentation algorithm, a vwROC curve for the inspected VOI of the PET

volume was drawn and the corresponding AROC value was determined. During application of the ant-

based algorithm to the PET image stacks, vwROC curves of the pheromone field were drawn after every

iteration. Corresponding AROC values were collected. After 25 iterations, the pheromone field with

the highest AROC value was determined and the corresponding value further processed. Furthermore,

ant-distributions for worker and scout ants and pheromone fields of every iteration were stored for later

analysis.
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(a) (b) (c)

Figure 4.3.: The coloured spheroidal volumes were defined to measure mean activity concentration as basis for
TBR and CNR calculation. The VOIs were placed on a fused view of CT (a) and PET (b,c) to
place them near the centre of the object with a margin to the real sphere boundary. This margin was
introduced to reduce the effect of spill-in to the measurement of the mean activity concentration.

4.2.3. Results

Application of the ant-based algorithm to PET image stacks under different contrast levels lead to phero-

mone fields with different contrast levels. Three example pheromone fields with corresponding ROC

curves are shown in Figure 4.4. It is obvious that the contrast between target volume and background

was higher in the pheromone field compared to the PET image stack. But this was only observed, as long

as there is enough contrast between target and background. When the contrast fall below a certain level,

the ants were no longer able to differentiate the target from the background and thus emit pheromone

to target and background. In the shown example with the lowest contrast, the ants were only able to

differentiate between target and glass walls.

Plotting the resultingAROC values against the TBR measurements lead to the diagram shown in Figure

4.5. As long as TBR > 3 in any target sphere, the AROC is approximately 1 pointing to the fact that

for the original PET image stack as well as for the pheromone field a threshold exists that allowed to

distinguish between target and background volume. Thus, theoretically it was possible to segment the

given PET image stacks resulting in a volume definition with sensitivity and specificity of about 100 %.

However, at latest when TBR falls below 2, AROC decreases when thresholding the PET image stack.

The AROC measurements of the corresponding pheromone fields were higher in all tested cases when

TBR < 3. Thus, the pheromone field could be segmented with higher accuracy. The glass spheres

and wax sphere 3 were still thresholdable with AROC ≈ 1 if TBR ≈ 1.5. The other wax spheres lead

to lower to AROC measurements. This may be a result of heterogeneous activity distribution observed in

these spheres.

Plots of the resulting AROC values against CNR are given in Figure 4.6. The plots visualise a relation-

ship similar to the relationship between AROC and TBR. Thus, if CNR > 25 the PET image stacks

as well as the corresponding pheromone fields could be segmented accurately using a specific thresh-

old. The AROC measurements from the pheromone fields are again higher compared to the PET image

stacks, when CNR < 25. However, when CNR fall below 5, AROC decreases dramatically.

Finally, processing the PET image to a pheromone field can be seen as contrast enhancement. Thus,
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further processing of higher contrasted pheromone fields has obviously advantages for delineation com-

pared to processing the original PET image.

Figure 4.4.: An image representing glass sphere 1 at different contrast levels shows that the area AROC under the
ROC curve decreases with falling contrast. This effect was also present - but retarded - in the corre-
sponding pheromone fields. The ant-based approach appeared to increase contrast from the original
PET image stack to the pheromone field as long as the contrast was high enough. The last example
data set (bottom line) shows a case where neither for the PET image stack nor for the pheromone field
a threshold existed which allowed differentiation between target and background.
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(a) Wax 1 (b) Wax 2

(c) Glass 1 (d) Glass 2

(e) Wax 3 (f) Wax 4

Figure 4.5.: The resulting AROC values were plotted against the measured TBR values. When TBR falls below
2, the AROC resulting from the PET image stacks decreased. The same effect was observed for the
pheromone fields but at a lower TBR of about 1.5. The single outliers in b) and f) illustrate that the
results of the algorithm are not deterministic. Double-checking contours by repeatedly executing the
algorithm is worthwhile.
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(a) Wax 1 (b) Wax 2

(c) Glass 1 (d) Glass 2

(e) Wax 3 (f) Wax 4

Figure 4.6.: The resulting AROC values were plotted against the measured CNR values. As shown for TBR,
whenCNR fall below 25, theAROC resulting from the PET image stacks decreased. WhenCNR fall
below 5, representing a noise level of 20 %, an accurate segmentation became impossible using the
PET image stack as well as the pheromone field. The shown graphs do not visualise the whole space
of measured values. The x-axis has been cut, because the CNR values ranged up to about 120 but
the corresponding AROC did not deliver further insights.
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4.3. Calibration and optimisation of the proposed algorithm

4.3.1. Introduction

Segmentation algorithms applied in PET imaging deserve calibration (Nehmeh et al., 2009; Schaefer

et al., 2012). However, building a calibration PET phantom for low contrast conditions as observed in

FMISO PET is complicated. On the one hand, glass spheres disturb accurate delineation if TBR is low

(Hofheinz et al., 2010). On the other hand, simulation of target volumes using radioactive wax spheres

without inactive walls as proposed by (Bazañez-Borgert et al., 2008) is challenging, too (Haase et al.,

2010). Thus, calibrating the proposed algorithm using clinical patient data sets and manually-created

contours from experienced observers is worthwhile. As shown in section 3.2.4, not all parameters of the

algorithm are worth considering for calibration. But the threshold used for segmenting the pheromone

field obviously is crucial for accurate delineation. Thus, determination of the optimal threshold will be

in focus of this section. The concept of cross-validation will afterwards reveal if the optimal threshold

sustains and allows application of the algorithm to a group of clinical PET data sets which were not used

for optimisation.

4.3.2. Materials and methods

Before applying the threshold to the pheromone field, the field was normalised to an integer in the range

[0; 255] representing the range between minimum and maximum pheromone intensity. Thus, the optimal

threshold τmin,opt must be in the same range. To test various thresholds τmin all 155 clinical FMISO PET

data sets from the 43 patients introduced in section 3.1.2 were processed by the proposed algorithm. Af-

terwards, the resulting pheromone fields were segmented by 17 thresholds τmin,i = 10, 20, ..., 170 used

to create 17 segments per PET data set. Those segments were compared to the segments manually-

created by the three experienced observers introduced in section 3.1.6. This comparison was only ap-

plied to data sets, where all three observers concordantly outlined any target volume. As criterion for

the contour quality, the Jaccard index and the bilateral mean contour distance as introduced in sections

2.3.5 and 2.3.7 were utilised. For the figure of merit Jaccard index, the optimal value is the maximum,

for the bilateral mean contour distance, the metric was minimised. The contour comparison was applied

to automatically-created contours versus manually-created contours and manually-created contours ver-

sus each other. For every pheromone threshold τmin,i, the mean Jaccard index Ji and bilateral mean

contour distance dbil,c,i were determined. To get a detailed view on relationships between automatically-

created contours and contours from individual observers, the figures of merit were averaged for every

single observer as well as for all observers together. This experiment was applied to determine whether

the optimal tested threshold τi resulted in a figure of merit value which a) was better than the reference

value taken from the pair-wise comparison of manually-created contours and b) was still applicable if the

optimal threshold was applied to another group of data sets that were not taken into account for determi-

nation of the optimum. For this cross-validation procedure, the patient population was separated into two

groups: The test cohort containing the first 25 patients included in the study and the validation cohort

containing the remaining 18 patients. From the first 25 patients, target volumes in 59 FMISO PET data
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sets were outlined concordantly by the observers. Rather, all observers outlined any object in the vicinity

of the primary tumour. The validation cohort contained 35 PET data sets with contours applicable for this

analysis.

After determination of the optimal threshold, resulting Jaccard index and contour distance measurements

of observer-observer- (OvO) and algorithm-observer-comparisons (AvO) were analysed to determine if

the differences were significant. A p-value< 0.05 resulting from the paired t-test was defined as criterion

for significance.

4.3.3. Results

The reference contours determined by the observers were compared with each other and resulted in

JOvO = 0.39 ± 0.11 for the test group and JOvO = 0.44 ± 0.14 for the validation group. The cor-

responding measurements for the contour distance were dOvO = 5.0 ± 1.6 mm for the test group and

dOvO = 3.8 ± 1.3 mm for the validation group. Thus, the inter-observer-variability of manually-created

contours is comparable in both groups.

An overview on Jaccard index measurements of the comparison for every single observer and all ob-

servers averaged is given in Figure 4.7. It is obvious that for the test cohort there was always an optimal

pheromone threshold τmin leading to a maximum JAvO measurement which lied above the reference

value JOvO resulting from pair-wise comparison of manually-created contours. Optimal thresholds and

corresponding Jaccard index values as well as contour distance measurements are given in Table 4.1.

However, in the validation cohort the mean JAvO was lower than JOvO, indicating that the inter-observer-

differences were lower than differences between automatically- and manually-created contours. Fur-

thermore, the optimum threshold varied between 50 and 90 depending on which observer served as

reference. If all the Jaccard index measurements from the comparison with manuallay-created contours

were averaged, the optimum threshold τmin = 70 resulted in JAvO = 0.43 ± 0.14 above the reference

JOvO = 0.39 ± 0.11. The corresponding value from the validation cohort was JAvO = 0.42 ± 0.13

and also lied below the reference value JOvO = 0.44 ± 0.14. The observed small differences between

algorithm-observer-comparison and observer-observer-comparison became more obvious, when error

bars were added as shown in Figure 4.8. In the other plots, error bars were removed to increase diagram

interpretability.

The respective analysis of the bilateral mean contour distance, displayed in Figure 4.9, revealed an

alternative view on the contour differences. First of all, the contour distance between contours from

observer 1 and automatically-generated contours were more distant than the manually-created contours

to each other. For the other two observers, the algorithm was able to create contours which were less

distant to their contours than the inter-observer-variability between all three observers. Thus, in the

average case, the automatically-created contours which were more similar to the contours of observer

2 and 3 than to observer 1. Furthermore, the optimal threshold in the test group for matching contours

from observers 2 and 3 τopt,min = 100 while for observer 1 the optimal threshold was τopt,min = 70.

Finally, in the validation cohort none of the determined optimal thresholds τmin obviously sustained. In all
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(a) Ant-based vs. observer 1 (b) Ant-based vs. observer 2

(c) Ant-based vs. observer 3 (d) Ant-based vs. mean observers

Figure 4.7.: For determination of an optimal pheromone threshold τmin for the ant-based algorithm, various τmin val-
ues have been tested. The resulting Jaccard index measurements from comparisons with manually-
created contours suggest different thresholds to simulate manually-created contours depending on
which observer shall be simulated. The horizontal lines represent reference Jaccard index measure-
ment resulting from determination of inter-observer-variability. In all cases, the optimal τmin value in the
test cohort was higher than the reference Jaccard index. However the determined thresholds were not
applicable to the validation cohort to outperform the reference.

cases, the contour distance between automatically- and manually-created contours was higher than the

reference value dbil,c = 3.8 mm.

The fact that differences between observer-observer-comparisons and algorithm-observer-comparisons

were smaller than the standard deviation within the test and validation cohort, suggests that the differ-

ences may not be significant. Furthermore, the optimal threshold depended on the chosen reference.

As a compromise between the different optima, τmin = 90 was defined as further used pheromone

threshold. After application of this threshold for volume determination, the differences between observer-
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Table 4.1.: Optimal pheromone thresholds and corresponding Jaccard index and bilateral contour distance values
in test and validation group depending on used reference

Reference τmin,opt Jtest >ref Jvalidation >ref
Observer 1 50 0.44± 0.17 yes 0.43± 0.14 no
Observer 2 90 0.43± 0.15 yes 0.44± 0.15 no
Observer 3 90 0.45± 0.14 yes 0.40± 0.16 no

Observers averaged 70 0.43± 0.14 yes 0.42± 0.13 no

Reference τmin,opt dbil,c,test/mm < ref dbil,c,validation/mm < ref
Observer 1 70 5.5± 2.2 no 4.4± 1.8 no
Observer 2 100 4.5± 1.8 yes 4.2± 2.1 no
Observer 3 100 4.0± 1.3 yes 4.3± 1.9 no

Observers averaged 100 4.7± 1.97 yes 4.3± 1.9 no

Figure 4.8.: The application of different τmin values leads to Jaccard index values with varying error. The error
bars visualise the range of Jaccard index measurements determined in the whole test group of the
contouring study.

observer-comparison and algorithm-observer-comparison were analysed to determine if differences were

significant. The paired t-test revealed a p-value of 0.39 for Jaccard index and 0.19 for the contour dis-

tance metric. Thus, differences were not significant.
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(a) Ant-based vs. observer 1 (b) Ant-based vs. observer 2

(c) Ant-based vs. observer 3 (d) Ant-based vs. mean observers

Figure 4.9.: Determination of optimal τmin values using the bilateral mean contour distance revealed that in no
case the algorithm clearly outperformed the observers. For observer 1 and all observers averaged the
optimal τmin value appeared applicable to some degree, even though the reference values displayed
as horizontal lines were not exceeded.

4.4. Comparison with other algorithms

4.4.1. Introduction

After the principle of the ant-based segmentation algorithm has been proven feasible and the algorithm

has been optimised to handle clinical data sets from head-and-neck-cancer patients, it must be com-

pared to established standard PET segmentation algorithms. For this purpose, the algorithms introduced

in section 2.5.2 as well as the ant-based approach were compared to the contours drawn by the experi-

enced observers introduced in section 3.1.6. Aim of the comparison was to determine whether the new

algorithm creates contours comparable to the experienced observers and if it outperforms the established
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algorithms in accurate volume and target-to-muscle-ratio estimation. These two properties were chosen,

because these parameters may be relevant for patient prognosis determination (Zips et al., 2012).

4.4.2. Materials and methods

The applied segmentation algorithms and corresponding abbreviations are given in Table 4.2. All algo-

rithms were applied to all 155 FMISO PET data sets introduced in section 3.1.2.

Table 4.2.: Applied segmentation algorithms and used software packages
Contour source Applied software Contour abbreviation

Ant-based delineation Geisterr (in-house implementation) A
Hofheinz et al. (2012c) Rover (ABX, Radeberg, Germany) H
Nehmeh et al. (2009) in-house implementation N
Schaefer et al. (2008) Geisterr (in-house implementation) S2008

Schaefer et al. (2012) Geisterr (in-house implementation) S2012

1.2 times background Geisterr (in-house implementation) T1.2

1.4 times background Geisterr (in-house implementation) T1.4

1.6 times background Geisterr (in-house implementation) T1.6

1.8 times background Geisterr (in-house implementation) T1.8

2.0 times background Geisterr (in-house implementation) T2.0

Observer 1 Syngo (Siemens, Forchheim, Germany) O1

Observer 2 Syngo (Siemens, Forchheim, Germany) O2

Observer 3 Syngo (Siemens, Forchheim, Germany) O3

Furthermore, the contours drawn by the experienced observers, as introduced in section 3.1.6, were

used as reference standard to determine errors in volume V and mean target-to-muscle-ratio TMR

estimation. While the determination of TMRmax is trivial if a rough volume definition such as a VOI is

given, determination of the mean ratio TMR is challenging and depends on a reliable segmentation

algorithm. V and TMR were also analysed, because both did not play a role in the optimisation of the

algorithm presented in the previous section. For error analysis, the relative and absolute volume and

TMR errors were determined. For statistical analysis of differences in volume and TMR estimation,

the paired t-test was applied. A p-value of 0.05 was defined as criterion for significant differences.

4.4.3. Results

As an overview on the derived segments respectively contours, Table 4.3 contains derived volume mea-

surements from the observers in comparison to the volume measurements delivered by the applied

algorithms. Corresponding TMR measurements are given in Table 4.4. Both tables only contain data

sets for which all observers outlined a target object within the defined VOI. Thus, only 94 of 155 PET data

sets were taken into account. From the remaining 61 data sets, 29 were not outlined by any observer, in

24 data sets a target volume was defined by two observers and in 8 cases only a single observer delin-

eated a target volume. To allow a reliable comparison of contour-pairs, only those cases were analysed,

for which all three contours from the experienced observers were available.
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Firstly, not all algorithms delivered contours for all PET data sets. Thus the number n of available contours

for comparison shall be emphasised. The algorithms H , T1.8 and T2.0 did not deliver contours at all in

about 20 % of the cases which were marked FMISO-positive concordantly by the observers. Secondly,

the differences between volume measurements of observers and algorithms were significant in all cases

except for A and T1.6. The H algorithm also showed non-significant differences, but only in TMR

estimation. Thus, only these three algorithms appeared able to deliver volume estimations that may be

related to volume measurements done by the observers. Differences in volume estimation varied by

about 20 to 50 ml depending on which pair of observers or observer-algorithm pair was analysed. The

increased mean volume differences between observers and algorithm H were obvious. The reason

could be that in some cases, the H algorithm delivered a volume definition that was very similar to the

VOI definition. An example for such a case is shown in Figure 4.10. Thus, for a detailed inspection

of the volume differences between observers and algorithms, Bland-Altman plots for pair-wise volume

comparison of the three observers and comparisons of observers with these three algorithms are given

in Figure 4.11. The volume errors appear not very systematic, the only obvious and reasonable point

was that volume errors were smaller when delineating smaller volumes.

(a) Observer 1 (b) Observer 2 (c) Observer 3

(d) A (e) T1.6 (f) H

Figure 4.10.: Example contours from a patient after therapy week 4 outline a small FMISO-positive volume. Only
algorithm H was not able to distinguish between target volume and background. In this case H
outlined almost the whole volume of interest as FMISO-positive.
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Table 4.3.: Volume measurements of tested segmentation algorithms in comparison
Algorithm n Valgorithm/ml VO/ml p-value ∆V/ml δV/%

A 94 16.5± 15.4 18.4± 21.0 0.480 −1.9± 14.7 43± 119
H 79 45.1± 76.0 19.9± 22.2 0.005 25.2± 76.4 612± 1597
N 94 121.0± 112.9 18.4± 21.0 0.000 102.6± 108.3 1403± 1927

S2008 94 45.0± 33.0 18.4± 21.0 0.000 26.6± 25.7 369± 505
S2012 94 79.8± 74.9 18.4± 21.0 0.000 61.4± 71.8 950± 1500
T1.2 94 71.3± 50.1 18.4± 21.0 0.000 53.0± 37.1 483± 509
T1.4 94 37.1± 32.2 18.4± 21.0 0.000 18.7± 18.2 147± 207
T1.6 93 20.3± 22.1 18.5± 21.0 0.572 1.8± 11.6 8± 75
T1.8 82 12.6± 15.8 20.4± 21.7 0.010 −7.8± 14.9 −43± 41
T2.0 72 7.7± 11.3 22.4± 22.4 0.000 −14.7± 19.0 −69± 29

Table 4.4.: TMRA measurements of the respective algorithms and mean TMRO measurements of the experi-
enced observers of tested segmentation algorithms in comparison

Algorithm n TMRA TMRO p-value ∆TMR δTMR

A 94 1.86± 0.49 1.80± 0.30 0.312 0.06± 0.22 2± 9
H 79 1.88± 0.66 1.81± 0.31 0.377 0.07± 0.40 1± 21
N 94 1.48± 0.52 1.80± 0.30 0.000 −0.32± 0.30 −19± 15

S2008 94 1.64± 0.39 1.80± 0.30 0.002 −0.16± 0.15 −9± 7
S2012 94 1.64± 0.39 1.80± 0.30 0.002 −0.16± 0.15 −9± 7
T1.2 94 1.47± 0.14 1.80± 0.30 0.000 −0.33± 0.19 −17± 7
T1.4 94 1.66± 0.16 1.80± 0.30 0.000 −0.14± 0.16 −6± 7
T1.6 93 1.83± 0.18 1.80± 0.30 0.508 0.02± 0.14 2± 7
T1.8 82 2.01± 0.19 1.85± 0.28 0.000 0.16± 0.12 9± 7
T2.0 72 2.20± 0.19 1.89± 0.27 0.000 0.30± 0.12 16± 7

Also TMR measurements were significantly different except for A, H and T1.6. Corresponding Bland-

Altman plots showing the differences in TMR estimation, given in Figure 4.12, reveal systematic errors

for all three algorithms with different markedness. The H algorithm underestimated TMR in most data

sets with TMR < 1.7 and overestimated most of the remaining data sets. The same observation is

true but less intense for the ant-based approach A. The thresholding algorithm T1.6 showed a reverse

systematic error: For target volumes with TMR < 1.75 the TMR was overestimated by tendency, the

remaining data sets were underestimated in many cases. The fact that the thresholding algorithm T1.6

was not able to determine TMR correctly if TMR is low appears logical when regarding its implemen-

tation. The algorithm defines voxels with TMR < 1.6 as negative. Thus, the mean average of all voxels

enclosed by this thresholding technique cannot be below 1.6. To further emphasise the consequences

for data sets with TMR < 1.6 as determined by the observers, the data set was restricted. Figure

4.13 shows differences in volume and TMR estimation by the algorithms A and T1.6 for the 23 data

sets where observers outlined volumes with TMR < 1.6. In these low-contrast PET images, ant-based

delineation broadly showed smaller errors than the thresholding algorithm T1.6.
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(a) Observers 1 vs. 2 (b) Observers 2 vs. 3

(c) Observers 3 vs. 1 (d) Ant-based vs. averaged observers

(e) (Hofheinz et al., 2012c) vs. averaged observers (f) Threshold T1.6 vs. averaged observers

Figure 4.11.: Bland-Altman plots of observers volume determinations pair-wise (a-c) and comparison between ob-
servers and algorithms (d-f) did not reveal obvious systematic errors, but that larger volumes may
lead to larger volume errors. The differences between algorithm H and observers were measurably
higher than in the other five comparisons.
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(a) Observers 1 vs. 2 (b) Observers 2 vs. 3

(c) Observers 3 vs. 1 (d) A vs. averaged observers

(e) H vs. averaged observers (f) T1.6 vs. averaged observers

Figure 4.12.: Bland-Altman plots of observers volume determinations pair-wise (a-c) do not show a systematic error
while the comparisons between observers and algorithms (d-f) do: The algorithms A and H show a
systematic error in TMR estimation which appears to be related with TMR itself. The thresholding
algorithm T1.6 shows a similar but reverse systematic error.
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(a) Ant-based vs. averaged observers (b) Threshold T1.6 vs. averaged observers

(c) Ant-based vs. averaged observers (d) Threshold T1.6 vs. averaged observers

Figure 4.13.: If the volume and TMR difference analysis is limited to data sets where the observers estimated
TMR < 1.6, the thresholding algorithm T1.6 leads to volume underestimation and TMR overesti-
mation in all cases. Ant-based delineation was more accurate in these low-contrast data sets.

4.5. Contour reproducibility in subsequent FMISO PET imaging

4.5.1. Introduction

Research projects in the field of hypoxia imaging using FMISO PET must face the controversy on FMISO

PET reproducibility present in the scientific literature. Still, it is not finally clear if FMISO PET measure-

ments are reproducible. In one study high reproducibility was only measured in a half of the investigated

patient data sets (Nehmeh et al., 2008). In another study, high reproducibility of FMISO PET imaging de-

rived parameters in all cases of eleven investigated patients was observed (Okamoto et al., 2013). Both
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investigations relied partly on measuring the voxel-wise Pearson correlation coefficient, even though it

may not be applicable for method-comparison studies (Westgard and Hunt, 1973; Altman and Bland,

1983). Alternatively to voxel-wise comparison of signal intensities contour comparison may be used to

determine the reliability of FMISO PET imaging (Haase et al., 2013b). The experiment in this section is

to estimate reproducibility of FMISO PET based contours in subsequent FMISO PET imaging. Further

emphasis is taken on differences between manually- and automatically-created contours.

4.5.2. Motivation and related work

In the discussion about FMISO PET reproducibility most prominently Nehmeh et al. are cited with a

report showing FMISO PET is of limited reproducibility. The authors compared subsequent FMISO PET

scans of patients with head and neck carcinomas acquired within 2-4 days and found strong voxel-wise

correlation only in 6 of 13 patients. Thus, the conclusion was that tracer accumulation was not stable

in the other cases (Nehmeh et al., 2008). Okamoto et al. did a comparable analysis with the result

that FMISO uptake was reproducible (Okamoto et al., 2013). However, Schwartz et al. showed that

the use of the Pearson correlation coefficient may not be suitable for this kind of investigation (Schwartz

et al., 2011). About four decades ago, Westgard and Hunt stated “The correlation coefficient [...] is of

no practical use in the statistical analysis of comparison data.” (Westgard and Hunt, 1973). This fact

is still not present in the scientific community encouraging Dr. Westgard in republishing his view on the

field of statistical method-comparison repeatedly (Westgard, 1998, 2008). To investigate the applica-

bility of Pearson correlation coefficient (PCC) measurements for voxel-wise PET analysis, a phantom

experiment published earlier (Haase et al., 2012b) and introduced in section 3.1.1 shall shortly be re-

viewed from another perspective. Two subsequent measurements of a cylinder containing a solution

with [18F]-fluorodeoxyglucose as shown in Figure 4.14 were compared to determine Pearsons’ coeffi-

cient r. Within the analysed region of interest, activity concentration CPET1 = 5450± 296 Bq/ml and

CPET2 = 5427 ± 322 Bq/ml were measured in the two images, respectively. A noise level of 5 % is

present and from the first to the second scan, the mean activity concentration decreases slightly. Visually

the PET measurement appeared reproducible, even though the noise is perceivable in the images. How-

ever, the scatter plot and Bland-Altman-plots shown in Figure 4.15 suggest no linear relationship between

both scans. Pearsons’ r = −0, 044 supports this observation by suggesting the absence of correlation.

Thus, volumes with homogeneous activity concentration may appear visually reproducible even though

there is no linear relationship of grey values of voxels present. This example shows the inapplicability of

voxel-wise PCC to subsequent PET measurements for the determination of reproducibility.

Furthermore, the comparison of hypoxic target volume contours created by experienced observers and

the proposed algorithm may allow determining the reliability of FMISO PET. Thus, focus in this analysis is

inter-observer-variability, intra-observer-variability between subsequent FMISO PET scans, correspond-

ing measurements from the ant-based algorithm, using thresholding and contour comparison between

algorithms and observers.
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Figure 4.14.: In a PET hantom experiment, two subsequent measurements of the same phantom are compared
with each other. Visually obviously both images show the same object. The voxel values within the
orange outlined region of interest were analysed statistically.

Figure 4.15.: Scatter plot and Bland-Altman plot show the relationship between voxels of both PET measurements.
There is no linear correlation. The present variability is a result of noise and decay.

4.5.3. Materials and methods

Contour comparison for the determination of changes between subsequent FMISO PET scans can be

done using a subgroup analysis of the patient group introduced in section 3.1.2. To determine contour

differences on subsequent FMISO PET scans, contour comparison was applied to the two FMISO PET

scans acquired before and after the first therapy week. This experimental setup is similar to the method-

ology (Nehmeh et al., 2008) performed with the difference that the average time between the scans is 7

days in our case and 3 days in the study by Nehmeh et al.. In our study patients were undergoing the

first fractions of radiotherapy in the meantime. During this first therapy week, limited effects like reoxyge-

neation through changing perfusion may influence FMISO imaging only to a small degree. Furthermore,

if contours were similar before and after the first week even though therapy already started, the repro-
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ducibility of these contours is underlined. In this section, subgroup determination, figures of merit and

statistical analysis are described.

4.5.3.1. Patients, PET data sets and contours

For the analysis of contour changes, a reliable set of FMISO PET data set pairs was needed. How

suitable patients from the whole patient cohort of 43 patients were composed, is visualised in Figure

4.16. Firstly, all patients who didn’t receive the second FMISO PET scan after the first therapy week

were sorted out. From the remaining 36 patients, availability of contours from experienced observers had

to be taken into account, because only full sets of contours should be analysed to get an equitable view

on inter-observer-variability. Thus, cases where less than three observers outlined a target volume in

both FMISO PET scans were sorted out. Finally, 27 FMISO PET data set pairs were available for contour

comparison. For simplicity, the PET data sets are named FMISO1 and FMISO2 in the following.

Figure 4.16.: Subgroup creation for FMISO contour reproducibility analysis

4.5.3.2. Image analysis

As basis for contour comparison, the manually-created contours introduced in section 3.1.6 were re-

analysed. Furthermore, contours from the two most promising approaches for automatic contouring in the

previous experiment, ant-basedA and thresholding T1.6, were used for automatic contour generation.

For the comprehensive determination of contour differences between FMISO1 and FMISO2 following

approaches were used: Firstly, the volume of the manually- and automatically-created segments were

compared. Secondly, the mean target-to-muscle ratio TMR and the TMRmax derived from the volume

definitions were compared. Thirdly, contour comparison using Jaccard index, bilateral contour distance

and absolute as well as the relative volume error were analysed. The four figures of merit for contour

similarity respectively contour differences were used to determine differences between observers and

algorithms on the single FMISO PET data sets FMISO1 and FMISO2 and to determine differences be-

tween intra-observer-variability and intra-algorithm-variability when processing subsequent FMISO PET

data sets. Furthermore, effects on volume and target-to-muscle-ratio measurements were evaluated.
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To determine, whether measured parameters or comparison results were significantly different, the paired

t-test was used. A p-value < 0.05 was introduced as criterion for significant differences.

4.5.4. Results

Contour parameters volume V , mean TMR and TMRmax derived from FMISO1 and FMISO2 are given

in Table 4.5. Furthermore, resulting p-values from the paired t-test are given. Even though differences

between FMISO1 and FMISO2 PET data sets were observed, for example volume measurements from

observer 3 decreased from approximately 18 ml to 16 ml, none of the measured volume differences

were shown to be significant. Furthermore, mean TMR and TMRmax measurements did not vary

significantly between FMISO1 and FMISO2 as well.

Table 4.5.: Image parameters were derived from contours drawn manually and automatically on subsequent FMISO
PET before and after the first week of combined radiochemotherapy. Neither volume nor target-to-
muscle-ratio TMR measurements were significantly different between both scans.

Measurement FMISO1 FMISO2 p-value
Volume by observer 1 23.68± 24.92 25.49± 38.45 0.838
Volume by observer 2 16.56± 18.69 17.16± 23.93 0.919
Volume by observer 3 17.71± 14.85 16.17± 16.75 0.722
Volume ant-based A 15.99± 13.17 15.75± 14.13 0.950

Volume by T1.6 23.12± 22.53 21.24± 21.36 0.754
TMR by observer 1 1.75± 0.22 1.80± 0.30 0.509
TMR by observer 2 1.85± 0.27 1.93± 0.39 0.422
TMR by observer 3 1.85± 0.26 1.91± 0.38 0.528

TMRmax by observers 2.54± 0.57 2.63± 0.86 0.630
TMR ant-based A 1.91± 0.41 1.97± 0.60 0.680
TMR by T1.6 1.84± 0.15 1.86± 0.21 0.731

Table 4.6 shows the results from contour comparison within the two FMISO PET scans. Firstly, the

contour differences generated by observers were comparable to differences measured when comparing

observers segments O with those generated by the ant-based algorithm A or the thresholding approach

T1.6. The measured differences were not significant as expressed by high p-values. One tested fig-

ure of merit comparing differences in the FMISO2 data set, the relative volume error δVO vs. T1.6 =

55.78± 36.19 %, was significantly decreased compared to relative volume error observed between the

observers δVO vs. O = 107.64±82.56 %. In the other cases, the observed differences allow to state that

automatically-created contours were of comparable quality as manually-created contours. In summary,

independent from the chosen approach for contouring, either manually or automatic using the algorithms

A or T1.6, contour distances of about 5 mm and volume errors of about 11 ml were observed. None of

the two tested algorithms delivered a clear advantage for contour quality in comparison to each other or

to manual delineation.

The comparison of contour-pairs from the two subsequent FMISO PET scans delivered another insight.

The results of the contour comparison using Jaccard index, bilateral mean contour distance, absolute

and relative volume error are given in Table 4.7. The intra-observer- and intra-algorithm-variability of

contours between the PET scans is documented in this table. Corresponding boxplots are given in Fig-

ure 4.17. The intra-observer comparison results suggest more different contours in both scans compared
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Table 4.6.: Comparing contours from observers and algorithms drawn on the FMISO1 and FMISO2 data sets. The
figures of merit deliver inter-observer-differences and observer-algorithm differences which were not
significant except the relative volume error in FMISO2: In this case, the thresholding algorithm T1.6
showed significantly smaller differences than the inter-observer-differences.

FMISO1 vs. FMISO1 O vs. O O vs. T1.6 p O vs. A p

Jaccard index J 0.43± 0.14 0.47± 0.15 0.294 0.46± 0.11 0.390
Contour dist. dbil,c/mm 4.75± 2.00 4.82± 1.85 0.888 4.59± 2.12 0.779

Volume error ∆V/ml 10.53± 8.85 7.29± 6.43 0.129 8.23± 9.70 0.366
Rel. vol. error δV/% 123.52± 188.85 49.94± 38.23 0.053 52.27± 58.21 0.067

FMISO2 vs. FMISO2 O vs. O O vs. T1.6 p O vs. A p

Jaccard index J 0.43± 0.15 0.45± 0.14 0.595 0.42± 0.13 0.879
Contour dist. dbil,c/mm 4.31± 1.79 4.96± 1.98 0.209 4.70± 2.48 0.510

Volume error ∆V/ml 12.73± 21.55 9.99± 11.47 0.562 10.88± 18.15 0.735
Rel. vol. error δV/% 107.64± 82.56 55.78± 36.19 0.004 77.63± 105.53 0.250

to the algorithms. An example set of contoured images visualising this fact is given in Figure 4.18: While

observers interpret local signal changes in the image and drew different contours in both scans, the

thresholding and the ant-based approach were robust against those local changes and created similar

contours. However, depending on which figure of merit is analysed for the thresholding algorithm T1.6

these differences were signifcant or not. As shown for the inter-observer comparison, the contour dis-

tances were about 5 mm and absolute volume errors about 10 ml. The ant-based segmentation algorithm

showed an improvement for contour similarity. When comparing contour differences between observers

and ant-based delineation contour distance and volume error were significantly smaller with 3 mm and

3 ml, respectively. To visualise differences in volume measurements of the observers and algorithms

between the two PET scans, Bland-Altman plots are given in Figure 4.19. Obviously, the volume differ-

ences between the PET scans are minimised using the ant-based segmentation algorithm. This suggests

that changes within the irradiated tumour volume during the first week of combined radiochemotherapy

influence ant-based contours only to a limited degree.

Table 4.7.: When comparing intra-observer-differences between FMISO1 and FMISO2 with differences of the two
algorithms A and T1.6, smaller volume differences were observed for both algorithms. However, only
the contour comparison results of algorithm A between FMISO1 and FMISO2 were concordantly sig-
nificantly improved to the intra-observer contour similarity. The thresholding algorithm T1.6 revealed
significant differences only in the bilateral mean contour distance metric.

FMISO1 vs. FMISO2 O vs. O T1.6 vs. T1.6 p A vs. A p

Jaccard index J 0.34± 0.14 0.42± 0.20 0.112 0.54± 0.14 0.000
Contour dist. dbil,c/mm 5.31± 1.98 4.19± 1.66 0.029 3.26± 1.24 0.000

Volume error ∆V/ml 10.70± 15.68 10.00± 13.41 0.860 2.61± 2.18 0.010
Rel. vol. error δV/% 96.99± 125.19 101.46± 267.07 0.937 18.00± 11.78 0.002
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(a) Jaccard index (b) Contour distance

(c) Volume error (d) Rel. volume error

Figure 4.17.: Boxplots summarising the figures of merit used for contour comparison between the two FMISO PET
scans reveal that both algorithms improve contour-reproducibility compared to the observers.
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(a) Observers, FMISO1 (b) Threshold T1.6, FMISO1 (c) Ant-based, FMISO1

(d) Observers, FMISO2 (e) Threshold T1.6, FMISO2 (f) Ant-based, FMISO2

Figure 4.18.: In the given pair of FMISO1 (a-c) and FMISO2 (d-f) data sets corresponding contours of the ob-
servers and algorithms are shown. Contours visually appear more reproducible if the contours were
generated automatically by the algorithms T1.6 and A.
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(a) Observer 1 (b) Observer 2

(c) Observer 3 (d) Threshold T1.6

(e) Ant-based

Figure 4.19.: The observed volume differences between subsequent FMISO PET scans and manually-created
contours depended on the observer who did the delineation. The thresholding algorithm T1.6 showed
volume differences similar to the volume differences observed between manually-created contours.
However, the ant-based algorithmAminimised the volume error observed between the contours from
both scans.
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Comparing the TMR measurements between the subsequent FMISO PET scans revealed increased

TMR changes determined by the ant-based approach as shown in the Bland-Altman plots in Figure

4.20. While the observers concordantly determined TMR changes between −0.5 and 0.5, the ant-

based approach determined slightly larger variances. Thus, the decreased volume differences of algo-

rithm A shown in the previous paragraph lead to increased TMR differences. The example pair of PET

data sets and corresponding contours given in Figure 4.21 may explain this observation: While observers

and the thresholding approach T1.6 determined volume changes between the subsequent FMISO PET

scans, the ant-based approach outlined more similar target volumes. Thus, changes in mean TMR

within the FMISO-positive volume were detectable more distinct using the ant-based approach compared

to the thresholding algorithm T1.6 and the observers.
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(a) Observer 1 (b) Observer 2

(c) Observer 3 (d) Threshold T1.6

(e) Ant-based

Figure 4.20.: Bland-Altman plots visualise the differences in TMR estimation. While observers and the ant-based
algorithm A revealed differences in TMR estimation of usually not more than 0.5, algorithm T1.6
showed decreased differences in TMR estimation up to approximately 0.3.
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(a) Observers, FMISO1 (b) Threshold T1.6, FMISO1 (c) Ant-based, FMISO1

(d) Observers, FMISO2 (e) Threshold T1.6, FMISO2 (f) Ant-based, FMISO2

Figure 4.21.: In this pair of clinical FMISO PET data sets, contour reproducibility appears improved using the algo-
rithm A. In this case the three observers measured almost constant TMR measurements of 1.62,
1.88 and 1.54 for FMISO1 and 1.59, 1.84 and 1.58 for FMISO2, respectively. The thresholding algo-
rithm T1.6 measured a TMR slightly decreasing from 1.81 in FMISO1 to 1.74 in FMISO2. However,
algorithmA revealed TMR decreasing from 1.75 in FMISO1 to 1.51 in FMISO2. Thus, in this case,
only algorithm A was able to value the decrease of TMR within the target volume. This is related to
a smaller volume error of the ant-based approach between the two PET scans.
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This chapter summarises findings from the performed experiments and points out how the results may

be interpreted. Experimental procedures are justified in detail. Furthermore, limitations for using the

proposed ant-based segmentation algorithm are given.

5.1. Phantom experiment

The phantom experiment introduced in section 3.1.1 allowed to simulate various contrast levels in the

resulting PET data sets without interacting with the phantom itself. Usually, those phantom measure-

ments are interrupted by the experimenter to increase the background activity manually. This includes

repositioning of the phantom. In the applied setup this interruption is not needed, because background

and target volumes contain radionuclides with a different half-life. Thus, the contrast changes with time

without the need for interaction. This advantage of unnecessary registration of the single PET data sets

allows voxel-by-voxel analysis and direct comparison of contours created on any PET data set of the

phantom.

However, some disadvantages must be discussed. Firstly, the introduction of two radionuclides in one

phantom creates a situation which is not relevant in clinical practice. Through different mean positron

ranges of the both nuclides, 2.9 mm for [68Ga]-gallium and 0.6 mm for [18F]-flourine, a gradient be-

tween target and background may appear which would not be observed in clinical images. However,

the fact that the intrinsic spatial resolution of the PET scanner is approximately 5 mm suggests that the

effect may not be detectable in the images. The effects of scattering as introduced in section 2.1.3 may

be overwhelming. Additionally, the gradient around a solid glass-sphere would be different from the gra-

dient in clinical images, because the glass sphere is a inactive region inducing changes on the objects

boundary in the image, because of the spill-in effect. Furthermore, under low contrast conditions, the

glass spheres became visible in the PET images as shown in Figure 5.1. The reason is that only if back-

ground and target show similar activity concentration, the inactive glass walls become visible as valley

within the activity distribution. Otherwise the spill-over effect introduced in section 2.1.4 hides the glass

under the gradient of the adjacent volumes. Thus, a phantom experiment utilising glass spheres may

not be the optimal approach for calibrating or evaluating a segmentation algorithm (Hofheinz et al., 2010;

van den Hoff and Hofheinz, 2012). Secondly, the wax spheres used to overcome the glass-wall related

issues were also not optimal target-simulating objects. The approach introduced by (Bazañez-Borgert
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et al., 2008) suffers from a complicated production process (Haase et al., 2010). When the solution of

gallium-chloride is mixed with hot wax, the solved substance anneals and introduces small crumbs of

gallium-chloride. These crumbs may later appear as hot regions in the PET images, as shown in Figure

5.2. Furthermore, the wax spheres were put into a refrigerator to accelerate the hardening-process. If

hardening happens too fast, the wax spheres may contain breaks, which may be seen as inactive regions

in the PET images.

Figure 5.1.: When glass spheres are used in a PET phantom to simulate target volumes, the spheres introduce
a inactive region between target volume and background. This inactive region is visible within the
PET images and profiles along a line through the target volume (red arrows), when the contrast be-
tween target and background is low. Especially in such a case the influence of the glass sphere to a
segmentation result must be taken into account.

Figure 5.2.: Utilising wax spheres in a PET phantom experiment eliminates the influence of inactive regions be-
tween target and background volumes. However, producing wax spheres with a homogeneous activity
distribution is a complicated process. In the visualised case, a wax sphere is shown that includes a hot
region and a region within the wax sphere where the activity concentration is hardly higher than the
background (orange arrow).

Finally, the influence of the usage of different nuclides was assumed to be not relevant for PET imaging,

while the imponderables introduced by glass spheres and wax spheres were assumed to be more rele-

vant. Thus, for a clinically acceptable evaluation of a new algorithm, comparisons of contours created on

patient data sets under clinically relevant conditions, or more precisely created by experienced physicians

82



5.2. Registration and resampling procedure

and medical physicists on a clinical research workstation, was focussed in the presented analysis.

5.2. Registration and resampling procedure

Before the experienced observers were allowed to draw target volume outlines on the PET data sets, the

data sets needed to be registered and resampled. Only registered data sets allow analysing spatial shifts

of volumes or volume changes like growth or shrinkage during therapy and voxel-by-voxel analysis. How-

ever, registration is a process which may result in PET images which are dislocated to a small degree.

The time consuming process of CT-CT-registration and afterwards correcting the registration parame-

ters by visual inspection of the corresponding CT-PET-fusion, introduced in section 3.1.4, was chosen to

minimise the effect of registration errors. The possible alternative of doing only CT-CT-registration and

application of the registration parameters to the PET images was seen as possible accumulation of regis-

tration errors between three pairs of images. If CT and PET images, which were acquired in tandem, are

misregistered because the patient moved between CT and PET scan, there could be a registration error

of some millimetres. If this happens in two PET/CT scans and CT-CT-registrations result in a registration

error of some millimetres, these three registration errors may be accumulated resulting in a clearly visible

misregistration and hindering the desired analysis. In the applied approach, every single PET image was

registered to the initial CT image and furthermore, all PET images were visually checked for registration

errors with the initial CT and the initial FDG PET image. This apparently complicated process of regis-

tration quality assurance was seen as the best practically available procedure for image registration in

this study. One limitation of the further usage of the registered images should be given: voxel-by-voxel

analysis of objects located distant to the primary tumour may be impossible using these registered data

sets, because the registration was focussed on the primary tumour and directly surrounding tissues.

Misalignment of distant FMISO-positive lymph nodes was obvious in some data sets. Analysis of lymph

nodes was not performed in this study and thus, registration accuracy for them was not relevant.

Furthermore, the resampling technique must be taken into account to determine influences on the image

data. Resampling is the process of transferring an image from one coordinate system and matrix size to

another system and matrix. Resampling includes recalculation of all voxel values by interpolation. Thus,

if voxel values, such as SUV , should be determined, in general non-resampled data should be preffered,

to eliminate errors introduced by interpolation. This may indeed be more relevant, if maximum values are

of interest (Haase et al., 2014). Figure 5.3 shows an example FMISO PET data set where changes in

SUVmax were observed when resampling the PET image to the coordinate system of its corresponding

CT.

However, when accurate contouring is of primary interest and delineation software only supports outlining

on voxel-size, it is recommended to resample the data to get more accurate contours. Most of the soft-

ware packages available for delineation anyhow display interpolated views on the PET images. From this

point of view it is not relevant if an observer outlines resampled images that are viewed using interpolation

or non-resampled images viewed using interpolation. For the observers eye, both images may not be

differentiable. Furthermore, if the observers outline images in an interpolated view, the algorithm should
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(a) (b)

Figure 5.3.: When comparing voxel statistics of resampled and non-resampled PET data sets, it is obvious that
values differ between these images. The ant-based determined target volume in an FMISO PET image
shown in this example (pink outline) has a SUVmean,r = 2.09 ± 0.15 in the resampled case (a) and
SUVmean,nr = 2.07 ± 0.25 in the non-resampled case (b). The SUVmax,r = 2.57 in the resampled
image is decreased to a small degree compared to the non-resampled image with SUVmax,nr = 2.74.
Thus, especially the SUVmax may be influenced by resampling.

be applied to a similar situation to make contours from observers and algorithm comparable. Otherwise,

the automatically generated contours would have a rectangular shape as shown in Figure 5.4.

If accurate voxel statistics for non-resampled PET data sets are needed in future research, the software

presented in section 3.3, which was developed as part of this thesis, allows this analysis. Transforming

contours from a small voxel size to a large voxel size introduces some kind of information-loss, but this

may be the best practical way to determine SUVmax from data actually delivered by the clinical scanner.

How contours may look like if they are transformed from the CT image coordinate system with smaller

voxel size to the PET image coordinate system with larger voxels, is shown in Figure 5.4. However,

generating the target volume definitions is also possible in the coordinate system of the PET image but

results in unnatural appearing target volume definitions with a rectangular shape. Depending on the

focussed issue, for example determination of maximum versus mean voxel values, it must be discussed,

to which coordinate system the segmentation algorithm should be applied and if contour transformation

introduces information loss or not. Depending on the purpose of the analysis, it would also be an asset to

disable resampling. In general, voxel value statistics should be performed in non-resampled image data,

because resampling changes the voxel values in a certain VOI, which were acquired by the scanner. For

contour comparison and evaluation of segmentation algorithms, resampled data with decreased voxel

size should be preferred.

The applied combination of various software packages introduced in sections 3.1.4 and 3.1.6 appears

overstated. However, for every single task, registration, resampling, manual contouring and contour

comparison, a decision on which software should be used were made carefully. For the initial step of

automatic CT-CT-registration, Pinnacle was used, because it was the only available clinically certified

software which allowed registration and viewing of registration parameters. Only in this software it was

possible to read out the rigid registration parameters to enter them in other software. For resampling the
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5.2. Registration and resampling procedure

(a) Contour in CT image coordinate
system

(b) Contour transformed from CT to
PET image coordinate system

(c) Contour created in PET image coor-
dinate system

Figure 5.4.: Two contours in blue and green generated on resampled PET data in the coordinate system of the
CT are shown in figure (a). When this contour is transferred to the coordinate system of the PET (b),
a different segmentation result may be present as compared to contours which were created in the
coordinate system of the PET image (c).

images, Rover was used because at that time, it was the only in-house available software that allowed

resampling and storing the resulting images in DICOM file format for further processing. For ease-of-use,

Rover was also used for manual registration correction, pseudonymisation and quality assurance. The

experienced radiologist viewed the image fusion of all PET images with the initial CT in Rover. The check

if FMISO PET and FDG PET images were registered sensefully, was performed in the Geisterr software

presented in section 3.3, because checking PET-PET image fusion deserves special viewing options

such as non-standard colour tables. For manual definition of the volume of interest (VOI), Rover was used

as well, because this step was done by the experienced radiologist, who also did the registration check.

Thus, it was possible to do both steps during the same session. Furthermore Rover allowed exporting the

VOI-definitions in a non-proprietary file format, which can be read by other registration software. Manual

delineation of all FMISO PET data sets was then performed on Syngo workstations, because two of the

observers were already familiar with the software. Automatic contouring was performed in Rover with

the algorithm proposed by (Hofheinz et al., 2012c), because Rover already included an implementation

of the published algorithm. All the other established PET segmentation algorithms introduced in section

2.5.2, as well as the proposed ant-based method, were implemented in Geisterr software as well to have

all available in one place. Contour comparison for determination of the figures of merit introduced in

section 2.3 was also implemented in the same software.
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5.3. Optimisation and calibration

Even though segmentation algorithms are under development for years, there is still controversy about if

and how accurate calibration can be done. On the one side, algorithms were published which need no

calibration (Hofheinz et al., 2012c). In such a case, the calibration is not needed, because the algorithm

iteratively determines needed parameters, such as background activity, from the image. Calibration from

phantom experiments could introduce additional error sources, such as inactive glass walls (Hofheinz

et al., 2010; van den Hoff and Hofheinz, 2012). From this point of view, a robust algorithm could indeed

be in no need of calibration. However, on the other side, algorithms were published for which a calibration

is strongly recommended. A multicentre calibration performed by Schaefer et al. of a threshold-based

algorithm revealed quite different parameter settings depending on which scanner and protocol was

utilised (Schaefer et al., 2012). But also in this study it was shown that the calibration of an algorithm for

scanners identical in construction leads to parameter settings with only small differences.

The detailed calibration of the τmin parameter of the proposed algorithm in section 4.3 revealed that dif-

ferent methods of calibration, especially the choice of figures of merit, may lead to different parameter

settings. The reason is that volume-over- and -underestimation is weighted differently by different figures

of merit as shown in section 2.3.9. When defining τmin,opt = 90 as compromise the contour distance was

seen as more important than the Jaccard index, because of this effect. The calibration of the τmin param-

eter furthermore showed that its value cannot be determined exactly, because it depends on inspected

patient data sets and the reference generating observers used as reference. The Jaccard index mea-

surements differed only to a small degree, even if the pheromone threshold was increased or decreased

by 10. Furthermore, choosing different pheromone threshold τmin values such as 80, 90 or 100 lead to

contour differences which were about 1 mm (Haase et al., 2013b). Contour differences of the ant-based

approach in subsequent FMISO PET scans, presented in section 4.5, were smaller compared to con-

tour differences between observers, which were about 5 mm. Also, automatic contours on different PET

scans, which were different by about 3 mm. Thus, the recommended pheromone threshold τmin = 90

can be used certainly, because its determination and evaluation was done in very detail.

The calibration furthermore showed that contour errors and uncertainties of 6 to 10 mm must still be

expected when working with FMISO PET. This is independent from the applied contouring technique: For

both, manually-created contours as well as automatically-created contours, cases were observed where

such differences between target volume definitions were present. For a clinical application of FMISO PET-

based derived contours, double-checking by experienced observers is recommended. Furthermore, the

measured contour distances can guide appropriate safety-margins, if FMISO PET-based contours may

play a role in radiotherapy planning. In head-and-neck-cancer anyhow margins between CTV and PTV

of about 8 mm are used. If an algorithm reveals large contour differences when applied, for example to

subsequent FMISO PET scans, the margin could be increased to cover more of the volume of uncertain

FMISO signal. However, reducing margins is in interest for many radiooncologists. For this purpose,

FMISO PET based radiotherapy treatment planning may not be recommended due to the observed

uncertainties.
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The test and validation cohorts used in the optimisation procedure were of different sizes, which may

affect the resulting optimal threshold used for contouring. However, the used separation was defined by

the study protocol of the exploratory trial (Zips et al., 2012). At the time of writing this thesis, the trial

and image analysis is still on-going. However, the proposed algorithm and its calibration procedure may

be repeated as soon as the last patient data set was processed in the study. For a more robust cross-

validation analysis, larger groups would be needed anyhow. However, the fact that contour differences

between algorithm and observers were not significantly different from differences between observers may

still be present in a larger patient cohort. Contrary, if observers learned to outline more consistently after

more patients were imaged, the calibration of the algorithm would not essentially suffer from differences

between the observers. The calibration could deliver parameters leading to contours even more similar

to manually-created contours. Thus, a more accurate automatic delineation could be possible.

Furthermore, the proposed algorithm was optimised and validated for the FMISO PET images acquired

at one site. It may not be applicable to images from other sites, because imaging and reconstruction

parameters may affect segmentation results. Thus, standardisation of PET image acquisition parameters

is worthwhile to harmonise segmentation results (Cheebsumon et al., 2011b,a).

5.4. Comparison with other algorithms

The comparison of the proposed algorithm revealed an alternative segmentation algorithm to the pro-

posed ant-based technique. The thresholding algorithm T1.6 which applies a threshold of 1.6 times

background activity concentration, also delivered reliable volume definitions. However, it must be high-

lighted that applying a standardised threshold to all data sets may deliver systematically biased image-

derived parameters, as shown in section 4.4. It cannot be assumed that a single threshold is reliably

applicable to different patients (Biehl et al., 2006). Furthermore as also shown in section 4.4, the T1.6

approach delivered underestimated volume definitions if the target-to-background ratio as determined by

the observers was below 1.6. The consequence is obvious: volumes as defined by observers with mean

activity concentration below 1.6 times background activity, cannot be delineated using this thresholding

approach. But such volumes were observed in about a quarter of the cases where observers consis-

tently defined an FMISO-positive volume. These low contrast volumes cannot be explained with noise

effects: usually noise levels of about 20 % are observed in the background volume of FMISO PET scans

in the scanner setting applied (Abolmaali et al., 2012). Small regions with TMR = 1.2 may be a result

of noise. But for example a massy target volume with mean TMR = 1.4 is obviously distinguishable

from a noise-related structure. Thus, especially for low-contrast data sets with TMR < 1.6, ant-based

delineation is recommended. Furthermore, if the T1.6 approach underestimates volumes with low con-

trast, but in average determines correct volume measurements, the consequence is that target volumes

with high contrast are overestimated. However, a similar effect was observed using the ant-based ap-

proach: volumes with high contrast were underestimated. Thus, FMISO PET based volume definitions

with TMR > 2.5 should be reviewed carefully. In the present study, only a hand full of data sets with

volume definitions with TMR > 2.5 were observed. Alternatively, depending on the measured TMR
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value, segmentation results from other algorithms, such as the T1.6 approach, should be considered for

further volume analysis.

A similar analysis of reliability of ant-based contours and therefrom derived parameters shall be men-

tioned: it is possible to use the mean TMR of volume definitions for distinguishing between contours

that were defined FMISO-positive and -negative consistently by the three observers. By ROC analysis,

a threshold TMRmin = 1.4 was defined to detect FMISO-negative cases with sensitivity of 89 % and

specificity of 83 % (Haase et al., 2013a). Thus, if the ant-based approach delivers a volume definition

with TMR < 1.4, it should be rejected as invalid. In such cases the probability is high that the observers

would not outline a target volume. Such an approach of contour analysis and -postprocessing may lead

to quality assurance methods applied in individual cases. Checking derived contours for meaningfulness

in such a way may also increase trust of clinicians in modern intelligent algorithms like the proposed

one.

5.5. Contour reproducibility

The most prominent observed advantage of ant-based segmentation was contour-reproducibility in sub-

sequent FMISO PET imaging. Contours derived from FMISO PET before and after the first week of

therapy revealed highest similarity using the ant-based approach. Observers and the T1.6 thresholding

approach were significantly outperformed by means of contour reproducibility in this analysis. How-

ever, there may be biological changes to tumour volumes and normal tissue during the first week of

radiochemotherapy. If these changes should be measured using a segmentation algorithm, it is not

worthwhile to recommend an algorithm that oversees these changes. However, applied contour compar-

isons showed that contour differences between algorithm and observers were not significantly different

from differences between the observers. This was true for both subsequent FMISO PET data sets. Thus,

the signal changes during early therapy may not be quantified savely by manual contouring because of

the inter-observer-variability, but could be determined more reliably using automatic routines such as the

ant-based approach.

On the other hand, local signal changes should not be misinterpreted as radiation-induced biological

effects. Physical effects like the partial volume effect and noise may lead to visually moving hot spots

between the imaging timepoints. However, these changes should not induce a large change in volume

measurements. Furthermore, a huge change of the hypoxic volume would not be easy to explain. How-

ever, in a previous analysis of the first 25 patients, in 5 cases, an increase of the hypoxic volume by

more than 100 % was observed using a fixed threshold of 1.6 times background activity concentration

(Zips et al., 2012). These changes could be explained by radiation-induced changes of tumour perfusion

and thus reoxygeneation of the hypoxic volume. But also image analysis related effects, such as signal

changes in the background volume can lead to increasing or decreasing hypoxic volume measurements.

Thus, a background-indepentend method should be preferred. In the other 20 cases the hypoxic volume

stayed almost stable or decreased during the first therapy week. A change of mean or maximum tracer

uptake would be easier to explain, because reoxygenation of tumour tissue may appear during the first
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week of radiochemotherapy. Furthermore, differences in volume estimation cannot be explained by reg-

istration errors. But differences in contour distance measurements may be related to registration errors.

In both figures of merit, volume error as well as contour distance, similar observations were made: the

algorithms contours are more reproducible between both PET scans than manually-created contours.

Finally, the thresholding approach T1.6 depends not just on the definition of the volume of interest but

also on the definition of the background volume. Thus, for its application, two user-related error sources

are present. The ant-based approach does not deserve a predefined background volume, the scout ants

determine surrounding background activity indirectly. Thus, the ant-based approach is less observer

dependent than the thresholding approach using reference background activity.
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In the present thesis, a new PET volume segmentation algorithm based on the behaviour of virtual

ants was optimised and validated. The algorithm is specialised on low contrast PET data sets which

appear in hypoxia imaging using FMISO PET. A detailed review of the research field of FMISO PET

image analysis for the purpose of quantitative image analysis, for example for patient prognosis assess-

ment, and radiotherapy treatment planning was given. Furthermore, methods for contour comparison

and thus, the evaluation of segmentation algorithms were systematised to allow correct interpretation of

validation results. The new algorithm was reviewed in detail as well. A number of algorithm parameters

were reviewed, because they were analysed, presented and discussed in detail in previous publications.

The applicability of the algorithm to clinical PET data sets was shown using four software experiments.

Firstly, its principle was evaluated: The pheromone field the ants use for indirect communication allowed

more accurate volume delineations by thresholding than the PET data sets from the phantom experiment

which were processed to generate the pheromone fields. Thus, in principle further processing of the

pheromone field to determine a volume definition is worthwhile. Secondly, the optimal threshold for seg-

menting the pheromone field after processing FMISO PET images from head-and-neck-cancer patients

was determined and reviewed using cross-validation. The optimal threshold delivered contours which

were not inferior to manually-created contours from experienced observers. The automatically-created

contours were similar to the manually-created contours to a degree like the manually-created contours

from different observers were similar to each other. The third experiment was performed to compare the

results of the proposed segmentation algorithm with established methods in the field of PET image seg-

mentation. During this experiment, another rather simple segmentation algorithm based on the threshold

of 1.6 times background activity delivered reliable segmentation results as well. It stands to reason that

the ant-based technique was superior if target volumes with activity concentration below 1.6 times back-

ground activity concentration had to be outlined. Thus, the ant-based algorithm is recommended for low

contrast FMISO PET image analysis. Furthermore, it is less observer dependent, because the ants do

not deserve a definition of a background volume, hence background signal. The virtual ants used in the

algorithm indirectly determine background activity concentration on their own. Another advantage may

be seen in the time needed for volume delineation, while an experienced observers needs minutes to

inspect and outline a hypoxic target volume, the algorithm finishes segmentation in less than a minute. In

the fourth and final experiment, contour reproducibility on subsequent FMISO PET imaging was studied.

The study is limited in interpretability because during the time between the scans, the patients retrieved

the first fractions of radiotherapy. Thus, changes in tracer distribution may be observed and thus lead to

varying contours in these two compared FMISO PET data sets. On the one hand, ant-based contours
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were not significantly different from those of the experienced observers. And on the other hand, con-

tours drawn on different FMISO PET images of the same patient were significantly more reproducible

using the ant-based technique. The contradiction of these two facts demonstrates an advantage of the

algorithm: it allows mostly observer-independent volume delineations and target-to-muscle TMR mea-

surements. Without such a reliable algorithm, accurate mean TMR estimation may be impossible. For

this reason the proposed algorithm is further recommended for application in clinical research on FMISO

PET imaging. The algorithm is specialised on low contrast FMISO PET images and thus, its contours

should always be reviewed and probably corrected by experienced clinicians, especially if mean TMR

is above 2.5. Furthermore, if the algorithms delivers contours with mean TMR below 1.4, the contour

should be rejected, because the probability that experienced observers would define the corresponding

data set as FMISO-negative is high. The present thesis outlines a way for optimising the ant-based al-

gorithm to one specific image modality and rather, one specific PET tracer. The same methods could

be used to optimise the algorithm to other tracers, such as FDG, and furthermore to other modalities.

For example, diffusion weighted MRI also delivers image data with low contrast between target volume

and background. Thus, applying and evaluating ant-based image segmentation in other fields of medical

image processing appears promising.
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7. Kurzfassung

Im Forschungsfeld moderner Radioonkologie ist heute Therapieindividualisierung ein Kernthema. Dabei

werden verschiedene Biologie-basierte Ansätze zur Therapieanpassung diskutiert, von denen viele auf

tomographischer Bildgebung der Tumorbiologie basieren. Oft genannt wird in diesem Kontext Positronen-

emissionstomographie (PET) unter Nutzung des Tracers [18F]-fluoromisonidazol (FMISO) für Hypox-

iebildgebung. Hypoxie ist deswegen so wichtig für die Strahlentherapie, weil hypoxische Tumoren sich

durch erhöhte Strahlenresistenz auszeichnen. Weiterhin haben Patienten mit hypoxischen Tumoren

im Allgemeinen eine schlechtere Prognose als Patienten mit normoxischen Tumoren. Somit liegt Hy-

poxiebildgebung für Adaption der Strahlentherapie auf der Hand. Beispielsweise könnte FMISO-PET-

Bildgebung dazu genutzt werden, sogenannte Hypoxiezielvolumendefinitionen zu erzeugen, die dann

im Rahmen der Strahlentherapie mit höheren Strahlungsdosen behandelt werden, um den therapeutis-

chen Effekt zu erhöhen. Dabei wird die Bildanalyse jedoch durch niedrigen Kontrast zwischen Zielvol-

umen im FMISO-PET und Bildhintergrund erschwert. Etablierte Methoden zur Zielvolumenabgrenzung

in PET-Bilddaten versagen bei der Verarbeitung von FMISO-PET. Im Rahmen dieser Dissertationsschrift

wurde sich auf diesen Aspekt konzentriert. Ein vorher für FMISO-PET entwickelter Schwarmintelligenz-

basierter Segmentierungsalgorithmus wurde optimiert und validiert in einem klinisch relevanten Versuch-

saufbau. Dazu wurden FMISO-PET-Bilddaten genutzt, die im Rahmen einer klinischen Studie an der

Klinik und Poliklinik für Strahlentherapie und Radioonkologie des Universitätsklinikums Carl Gustav Carus

Dresden aufgenommen wurden. Der Algorithmus wurde auf diese Bilddaten angewandt und mittels eines

Kreuzvalidierungs-Ansatzes optimiert, bei dem manuell erzeugte Konturen von erfahrenen Observern als

Referenzkonturen zum Einsatz kamen. Anschließend wurden die Eigenschaften des Algorithmus und die

der resultierenden Konturen im Detail studiert. Dabei zeigte sich, dass die automatisch erzeugten Kon-

turen denen der Observer zu einem Grad ähnlich sind, wie die manuell erzeugten Konturen einander

ähneln. Somit ist der Einsatz des Algorithmus in klinischer Forschung empfehlenswert, um Observerab-

hängigkeiten zu eliminieren. Weiterhin konnte gezeigt werden, dass wiederholte FMISO-PET-Bildgebung

vor Therapie beziehungsweise kurz nach Beginn der Therapie zu manuell erzeugten Konturen führte,

die signifikant stärker voneinander abwichen als automatisch generierte Konturen unter Nutzung des

vorgeschlagenen Algorithmus. Erhöhte Konturübereinstimmung in aufeinanderfolgend aufgenommenen

Bilddaten verdeutlicht die Observerunabhängigkeit des Algorithmus. Während mehrere Observer unter-

schiedliche Konturen liefern, in identischen Datensätzen als auch in aufeinanderfolgender Bildgebung,

erzeugt der Algorithmus stabiliere Konturen in beiden Fällen. Höhere Konturreproduzierbarkeit kann also

durch den Einsatz des Algorithmus erreicht werden.
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8. Summary

In the field of radiooncological research, individualised therapy is one of the hot topics at the moment.

As a key aspect biologically-adapted therapy is discussed. Therapy adaption based on biological param-

eters may include tomographic imaging to determine biological properties of the tumour. One often in-

voked imaging modality is positron emission tomography (PET) using the tracer [18F]-fluoromisonidazole

(FMISO) for hypoxia imaging. Hypoxia imaging is of interest, because hypoxic tumours are known to be

radiorestistant. Even further, patients with hypoxic tumours have worse prognosis compared to patients

with normoxic tumours. Thus, hypoxia imaging appears promising for radiotherapy treatment adaption.

For example, volumetric analysis of FMISO PET could deliver additional hypoxia target volumes, which

may be irradiated with higher radiation doses to improve the therapeutic effect. However, limited contrast

between target volume and background in FMISO PET images interferes image analysis.Established

methods for target volume delineation in PET do not allow determination of reliable contours in FMISO

PET. To tackle this aspect, this thesis focusses on an earlier developed swarm intelligence based seg-

mentation algorithm for FMISO PET and rather, its optimisation and validation in a clinically relevant

setting. In this setting, clinical FMISO PET images were used which were acquired as part of a clinical

trial performed at the Clinic and Policlinic for Radiation Therapy and Radiooncology of the University

Hospital Carl Gustav Carus Dresden. The segmentation algorithm was applied to these imaging data

sets and optimised using a cross-validation approach incorporating reference contours from experienced

observers who outlined FMISO PET positive volumes manually. Afterwards, the performance of the algo-

rithm and the properties of the resulting contours were studied in more detail. The algorithm was shown

to deliver contours which were similar to manually-created contours to a degree like manually-created

contours were similar to each other. Thus, the application of the algorithm in clinical research is recom-

mended to eliminate inter-observer-variabilities. Finally, it was shown that repeated FMISO PET imaging

before and shortly after the beginning of combined radiochemotherapy lead to manually-created con-

tours with significantly higher variations than the variations of automatically-created contours using the

proposed algorithm. Increased contour similarity in subsequently acquired imaging data highlights the

observer-independence of the algorithm. While several observers outline different volumes, in identical

data sets as well as in subsequent imaging data sets, the algorithm outlines more stable volumes in both

cases. Thus, increased contour reproducibility is reached by automation of the delineation process by

the proposed algorithm.
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