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We are building a trans-disciplinary testbed that will
democratize data-driven scientific discovery by connecting
an open network of institutions, including minority serving
institutions and with a shared, modular, containerized data
delivery environment.



We are building a trans-disciplinary testbed that will
democratize data-driven scientific discovery by connecting
an open network of institutions, including minority serving
institutions and with a shared, modular, containerized data
delivery environment.

— Need for global index of data available
within National Science Data Fabric
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Services &
Building Blocks

CHESS Thinkmate rack 190TiB short paper - GITHUB
UMich Supermicro Rack 144TiB [

NSDF-dts

Add repositories to our federation

(Material Commons, Digital Rocks, NSD F-catalog

Chess, NIST etc)

Services for parallel and fast conversion (

etc) to Analysis ReadtyCloud Optimized

from scientific file formats (netcDF, HD5 NS DF-workflow ]
J

(ARCO) File Format

Streaming and visualization services to NSDF-stream ]

access the data remotely. Coarse-to-fine

'NSDF-openvisus-
openvisus DB with jupyter notebook? commons

material commons to catalog all

Support for the Inter Planetary file system
for peer-to-peer distributed storage. More
oriented to never-loose-your-data / cloud-

storage- Glacier like accesses

NSDF-ipfs

Mount object-storage as a file
system. Simplify data access to

Data transfer services. Like Globus but object-oriented. Set- computer scientists with a friendly
the-transfer and forget it using the NSDF infrastructure almost-POSIX file system

>

NSDF-fuse

NSDF
platform

J Commercial

Partners
User

Communities

NSDF-cloud

Create mini cluster (globally distributed and
hybryd) on-the-fly. Supporting either
educational clouds
(xsede,chamaleon,cyverse) and commercial
clouds (AWS,Google, Azure etc)
short paper - GitHub

Ve

N SDF_ 'u in Globally distributed key-value store for
| p g metadata storage. Fast (milliseconds)
access. Supports unique global namespace
with multi-regional UID. paper?

Track data movements and data

NSDF-mon itor accesses. View them. First prototype

on UCSD infrastructure

| NSDF‘WebSite J and socials, and webinar

’ NS DF-ed u Educational materials (e.g. Jupyter
g Notebooks, Playground etc)

{ N SDF_ c d n J Content delivery network with multi-
layered caching and object distribution.
Monitor data flows, push-pull policies,

cache evictions, dashboards etc.
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. cIoud prowders
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and Discovery
N S— NSDF-catalog
Chess NIST etc) with multi-regional UID. paper?
System Health &
Optimization
NSDF-monitor accesses. Vlgw them. First prototype

on UCSD infrastructure

Data Inventory

Services for parallel and fast conversion
from scientific file formats (netCDF, HD5 NS DF-workflow

etc) to Analysis ReadtyCloud Optimized
(ARCO) File Format

NSDF
NSDF-WebSite and socials, and webinar

platform

Streaming and visualization services to NSDF-stream

access the data remotely. Coarse-to-fine

NSDF-edu Educational materials (e.g. Jupyter
Notebooks, Playground etc)

NSDF-openvisus-
material commons to catalog all
openvisus DB with jupyter notebook? commons
) & 2 Content delivery network with multi-
Support for the Inter Planetary file system N S D F - f —L / \ NS D F'Cd n layered caching and object distribution.
for peer-to-peer distributed storage. More =IpTS e \ [ Commercial \ \ -/ Monitor data flows, push-pull policies,
/
oriented to never-loose-your-data / cloud- / { cache evictions, dashboards etc.
storage- Glacier like accesses / Partn ers
[ User \ \
\Communities

o 15



NSDF-Catalog: Challenges

® Support wide range of existing repositories

e (Catalog must be scalable to many entries with a pathway to trillions of
datasets, files, or objects

e Containerized to easy maintenance and scaling

e Catalog must be federated for efficient indexing and to offer user/provider
control over their data
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NSDF-Catalog: Architecture Overview
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Python require it, this can
be switched to a
No manual actions needed, as long as the REST Manual Actions: replicated setup.
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NSDF-Catalog: Challenges

# Collections # Entries Size
Repository (Bytes)
Digital Rocks Portal 148 17,285 6.1 TiB
Materials Commons 70 258.576 10.2 TiB
Materials Data Facility 178 1,075,706 4.8 TiB
Arecibo Observatory 221 2,045,049 447.4 TiB
AWS Open Data 397 1,617,966,022 50,400.0 TiB
TACC/Ranch 184 1,091,321 20,500.0 TiB
zenodo.org 1,001,459 3,461,517 339.5 TiB
Dataverse 154,472 2,306,495 104.9 TiB
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NSDF-Catalog: Finding Similarities Across Research Repositories
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NSDF-Catalog: Finding Similarities Across Research Repositories
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NSDF-Catalog: Finding Similarities Across Research Repositories
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NSDF-Catalog: Finding Similarities Across Research Repositories
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NSDF-Catalog: Finding Similarities Across Research Repositories
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Summary

e Building a lightweight index for large amounts of scientific data is feasible
spread across a variety of different existing repositories

® There is structure across catalogs that can be leveraged to improve search
and also to optimize performance for the National Science Data Fabric

Outlook:
e We looking to collaborate with science teams that are sharing their or

depend on other data to better understand needs for NSDF-Catalog

® We are looking for scientists performing cross-disciplinary research that
would leverage our search and are willing to discuss their use case
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