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Motivation:

1. Support the work of materials scientists:

Design the materials science workflow
Parallelise computation

Scale the workflow for large-scale resources
Provide easy ways to execute the workflow

2. Provide the software framework to scale
scientific workflows beyond materials
science
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Material Science Workflow

Challenges:

> Large storage:
Input size: 6GB x n, output size:171GB x n (in TB)

> |ntensive computation: several days

i Reconstruct Image . Convert Image Stack Start Openvisus Visualization /
Downl HDFS5 fil . .
[ gutiload 21l | E ‘ Stack SEgentalon 5 l to OpenVisus Block server Analysis of Data

Fig. The six stages of the workflow represented in a linear way.
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Material Science Workflow

Similarities of many scientific workflows:

> |ntensive computation
> Large storage: big data

> Remote big-data retrieval: streaming services

i Reconstruct Image . Convert Image Stack Start Openvisus Visualization /
Downl HDFS5 fil . .
[ gutiload 21l | } l Stack SEgentalon 5 l to OpenVisus Block server Analysis of Data

Fig. The six stages of the workflow represented in a linear way.
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Contribution

Provide a framework to support execution of scientific workflows beyond
materials science :

> High-level workflow composition

> Job scheduling and resource management for heterogeneous resources:
GPU and CPU

> Scalable big-data storage

> Bring data close to computation .
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Material Science Workflow-- the framework

@ Y
: s > Jupyter Notebook:
User interface i Data analysis
b e— > Ansible:
( ® Perform large-scale deployment
Workflow management e Workflow definition
Q ® Environment provision
/ )
Resource management > Dask:
| z Scheduling and resource management
,
D > Kubernetes:
[CPU] (GPU| @ e Streaming service orchestration
— - e Fault tolerance
*S3: object storage .
*PFS: parallel filesystem ® AUtO'ScaIIng
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Material Science Workflow-- the architecture of the cluster

Compute Cluster

> Control node
------- T > Computation
' nodes i . .
» W 9 % > Data streaming services
@ © @ > External object storage
) ) X control node
Cloud object ' Sertikion
storage : Arsie os <= @
ogin [l:
Convert image stack to Openvisus block % —
Openvisus streaming services datajstreaming
""""" CPUnodes
*S3: object storage
*k8s:Cloud orchestrator

' Reconstruct Image Convert Image Stack Start Openvisus Visualization /
[Download HDFETIE | Stack segmentaton ‘ to OpenVisus Block server Analysis of Data
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Preliminary Resul

ts

Recon and Seg stages with 16 hdf5 as inputs

et s amen et st s e et

time (hours)

8 GPU nodes

16 GPU nodes

GPU per memory GPU vendor | local disk
node capacity capacity
1 23.4GB each | Quadro RTX | 210GB

6000

Configurations of 16 GPU nodes
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Conclusion Remarks and Future Work

Summary:

A hierarchy framework to perform resource management & orchestration
High-level workflow composition

Orchestration of Materials science workflow

Large-scale data retrieve via orchestrated streaming services

Preliminary results

YYVVY

Future work
> Portability supports: containerisation of the workflow
> Automatic container building and deployment
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