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eLife journal article
https://doi.org/10.7554/eLife.76965               

Why extend the bibliographic record?

https://doi.org/10.7554/eLife.76965


Software Citation Principles (2016): 
https://doi.org/10.7717/peerj-cs.86 

Data Citation Principles (2014):
https://doi.org/10.25490/a97f-egyk

https://doi.org/10.7717/peerj-cs.86
https://doi.org/10.25490/a97f-egyk


Github documentation

https://docs.github.com/en/repositories/managing-your-repositorys-settings-and-features/customizing-your-repository/about-citation-files


Publisher & Repository submission
Links as metadata



Current citation production process (workflow) 
is Long (tedious) & Lossy

X



1. Extracting Dataset 
Mentions from the 
literature using ML

2. Extracting Software 
mentions from the literature 
using ML 

Exploring new frontiers of open citations



Type of 
Entity Datasets Software

Definition A collection of data that have been measured, collected, and/or 

analyzed as part of a research study.  Includes:

- Accession Number IDs  associated with a database such 
as GEO, GenBank , or BioProject

- DOIs associated with a repository such as Dryad, Zenodo, 

or Figshare

- resources hosted on external URLs, (academic institutions, 

organizations)

The set of computer programs, procedures, codes 
and routines, including those used for research data 
collection, processing and analysis.

- Includes obvious software (Image J) as well 
as algorithms and programs (bowtie, BLAST)

- not databases (ArrayExpress, Github), web 
platforms (Facebook, Google Earth), hardware 
(Kinect)

Examples Metagenomes from the Gulf of Mexico are available under the 
NCBI BioProject PRJNA291283. (BioProject database)

The microarray data had been previously deposited at Gene 
Expression Omnibus (GEO) under accession number 
GSE2603. (GEO)

The mass spectrometry proteomics data have been deposited 
to the ProteomeXchange Consortium via the PRIDE partner 
repository with the dataset identifier PXD001585. 
(ProteomeXchange)

A heatmap was drawn using the R package, gplots 
[24], and a principle component analysis performed 
to identify the highest contributing factors

All statistical comparisons (nonparametric t tests) 
were performed with usage of Graph Pad Prism 6 
software (AMU licence)

Computer programming for this task was done using 
LabView, version 8.5

Definitions

https://www.ncbi.nlm.nih.gov/geo/
https://www.ncbi.nlm.nih.gov/genbank/
https://www.ncbi.nlm.nih.gov/bioproject/
https://datadryad.org/stash
https://zenodo.org/
https://figshare.com/


Summary 
Datasets

CZI publishers

# full-text papers ~ 16M

# papers with mentions ~ 315k 

# total dataset mentions ~ 914k

# unique datasets ~ 400k

# paper-dataset links ~ 700k

CZI publishers PMC-OA

# full-text papers ~ 16M ~ 3.8M

# papers with 
mentions

~ 2.8M ~ 2.4M

# total software 
mentions

~ 48M ~ 19.2M

# unique software 
mentions

~ 900k ~ 1.12M

Software



Examples of top extracted datasets 
Extracted Dataset # papers Database Dataset Name

GPL570 417 GEO GPL570: [HG-U133_Plus_2] Affymetrix Human Genome U133 Plus 2.0 Array

MN908947.3 386 GenBank MN908947.3: Severe acute respiratory syndrome coronavirus 2 isolate 
Wuhan-Hu-1, complete genome

MN908947 318 ENA ENA - MN908947: Severe acute respiratory syndrome coronavirus 2 isolate 
Wuhan-Hu-1, complete genome.

GSE14520 288 GEO GSE14520: Gene expression data of human hepatocellular carcinoma (HCC)

GSE39582 270 GEO GSE39582: Gene expression Classification of Colon Cancer defines six molecular 
subtypes with distinct clinical, molecular and survival characteristics [Expression]

K03455 267 GenBank K03455.1: Human immunodeficiency virus type 1 (HXB2), complete genome; 
HIV1/HTLV-III/LAV reference genome

GSE31210 212 GEO GSE31210: Gene expression data for pathological stage I-II lung adenocarcinomas

GSE16011 176 GEO GSE16011: Intrinsic Gene Expression Profiles of Gliomas are a Better Predictor of 
Survival than Histology

GSE2034 174 GEO GSE2034: Breast cancer relapse free survival

GSE62254 174 GEO GSE62254: Molecular analysis of gastric cancer identifies discrete subtypes 
associated with distinct clinical characteristics and survival outcomes: the ACRG 
(Asian Cancer Research Group) study [gastric tumors]

https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GPL570
https://www.ncbi.nlm.nih.gov/nuccore/MN908947.3
https://www.ebi.ac.uk/ena/browser/view/MN908947
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=gse14520
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE39582
https://www.ncbi.nlm.nih.gov/nuccore/K03455.1
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE31210
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=gse16011
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=gse2034
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE62254


Examples of top extracted software 

Extracted Software # papers

SPSS 285,279

R 191,817

GraphPad Prism 119,357

ImageJ 94,428

Excel 79,826

GraphPad 75,438

SAS 74,919

BLAST 54,870

Stata 46,279

MATLAB 46,265



Methodology



1. Mining for Datasets from Full-Text 
Papers

Task: extract mentions of dataset entity types from text (NER problem) 

Datasets 

GSE29272 (GEO)
PRJNA428721 
(BioProject)
KU182910 (GenBank)
PXD015758 (PRIDE)
...

journal article/preprint

Named Entity 
Recognition 
(NER) problem



Pre-trained Language Models
● Models pre-trained on huge amounts of text 

● They learn to capture complexities in natural language from the training corpus

● BERT, ERNIE, StructBERT, DeBERTa, T5, RoBERTa, ELECTRA, AlBERT, GPT-3, etc

BERT: BooksCorpus + English 
Wikipedia

NER
Question Answering
Sentence Classification
… 

Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint 
arXiv:1810.04805 (2018).



ML Model Architecture
Fine-tuning pre-trained language models on the NER task of identifying dataset 
mentions

BERT architecture initialized from 
language models pre-trained on the 
biomedical field
BioBERT, SciBERT, PubmedBERT, etc ..
using Huggingface

use BertForTokenClassification 
Huggingface module

BIO-scheme: [B-DAT, O]



Training Dataset
Built on top of existing work
1. Used openly available annotations from Europe 

PMC*

2. Curated the output with the help of our 

bio-curation team (eg excluded terms that did not 

fit our definitions)

3. Mapped the terms to sentences in our full-text 

corpus 

Datasets

Mention Frequency

GM12878
GM06990
GM12878.
PRJNA512236.
R10000
NA06991.
GDS534
GSE87339.
E-GEOD-40710).
NA19238

32
10
6
5
4
4
3
3
3
3

* Europe PMC is an open science platform for articles and preprints 
http://europepmc.org/ Examples of terms in our training corpus

Train Val Test Total

# sentences 52206 6526 6526 65258

# dataset mentions 862 141 116 1119

Training Dataset Composition

http://europepmc.org/


Evaluation

Metrics on the test split

Model P R F1

BioBERT 0.909 0.826 0.865

SciBERT 0.93 0.962 0.946

PubmedBERT 0.857 0.946 0.9

PubmedBERT - FullText 0.819 0.94 0.875

BlueBERT 0.926 0.939 0.932

BlueBERT (MIMIC III) 0.938 0.911 0.924

SapBERT 0.929 0.938 0.933

SapBERT (mean token) 0.948 0.861 0.903

BioELECTRA 0.881 0.937 0.908

BioELECTRA (PMC) 0.878 0.939 0.908

ELECTRAMed 0.907 0.952 0.929

BiomedRoberta (base) 0.875 0.954 0.913

BiomedRoberta (ChemProt) 0.948 0.84 0.891

BiomedRoberta (RCT 500) 0.889 0.947 0.917



2. Software mentions in the 
literature 
Task: Extract, link & disambiguate software mentions from the literature

Steps

1. NER model to extract 
plain-text software 
mentions 

2. Linking & Disambiguation 
to cluster variations of the 
same software entry 
together

Evolutions of software mentions over time for the top 30 most frequent 
mentions in the PMC-OA since 2000



STEP 1: Extract software mentions from 
PMC-OA, publishers_collection

NER Model:
● built by our co-worker Ivana Williams
● Scibert model fine-tuned on the SoftCite Dataset

Most frequent plain-text software mentions on the 
PMC-OA corpus extracted by the NER model

GraphPad 
Prism

SPSS

ImageJ 

Challenge: to assess 
Image J software 
impact, we need to 
account for all possible 
variations in which 
software appears

https://github.com/howisonlab/softcite-dataset


STEP 2: Disambiguation
CLUSTER 1: SPSS
spss) statistics
spss)
spss software
spss
Statistical Package for the Social Sciences
SpSS
IBM SPSS Statistics:International Business Machines 
SPSS Statistics
IBM SPSS
(spss)
(spss statistics
(SPSS)
(SPSS Statistics

CLUSTER 2:ImageJ
imagej)
imagej - image processing and analysis in java
image j
Imagej
ImageJ2
ImageJ)
ImageJ - Image Processing and Analysis in Java
Image J
ImageJrun
ImageJ‐Fiji
ImageJ:Fiji
ImageJ/fiji
ImageJ/JAVA

CLUSTER 3: GraphPad Prism
Graph-PadPrism
Graph-Pad Prim
GhraphPad Prism7
Grappad Prism
GraphPad6 (Prism)
GraphPad prism 7®
Graph pad Prism5®
GraphPad Prism for MacOs X
GraphPad Prism - Graph Pad
GraphPad Prism (Graph Pad)
GraphPrism.5
GraphPadPrim
GraphPad Pad
Graph Prism®
Graph Prisms
Graph Prisma

output from the NER model

Challenge: software 
can be mentioned in a 
paper under many 
different variations



Synonym 
Generation

= synonym 
generation

Jaro-Winkler String Similarity Metric
= metric for measuring edit distance 
between two sequences

- favors strings that match on longer 
prefixes

- Jaro–Winkler distance - Wikipedia

similarity_matrix

clustering 
(DBSCAN)

C1 C2 C2

https://en.wikipedia.org/wiki/Jaro%E2%80%93Winkler_distance


STEP 3: Link to repositories

exact 
match 
search on 
cluster 
name

cluster name: mention with highest 
frequency on the PMC-OA corpus

Schema 
normalization



High-level Statistics
Software - Disambiguation + Linking on PMC-OA comm

# mentions % paper-menti
on links

% notes

non-disambiguated ~ 393k 35% ~ 700k 8.95% no sig 
synonyms

non-disambiguated ~ 400k 36.11% ~ 1M 12.85% no output 
from 
clustering

disambiguated ~ 323k 28.88% ~ 6.3M 78.18% ~ 97k unique 
software 
entities

disambiguated + 
linked

~ 185k 16.55% ~ 4.5M 55.78%

# unique mentions ~ 1.12M ~ 8M



Resources
Datasets

- Github Repo: https://github.com/chanzuckerberg/full-text-mining-ner
- Extracted data-paper links: 

https://github.com/chanzuckerberg/full-text-mining-ner/tree/main/extracted_data(CC0)

Software
- Dataset available on Dryad: CZ Software Mentions Dataset: A large 

dataset of software mentions in the biomedical literature (CC0)
- ArXiv preprint: https://arxiv.org/abs/2209.00693
- Github Repo: GitHub - chanzuckerberg/software-mentions
- Blog Post: 

https://medium.com/czi-technology/new-data-reveals-the-hidden-impact-
of-open-source-in-science-11cc4a16fea2

https://github.com/chanzuckerberg/full-text-mining-ner
https://github.com/chanzuckerberg/full-text-mining-ner/tree/main/extracted_data
https://datadryad.org/stash/dataset/doi:10.5061/dryad.6wwpzgn2c
https://datadryad.org/stash/dataset/doi:10.5061/dryad.6wwpzgn2c
https://arxiv.org/abs/2209.00693
https://github.com/chanzuckerberg/software-mentions
https://medium.com/czi-technology/new-data-reveals-the-hidden-impact-of-open-source-in-science-11cc4a16fea2
https://medium.com/czi-technology/new-data-reveals-the-hidden-impact-of-open-source-in-science-11cc4a16fea2


Thank you!

CZI-wide CZI Science

 https://twitter.com/ChanZuckerberg

https://www.facebook.com/chanzuckerberginitiative/

https://www.instagram.com/chanzuckerberginitiative

www.linkedin.com/company/chan-zuckerberg-initiative

https://www.youtube.com/channel/UCZioJ6fb9SuRdLIO7DlE09w

https://medium.com/czi-technology

https://twitter.com/cziscience

https://medium.com/@cziscience

Ana-Maria Istrate

https://twitter.com/_aistrate

www.linkedin.com/in/amistrate

https://twitter.com/ChanZuckerberg
https://www.facebook.com/chanzuckerberginitiative/
https://www.instagram.com/chanzuckerberginitiative
http://www.linkedin.com/company/chan-zuckerberg-initiative
https://www.youtube.com/channel/UCZioJ6fb9SuRdLIO7DlE09w
https://medium.com/czi-technology
https://twitter.com/cziscience
https://medium.com/@cziscience
https://twitter.com/_aistrate
http://www.linkedin.com/in/amistrate
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