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Biology is data-intensive science

Source: Miquel Duran-Frigola et al, Formatting biological big data for modern machine learning in drug discovery

https://wires.onlinelibrary.wiley.com/doi/epdf/10.1002/wcms.1408?saml_referrer


Can we go beyond that?

With the improvements in computing power, storage and exponential 
growth in biological data, can we answer what we failed to solve using 
conventional methods?

Credit: The supercomputer Hochleistungsrechner Karlsruhe“ 
(Author: Amadeus Bramsiepe, KIT)

Biological Databases. Image Source: The Biology Notes

https://www.hpcwire.com/off-the-wire/kit-supercomputer-among-the-15-fastest-in-europe/
https://www.hpcwire.com/off-the-wire/kit-supercomputer-among-the-15-fastest-in-europe/
https://thebiologynotes.com/bioinformatics-biological-databases/


Superpower!

Source: Miquel Duran-Frigola et al, Formatting biological big data for modern machine learning in drug discovery

https://wires.onlinelibrary.wiley.com/doi/epdf/10.1002/wcms.1408?saml_referrer


Superpower!

Source: Miquel Duran-Frigola et al, Formatting biological big data for modern machine learning in drug discovery

https://wires.onlinelibrary.wiley.com/doi/epdf/10.1002/wcms.1408?saml_referrer


Success!

Source: Sapoval, N., Aghazadeh, A., Nute, M.G. et al. Current progress and open challenges for applying deep learning across the biosciences. 

https://www.nature.com/articles/s41467-022-29268-7#citeas


If that’s the case!

Source: Techlady

https://techlady.haus/blog/2017/7/23/5-gifs-to-explain-machine-learning


Challenges we have seen so far!

Source: Sapoval, N., Aghazadeh, A., Nute, M.G. et al. Current progress and open challenges for applying deep learning across the biosciences
Cartoon Credit: Macloo. 

https://www.nature.com/articles/s41467-022-29268-7#citeas
https://www.macloo.com/ai/wp-content/uploads/2020/09/machine_learning_XKCD.png


What is trustworthy ML?

If deep learning is to solve real 
scientific and technological 
problems, the community needs 
to build on each others’ tools 
and data by implementing Open 
Science practices.

Resource: Reproducible Machine Learning by Preeti Hemant

https://preetihemant.medium.com/?source=post_page-----cf1841606805--------------------------------


Reproducibility Crisis!



Reproducibility Crisis in ML?

Source: Leakage and the Reproducibility Crisis in ML-based Science by Sayash Kapoor, Arvind Narayanan

https://arxiv.org/abs/2207.07048


We should talk about data leak!

Source: Leakage and the Reproducibility Crisis in ML-based Science by Sayash Kapoor, Arvind Narayanan

https://arxiv.org/abs/2207.07048


Peer Review is not enough!

“To consult the [experts] after 
an experiment is finished is 
often merely to ask to conduct a 
postmortem examination. [...] 
can perhaps say what the 
experiment died of” 
                                  - Ronald Fisher

The Turing Way project illustration by Scriberia. Used under a CC-BY 4.0 licence. DOI: 10.5281/zenodo.3332807This Slide is inspired from Talk by Malvika Sharan

https://doi.org/10.5281/zenodo.3332807
https://zenodo.org/record/6377969#.YzNhruzMJhE


Reproducibility require Openness!

Credit: Yang-Min Kim, Jean-Baptiste Poline, Guillaume Dumas, Experimenting with reproducibility: a case study of robustness in bioinformatics, GigaScience, Volume 7, Issue 7, July 2018, giy077, https://doi.org/10.1093/gigascience/giy077

Peng (2011)

https://doi.org/10.1093/gigascience/giy077
https://doi.org/10.1126/science.1213847


‘Open Science’ is an umbrella term that 
encopasses various partctises to 
increase the visibility, the 
transparency, useability of the scientific 
work.

What is Open Science?



What can we do to implement 
Open Science?

Peng (2011)

https://doi.org/10.1126/science.1213847


Versioning Data and Model

Source: MLOps GuideSource: KDnuggets

https://mlops-guide.github.io/MLOps/Data/
https://www.kdnuggets.com/2020/08/data-versioning-mean-think-means.html


Documentation for Model Training 

Documenting details of:
- How the model was trained will ensure 

repeatable results. 
- Feature transformations, order of 

features, 
- Hyperparameters and the method to 

select them



Community-based Projects! 

Website: OpenML

https://www.openml.org/


Community-based Projects! 

Reference: Ersilia Open Source Initiative – Strategic Plan 2021 – 2023 Main Points (Outreachy Contribution)

https://scholarjourneys.com/2022/04/11/ersilia-open-source-initiative-strategic-plan-2021-2023-main-points-outreachy-contribution/


“So far, each research community has independently 
rediscovered these pitfalls. Without fundamental changes to 
research and reporting practices, we risk losing public trust 
owing to the severity and prevalence of the reproducibility 
crisis across disciplines” 

– Sayash Kapoor  and Arvind Narayanan



Discussion! 

● What concerns do you have about sharing your bioinformatics research and are there 

any research objects you should not share?

● How to support researchers and the community creating a comprehensive open 

source machine learning environment?

● What is the potential for innovation when adopting open science in bioinformatics?
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