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Formal specifications play an essential role in the life-cycle of modern systems, both at 
the time of their design and during their operation. Despite their importance, formal 
specifications are only partially (if at all) available. Specification mining is the process of 
learning likely system properties from the observation of its behavior and its interaction 
with the environment. Signal temporal logic (STL) is a popular formalism for expressing 
properties of cyber-physical systems (CPS). In the last decade, the introduction of first 
methods for mining STL specifications from time series generated by CPS led to a new 
vivid area of research.
This survey paper overviews methods for mining STL specifications from CPS behaviors, 
sketches different approaches found in the literature and presents them in an intuitive and 
didactic manner. It aims at presenting the most influential techniques and covers most 
important aspects of specification mining: template-based vs. template-free, model-based 
vs. model-free, passive vs. active, and supervised vs. unsupervised learning.

© 2022 The Author(s). Published by Elsevier Inc. This is an open access article under the 
CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Formal specifications play an important role in any system’s life-cycle, including its design, implementation and op-
eration. During the concept design phase, formal specifications can improve the process of engineering requirements, by 
making them more precise and rigorous. During the system implementation, formal specifications can be used for formal 
verification of critical components, but also as oracles in the testing activities. Finally, formal specifications can be monitored 
during system operation to detect violations of requirements and possibly take corrective actions.

Yet, it is often the case that formal specifications are not at all or only partially available. Specification mining
[1,33,9,38,65,36] is the process of inferring likely system properties from observing its execution and the behavior of its 
environment. There are benefits of mining specifications both from familiar, well-understood and from unfamiliar systems. 
Specifications mined from a familiar system can be used (1) to complete the existing incomplete or outdated specifications, 
(2) for system maintenance, (3) to confirm expected behaviors, (4) to detect bugs, and (5) to generate new tests. Mined 
properties from unfamiliar systems are typically used for (1) system comprehension, (2) system modeling, (3) reverse engi-
neering, (4) explaining the essential properties of black-box components (e.g., machine learning components).

In this paper, we present the state-of-the-art on mining Signal Temporal Logic (STL) [51] specifications from cyber-
physical systems (CPS) behaviors. More specifically, we consider behaviors to be time series representing the continuous 
real-valued dynamics of the CPS. STL is a popular declarative language for expressing CPS properties by defining tempo-
ral and timed relations in time series. In the context of CPS, specification mining has been used for many applications, 
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Table 1
Mining STL specifications - overview of methods.
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– [6] 2011 � � � 3.1

approx.
val. domain

Breach [6] 2011 monotonic
PSTL

� � � 3.2

tightness
metrics

TeLEx [35] 2017 � � � 3.3

computation
graph

stlcg [49] 2020 no time
parameters

� � � 3.4

falsification S-TaLiRo

Breach

[78]
[37,38]

2012
2013

monotonic
PSTL

� � � � 3.5

logical
clustering

– [75]
[76]

2017
2018

monotonic
PSTL

� � � 3.6

DAG +
supervised
learning

– [46,45] 2014 rPSTL � � � � � 4.1

DAG +
unsupervised
learning

– [39] 2014 iPSTL � � � 4.2

grid-based
clustering

– [74] 2017 � � � 4.3

supervised
decision trees

– [19,18,17] 2016
1st , 2nd-level
primitive
candidates set

� � � � 4.4.1,
4.4.2

unsupervised
decision trees

– [16] 2017
1st , 2nd-level
primitive
candidates set

� � � 4.4.3

enumerative
search

– [54] 2020 monotonic
PSTL

� � � 4.5

robustness
metric

TeLEx [36] 2019 predicate
candidates set

� � � 4.6

genetic
algorithm
+ GP-UCB

– [59] 2018 � � � 4.7

genetic
algorithm

– [68,7] 2019 ptPSTL � � � 4.7

including to automate difficult tasks such as fault-localization [13,38], failure explanation [14], anomaly detection [19,61], 
verification [12] and control synthesis [22].

This paper is presented in the form of a survey, collecting the relevant methods and tools, providing the reader with the 
necessary references, but also sketching the main ideas behind the reviewed techniques.

An overview of the specification mining methods

We present 15 procedures for mining STL specifications from 21 scientific papers. The methods presented in this paper 
are influenced by the specificity of CPS applications, the time series model of the behavior and the choice of STL as the 
specification language. An overview of all studied methods is given in Table 1. There are multiple orthogonal dimensions 
of mining STL specifications that we briefly discuss in the remainder of this section. In some cases, when we consider that 
two or more methods are sufficiently similar, we select and present only one in more detail.

Template-based vs. template-free mining This is the main axe that we use in this paper to classify the specification learning 
methods. In template-based mining, the user provides the specification skeleton and the mining procedure consists in 
inferring specification parameters that are consistent with observed data. Template-free mining consists in learning both 
the structure of the specification as well as its parameters.
2



JID:YINCO AID:104957 /FLA [m3G; v1.321] P.3 (1-21)

E. Bartocci, C. Mateis, E. Nesterini et al. Information and Computation ••• (••••) ••••••
Passive vs. active mining Passive mining consists in learning a specification from a fixed set of behaviors. Active mining 
uses the system (or the system model), assumed to be available, to generate new behaviors and actively steer the inference 
process.

Supervised vs. unsupervised mining In supervised specification mining, system behaviors are labeled and the aim is to learn 
specifications that minimize the deviation from the labels. We further distinguish between two main scenarios for super-
vised mining - using only positive and using both positive and negative examples. Unsupervised learning aims at separating 
behaviors into multiple clusters according to their similarity, and learning a specification per cluster, where the inferred 
formula minimizes the mis-classification rate.

Offline vs. online mining Offline mining consists in learning the specification once from the set of available behaviors. The 
specification remains fixed once inferred. In online mining, it is assumed that new behaviors arrive over time and the mined 
specification is updated and refined to take into account the effect of new behaviors.

2. Background

In this section, we provide some technical background needed to sketch and describe the specification mining meth-
ods. We define signals and systems, introduce signal temporal logic (STL), its parametric version PSTL, and its quantitative 
semantics interpretation.

2.1. Signals and systems

Let S = {s1, . . . , sn} be a set of signal variables. We define the time domain T to be of the form [0, d] ⊂ R. An n-
dimensional signal w is a function T → Rn , which we also consider to be a vector of real-valued signals wi : T → R
associated to variables si for i = 1, . . . , n. Given two signals w1 : T → Rl and w2 : T → Rm , we define their parallel 
composition w1‖w2 :T →Rl+m in the expected way. Given a signal w :T →Rn and variables R ⊆ S with R = {si1 , . . . , sim }
for some 1 ≤ i1 < . . . < im ≤ n, we define the projection of w onto R as w R = wi1‖ . . .‖wim .

A system M is an input-output state machine that generates dynamic behaviors – it takes as input a signal u and outputs 
a signal w = M(u).

2.2. Signal temporal logic

Signal Temporal Logic (STL) [51] is an extension of Linear Temporal Logic (LTL) [66]. STL expands LTL in three directions: 
(1) it uses time-bounded temporal operators and is interpreted over dense-time, like Metric Temporal Logic (MTL) [47] and 
Metric Interval Temporal Logic (MITL) [2], (2) it uses numeric predicates that allow to reason about real-valued variables in 
addition to propositional variables, and (3) it naturally admits quantitative semantics [24]. STL with quantitative semantics 
enables measuring how far is an observed behavior from satisfying or violating a specification.

Let � be a set of terms of the form f (R) where R ⊆ S are subsets of variables and f : R|R| → R are interpreted 
functions. The syntax of STL is given by the grammar

ϕ ::= true | f (R) > k | ¬ϕ | ϕ1 ∨ ϕ2 | ϕ1UIϕ2 | ϕ1SIϕ2 ,

where f (R) are terms in �, k is either a constant in Q or a magnitude parameter and I are intervals with bounds that are 
either constants in Q ∪ {∞} or timing parameters. As customary, the timing interval I may be omitted when I = [0, ∞) or 
I = (0, ∞).

With respect to a signal w , the semantics of an STL formula is described via the satisfiability relation (w, i) |= ϕ , indi-
cating that the signal w satisfies ϕ at the time t:

(w, t) |= true

(w, t) |= f (R) > 0 iff f (w R [t]) > 0

(w, t) |= ¬ϕ iff (w, t) �|= ϕ

(w, t) |= ϕ1 ∨ ϕ2 iff (w, t) |= ϕ1 or (w, t) |= ϕ2

(w, t) |= ϕ1UIϕ2 iff ∃t′ ∈ t ⊕ I, (w, t′) |= ϕ2 and

∀t′′ ∈ (t, t′), (w, t′′) |= ϕ1

(w, t) |= ϕ1SIϕ2 iff ∃t′ ∈ t � I, (w, t′) |= ϕ2 and

∀t′′ ∈ (t′, t), (w, t′′) |= ϕ1 .
3



JID:YINCO AID:104957 /FLA [m3G; v1.321] P.4 (1-21)

E. Bartocci, C. Mateis, E. Nesterini et al. Information and Computation ••• (••••) ••••••
Here we use the symbol ⊕ to denote the Minkowski sum extended to be defined between the scalar t and the set I as 
follows: t ⊕ I = {t + a | a ∈ I}. Analogously, the symbol � denotes the Minkowski difference: t � I = {t − a | a ∈ I}. We write 
w |= ϕ when (w, 0) |= ϕ .

We use S and U as syntactic sugar for the untimed variants of the since S(0,∞) and until U(0,∞) operators. From the basic 
definition of STL, we can derive the following standard operators.

tautology true = p ∨ ¬p
contradiction false = ¬true
conjunction ϕ1 ∧ ϕ2 = ¬(¬ϕ1 ∨ ¬ϕ2)

implication ϕ1 → ϕ2 = ¬ϕ1 ∨ ϕ2
eventually, finally FIϕ = true UI ϕ
always, globally GIϕ = ¬FI¬ϕ
once OIϕ = true SI ϕ
historically HIϕ = ¬OI¬ϕ
rising edge rise(ϕ) = ϕ ∧ ¬ϕ S true
falling edge fall(ϕ) = ¬ϕ ∧ ϕ S true

2.3. Parametric signal temporal logic and its validity domains

In this section, we show how to extend STL to its parametric variant PSTL, following the approach introduced in [6]. 
Let P = {p1, . . . , pm} be a set of magnitude parameters and Q = {q1, . . . , qk} a set of timing parameters, defined over their 
respective domains P and Q, say hyper-rectangles in Rm and Rk . PSTL extends STL by allowing the amplitude constant k
in f (R) > k to be replaced by a magnitude parameter p and the bound constants in UI and SI to be replaced by timing 
parameters in Q . A parameter valuation (u, v) ∈P ×Q transforms a PSTL formula ϕ to an STL formula ϕu,v by substituting 
the values (u, v) in the parameters (p, q).

The semantics of PSTL formulas can be now defined using the notion of a validity domain [26] D(ϕ, w) ⊆ P × Q that 
consists of all parameter valuations (u, v) ∈ P ×Q such that w satisfies the STL formula ϕu,v . In order to compute validity 
domains, we introduce the extended validity domain D(ϕ, w) ⊆ P ×Q ×T , where (u, v, t) ∈ D(ϕ, w) iff (w, t) |= ϕu,v . The 
extended validity domain D(ϕ, w) is defined inductively as follows:

D(true, w, t) = P ×Q×T

D( f (R) ≥ k, w, t) = {(u,v, t) | f (R(t)) ≥ ku,v}
D(¬ϕ, w, t) = ¯D(ϕ, w, t)

D(ϕ1 ∨ ϕ2, w, t) = D(ϕ1, w, t) ∪ D(ϕ2, w, t)

D(ϕ1UIϕ2, w, t) = {(u,v, t) | ∃t′ ∈ t ⊕ Iu,v s.t. (u,v, t′) ∈ D(ϕ2, w, t′)∧
∀t′′ ∈ [t, t′] (u,v, t′′) ∈ D(ϕ1, w, t′′)}

D(ϕ1SIϕ2, w, t) = {(u,v, t) | ∃t′ ∈ t � Iu,v s.t. (u,v, t′) ∈ D(ϕ2, w, t′)∧
∀t′′ ∈ [t′, t] (u,v, t′′) ∈ D(ϕ1, w, t′′)}

2.4. Signal temporal logic and its quantitative semantics

Apart from its classical qualitative semantics, presented in Section 2.2, STL also admits quantitative semantics [27,24]. 
The STL quantitative semantics is expressed in terms of a robustness function ρ(ϕ, w, t) that assumes values in the set 
R ∪ {+∞, −∞} of extended reals and measures how far is the signal w from violating or satisfying the specification ϕ at 
time t . It is defined inductively as follows:

ρ(true, w, t) = +∞
ρ( f (R) > 0, w, t) = f (w R [t])

ρ(¬ϕ, w, t) = −ρ(ϕ, w, t)

ρ(ϕ1 ∨ ϕ2, w, t) = max(ρ(ϕ1, w, t),ρ(ϕ2, w, t))

ρ(ϕ1UIϕ2, w, t) = sup
t′∈t⊕I

min(ρ(ϕ2, w, t′), inf
t′′∈(t,t′)

ρ(ϕ1, w, t′′))

ρ(ϕ1SIϕ2, w, t) = sup
t′∈t�I

min(ρ(ϕ2, w, t′), inf
t′′∈(t′,t)

ρ(ϕ1, w, t′′))
4
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Fig. 1. Exact computation of validity domains [6]: (a) example trace w , (b) validity domain D(x > p, w), and (c) validity domain D(G[0,p]x > 2, w).

The quantitative semantics of STL have two fundamental properties. The first property states that the STL quantitative 
semantics definition is sound in the sense of [28] – the sign of the robustness degree ρ(ϕ, w, t) (whenever it is different 
from zero) indicates the satisfaction status of the specification. Second, whenever w satisfies ϕ at time t with some (posi-
tive) robustness degree k, any other trace w ′ whose infinity-norm distance from w is smaller than k also satisfies ϕ at time 
t , where the infinity-norm distance between signals w and w ′ is defined as follows: ‖w − w ′‖∞ = supt∈T |w(t) − w ′(t)|.

3. Mining parameters in PSTL specification templates

Template-based inference of STL specifications represents the first big family of specification mining methods. In this set-
ting, the PSTL formula template is given by the user, and the mining procedure learns the parameter values that instantiate 
the template to a concrete STL specification.

3.1. Exact computation of validity domains

The first mining procedure computes the exact validity domain of a PSTL specification ϕ given a signal w [6]. We con-
sider the restricted class of sampled signals given as a finite sequence of (time stamp, value) pairs (t1, w(t1)), . . . , (tl, w(tl))

for an increasing sequence of time stamps with t1 = 0 and with the values between two consecutive time stamps being 
defined using linear interpolation. It is shown that under this restriction, the validity domains are semi-linear, meaning that 
they can be expressed as Boolean combinations of linear constraints over corresponding variables.

The computation of the exact validity domain follows closely the inductive definition of the extended validity domain 
and consists of three main steps:

1. Base case: we first compute the validity domain of the numeric predicates f (R) ≥ k, using the transformation

l−1∨

i=1

ti ≤ t < ti+1 ∧ αit + βi ≥ k,

where αi = w[ti+1]−w[ti ]
ti+1−ti

and βi = ti+1 w[ti ]−ti w[ti+1]
ti+1−ti

.
2. Inductive step: we apply the semantic definitions of extended validity domain for Boolean and temporal operators. This 

results in a quantified linear real arithmetic formula.
3. Quantifier elimination: we eliminate the quantifiers from the formula using an off-the-shelf satisfiability modulo theory 

(SMT) solver, obtaining a quantifier-free semi-linear constraint.

The resulting semi-linear constraint characterizes exactly the validity domain D(ϕ, w). Fig. 1 illustrates the out-
comes of the exact validity domain computation. Given the signal w , characterized by the sequence of sampling points 
(0, 0), (2, 4), (4, 0), (5, 2), (6, 0) (Fig. 1 (a)), the validity domain D(x > p, w) is characterized by the semi-linear constraint 
(depicted in Fig. 1 (b)):

(0 ≤ t < 2 ∧ p ≤ 2t) ∨ (1)

(2 ≤ t < 4 ∧ p + 2t ≤ 8) ∨ (2)

(4 ≤ t < 5 ∧ p + 8 ≤ 2t) ∨ (3)

(5 ≤ t < 6 ∧ p + 2t ≤ 12) (4)

The validity domain D(G[0,p]x > 2, w) is shown in Fig. 1 (c) and is given by the semi-linear constraint:

(0 ≤ t < 1 ∧ p < 1 − t) ∨
(3 ≤ t < 5 ∧ p < 5 − t) ∨
(5 ≤ t < 6 ∧ 0 ≤ p < 5)
5
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Fig. 2. Workflow for approximating validity domain using monitoring [6].

Table 2
PSTL formulas and their polarity.

Polarity Formula

positive : x < p

F[0,p](x < 2)

negative : x > p

G[0,p](x < 2)

undetermined : ( f (x) > p) ∧ (g(x) < p)

This concludes the description of the basic problem that consists in passively learning parameters from positive examples. 
The price paid for obtaining the exact validity domain is a high computational cost. In fact, eliminating quantifiers from 
linear real arithmetic formulas is exponential in the size of the formula and the number of alternating quantifiers [29,50].

3.2. Approximating validity domains with monitoring and search

The high cost of computing exactly validity domains can be mitigated by approximating them using runtime verification 
methods combined with search [6]. We assume a monitoring procedure M(ϕ, w) that takes as inputs an STL specification ϕ
and a signal w . The monitor outputs true if w |= ϕ and false otherwise. There are many publicly available implementations 
of STL monitoring libraries, including RTAMT [63], Reelay [73], MoonLight [8,58], Breach [23], S-TaLiRo [4].

The monitoring procedure can be combined with the parameter sampling to explore the parameter space of the specifi-
cation and approximate the validity domain of the PSTL specification relative to a specific signal. Fig. 2 depicts the overall 
idea of the iterative approach in which each iteration consists of the following steps:

1. selection of a parameter (u, v) and instantiation of the PSTL formula ϕ to obtain the STL formula ϕu,v ,
2. application of the monitoring procedure M(ϕu,v, w) to check whether the trace w satisfies the instantiated specifica-

tion, and
3. approximation D̃(ϕu,v, w) of the exact validity domain depending on the monitoring verdict.

The algorithm stops when the approximated validity domain D̃(ϕu,v, w) is ε-close to the exact validity domain 
D(ϕu,v, w) for some user-defined threshold ε . While the exact validity domain is not known and hence cannot be di-
rectly used in the computation of the ε-closeness, its area can be bounded in each iteration and used to conservatively 
estimate the measure. This high-level description of the procedure does not explain how to perform its two main steps: (i) 
the approximation of the validity domain from the monitoring verdict, and (ii) the estimation of the difference between the 
approximated and the exact validity domain. We discuss next these two steps.

To efficiently approximate a validity domain using the monitoring-based parameter exploration, we need to consider 
a well-behaving subset of PSTL, that we call monotonic PSTL, following the naming convention introduced in [75]. The 
definition of the monotonic PSTL fragment is based on the notion of polarity [6] of a PSTL formula ϕ: the polarity π(p, ϕ)

of a parameter p with respect to a PSTL formula ϕ is positive (negative) if it is easier to satisfy the formula as we increase 
(decrease) the value of p. In other words, for all ϕ with positive (negative) polarity, and all p ≥ p′ , we have that ϕp′ → ϕp

(ϕp → ϕp′ ).
A PSTL formula ϕ is said to have undetermined polarity π(p, ϕ) of a parameter p with respect to a PSTL formula ϕ if 

neither increasing nor decreasing the value of the parameter makes the satisfaction of the formula easier. Table 2 shows 
several examples of PSTL formulas and their polarity. For example, x < p has positive polarity. It follows that x < 1 implies 
x < 10.

We say that a PSTL specification ϕ is monotonic in a parameter p if π(p, ϕ) is determined. Similarly, a PSTL specification 
ϕ is said to be monotonic if for every parameter p, π(p, ϕ) is determined. A monotonic PSTL specification ϕ induces a 
monotonic validity domain. This means that if the parameter instantiation (v1, . . . , vi, . . . , vn) ∈ P × Q is in the validity 
domain D(ϕ, w) and the parameter pi has positive (negative) polarity then (v1, . . . , v ′, . . . , vn) is also in D(ϕ, w) for all 
i

6
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Fig. 3. An example of validity domain approximation using monitoring.

v ′
i > vi (v ′

i < vi ). In practice, this means that a single check whether a parameter instantiation is in the validity domain 
allows to infer the membership of an entire hyper-box of parameter values to that validity domain. We illustrate this idea 
on an example as follows.

Fig. 3 (a) shows an exact validity domain (gray area) that we want to approximate. Fig. 3 (b) depicts four steps of the 
approximation procedure. In each step, a sample (v1, v2) in the parameter space (p1, p2) is selected. We instantiate the 
PSTL formula ϕ to ϕv1,v2 . We then use the monitoring procedure M(ϕv1,v2 , w) to check whether the signal w satisfies 
the instantiated specification ϕv1,v2 , i.e. whether (v1, v2) ∈ D(ϕ, w). After each membership check, we can infer regions of 
parameter values that are inside or outside the validity domain. These regions correspond to the four rectangles associated 
to the parameter samples, namely gray rectangles for the samples (1) and (3) and dashed rectangles for the samples (2)

and (4). The white region is the uncertainty region. The area of the uncertainty region provides a distance to the exact 
validity domain. That is, the smaller the uncertainty region, the closer we are to the exact validity domain.

The specification mining method using the approximate computation of the validity domain presented in this section is 
implemented in the tool Breach [23].

3.3. Inferring PSTL parameters using tightness metrics

Passive learning of PSTL parameters from positive examples has the risk of over-generalization. Selecting a parameter val-
uation from the validity domain is not a trivial task. The methods for identifying PSTL parameters presented in Sections 3.1
and 3.2 compute (or approximate) the entire validity domain and the selection task is left to the engineer. Good candidates 
for parameter values that avoid over-generalization are the points lying on the boundary of the validity domain. However, 
there are many of them and they are partially ordered.

In this section, we present the work that addresses the problem of passively inferring the optimal parameter values 
for a PSTL specification from a set of positive examples [35], without computing the entire validity domain. To this goal, 
the authors introduce the notion of tightness – ε-tight satisfaction of an STL specification ϕ by a signal w requires the 
existence of a magnitude or timing bound in ϕ whose perturbation by ε results in the violation of ϕ by w . In this setting, 
the parameter mining problem can be formulated as follows: given a PSTL specification template ϕ and a signal w , find 
a parameter valuation v such that w ε-tightly satisfies the STL formula ϕv . The solution to this problem requires to solve 
an optimization problem where the objective function is the absolute value of the robustness degree of the mined formula 
under the additional constraint that the formula is satisfied. However, this optimization problem is hard to solve because 
the objective function is non-differentiable.

To remedy this problem, the authors embed a tightness measure as part of the new quantitative semantics for STL. The 
main idea is to make predicates and temporal operators smooth, hence differentiable. This enables the use of more efficient 
gradient-based numerical optimization algorithms (e.g. quasi-Newton) to solve the problem of inferring the STL specification 
with ε-tight satisfaction. The resulting tightness metric is shown to be sound, i.e. the adapted robustness degree is non-
negative iff the formula is satisfied. This approach is implemented in the tool TeLEx [35].

3.4. Mining specification parameters with computation graphs

This section presents the framework stlcg [49] introduced to efficiently evaluate the robustness of STL formulas using the 
computation graphs from machine learning domain. The built-in backpropagation mechanism of the computation graphs 
allows for learning the parameter values of a given PSTL formula which e.g. maximize the STL robustness w.r.t. a given set 
of signal examples. In general, it is possible to infer parameter values w.r.t. any, possibly non-linear, differentiable constraints 
7
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Fig. 4. Overview of specification mining from a control model [37,38].

which can be encoded into the objective function of an optimization problem. We note that stlcg also enables a seamless 
integration of the PSTL framework into any machine learning problem which might use STL to achieve a particular objective, 
e.g. using the STL robustness as a reward function in a reinforcement learning problem. stlcg currently does not support the 
mining of time parameters which is mentioned to be covered in future work.

3.5. Mining specification parameters from dynamic models

So far, all presented methods assumed a passive learning approach with a fixed set of examples from which a STL 
specification is mined. In this section, we present an active learning approach to mining PSTL parameters from signals. The 
approach assumes the availability of a dynamic model that can be simulated and that can generate new signals on demand. 
This is in contrast to the previously described approaches that assume a fixed set of signals. The generation of new signals 
from the model enables refining the learned parameters.

The specification mining problem is stated as follows: given a dynamic model M and a PSTL specification template ϕ , 
find an STL instantiation ϕu,v of ϕ such that all traces generated by M satisfy ϕu,v . This problem was originally stated 
and solved [78] with the restriction to the specification templates with a single parameter. The approach was subsequently 
generalized to an arbitrary number of parameters, providing an efficient solution in the case of monotonic PSTL [37,38].

The problem is solved using an iterative procedure, illustrated in Fig. 4. The procedure takes as input a PSTL specification 
template and a dynamic model. In every iteration, it performs the following steps:

• Step 1: compute a candidate STL specification, using for example the mining procedure presented in Section 3.2.
• Step 2: check whether the dynamic model can generate a simulation that violates the candidate specification, using 

falsification [60].
• Step 3: if the falsification method does not find a counter-example to the candidate specification, accept and return that 

specification. Otherwise, add the counter-example to the set of simulation traces and repeat from Step 1.

The key step in this approach is the application of the falsification method. The falsification problem is formulated 
as follows: given an STL ϕ , find an input signal u such that M(u) violates ϕ . To solve efficiently this problem, the STL 
specification is interpreted using quantitative semantics, and the search for the input u is formulated as the following 
optimization task:

ρ∗ = min
u

ρ(ϕ, M(u)).

If the resulting ρ∗(ϕ, M(u)) < 0, we return the input u∗ = argminu ρ(ϕ, M(u)) that yields a counter-example simulation 
trace. The different flavors of the specification mining method presented in this section are implemented in the tools S-

TaLiRo [4] and Breach [23].
8
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Fig. 5. Example of logical clustering: (a) representative template parameters for different lexicographic orders, and (b) hyper-rectangle approximation of 
clusters.

3.6. Logical clustering with PSTL

Logical clustering is a method proposed in [75] that combines parameter inference in PSTL specification templates with 
unsupervised machine learning to group and characterize similar qualitative signals. The logical clustering procedure takes 
as input a monotonic PSTL specification template ϕ and a set of signals W . The core idea of the procedure is very simple 
and consists of the following steps:

• Step 1: for each signal w ∈ W , project the signal to a representative template parameter v in the validity domain 
D(ϕ, w).

• Step 2: apply an off-the-shelf clustering method with representative template parameters as features to group together 
qualitatively similar signals under the lens of the PSTL specification.

• Step 3: for each cluster, define an STL instantiation of ϕ that characterizes well the cluster.

There are two difficulties in realizing the above algorithm sketch: (i) finding the single point in the validity domain that 
is a good qualitative representative of the signal behavior, and (ii) finding an appropriate STL characterization of a cluster.

The intuition behind Step 1 is to project the signal w to a parameter valuation v that yields an STL instantiation ϕv of 
the PSTL template ϕ such that w only marginally satisfies ϕv under the quantitative semantics interpretation. The choice of 
using the monotonic fragment of PSTL plays a key role in this step – a parameter p with determined polarity in ϕ induces 
a total order in its domain. Given a signal w and a PSTL specification ϕ with a single determined parameter p, the extreme 
value of p in D(ϕ, w) is arguably the best representative template parameter. The problem is that many PSTL specification 
templates have more than one parameter. Parameters are often independent from each other and valuations of different 
parameters induce a partial order. This issue can be addressed by linearizing a partial order into a total lexicographic order. 
Fig. 5 (a) shows a 2-dimensional validity domain D(ϕ, w) for some PSTL formula and signal w and two projections of w to 
representative template parameters according to two lexicographic orders p1 > p2 and p2 > p1.

The off-the-shelf clustering methods do not yield an outcome that can be easily plugged in interpretable STL character-
izations of the resulting clusters. For a given set of points in the cluster, the tightest-enclosing hyper-rectangle, as shown 
in Fig. 5 (b), is a useful approximation of the cluster. The hyper-rectangle description can be embedded in the STL formula 
in a straight-forward manner by using intervals, thus providing a specification that is interpretable by the human. We note 
that the hyper-rectangles from different clusters can overlap (see Fig. 5 (b)). This can be addressed either by defining a new 
cluster for the points in the intersection, or by requiring additional guidance from the designer.

The logical clustering method is extended in [76] by dropping the lexicographic ordering in favor of a more general 
ordering-free approach. Given a PSTL specification template ϕ and two signals w and w ′ , the authors introduce the notion 
of a logical distance dϕ(w, w ′), which is the Hausdorff distance between the boundaries of the validity domains D(ϕ, w)

and D(ϕ, w ′) and can be approximated with arbitrary decision.

4. Mining complete STL specifications

In this section, we present the second major family of specification mining methods that infer the entire STL formula 
for observed signals, without following a fixed template. All template-free mining methods follow a similar approach. First, 
the structure of a PSTL specification template is learned from data. Second, the PSTL template is instantiated to a concrete 
STL specification, using parameter inference methods similar to the ones described in Section 3. Most of these approaches 
9
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consider only specific fragments of STL that enable the use of specific optimization techniques. Mining STL specifications 
with the until operator results to be quite challenging and it requires the use of special metaheuristics such as genetic 
algorithms.

4.1. Mining STL specifications for signal classification

We first present a passive learning approach that infers an STL specification from both positive and negative exam-
ples [46]. The resulting STL formula serves as a classifier that is able to distinguish between two types of signals.

This work restricts its attention to the reactive fragment of STL, which aims to capture the cause-effect relations from 
signals. Reactive STL (rSTL) is defined using the following syntax:

ϕ ::= F[τ1,τ2)(ϕc ⇒ ϕe), (1)

where ϕc and ϕe are the cause and the effect formulas of the following form:

ϕi ::= F[τ1,τ2)p | G[τ1,τ2)p | ϕi ∨ ϕi | ϕi ∧ ϕi, (2)

where i ∈ {c, e} and p is a linear predicate, i.e. an inequality over a scalar variable. Reactive PSTL (rPSTL) is defined in a 
similar manner. We observe that both rSTL and rPSTL admit natural partial ordering of specifications with respect to the 
satisfaction relation. For instance, any signal w that satisfies ϕ1 = G[0,a)x ≤ k, also satisfies ϕ2 = F[0,a)x ≤ k. We denote this 
fact by ϕ1 � ϕ2.

The specification mining problem is stated as follows: Given a set of labeled signals, infer a rSTL formula ϕ = F[τ1,τ2)(ϕc ⇒
ϕe) that (i) is consistent with the signal labels, and (ii) can be used to predict the label from a prefix of the signal. The 
procedure assumes that the effect of the rSTL specification is captured in the suffix of the signal. The duration d of that 
suffix is provided by the user. The procedure consists of two separate phases reflecting, respectively, goals (i) and (ii):

• Step 1: infer the effect formula ϕe from the suffix of the signals, and
• Step 2: given the (now fixed) effect formula ϕe mined in Step 1, infer the full specification ϕ = F[τ1,τ2)(ϕc ⇒ ϕe) that 

maximizes how well ϕ predicts the label of training signals.

Both Step 1 and 2 are modeled as optimization problems that maximize the prediction of the label, while minimizing 
the size of the mined formula (the optimization problem in Step 1 is defined considering only the suffix of the signals, 
while the one in Step 2 deals with the entire signals). To efficiently solve the two optimization problems, the procedure 
uses the partial order � of the candidate specifications, represented by a directed acyclic graph (DAG). The DAG contains all 
candidate formulas as its nodes, while the directed edges represent the partial order relation between formulas. In essence, 
finding the optimal specification consists in simultaneously searching for the optimal formula structure in the DAG and its 
optimal parameters. The mined specification should ideally be the lowest order formula that differentiates between positive 
and negative examples.

The DAG is infinite, hence the procedure constructs a finite sub-graph of possible candidate specifications and expands 
it on-the-fly when needed. The procedure starts the search from the DAG bottom elements – the most exclusive formulas 
of the form G[t1,t2](x ◦ s) with ◦ ∈ {≤, ≥}. It then follows the directed edges in the graph until a specification satisfied by 
all the positive examples is found. At each iteration, a candidate template rPSTL formula is explored and its parameters are 
estimated using classical optimization methods (e.g., simulated annealing). Fig. 6 illustrates the DAG refinement iteration on 
a simple example. If the resulting rSTL formula correctly classifies all positive examples and only a fraction of the negative 
examples above some high threshold, the algorithm stops and the candidate specification is selected. Otherwise, the high-
cost node is pruned from the DAG and the DAG is expanded to new candidate formulas. The expansion is done by combining 
nodes that create a specification with higher order with respect to their parent(s) node(s). The procedure is then repeated. 
This procedure is extended to an online learning setting in [45].

4.2. Mining STL specifications for anomaly detection

We summarize in this section a procedure for unsupervised passive learning of STL specifications [39]. This procedure 
adapts the supervised learning approach described in Section 4.1 to the setting where signals are not labeled. The aim of 
this procedure is to learn a specification that characterizes nominal behavior of a system. Any signal that violates the mined 
specification is then considered to be anomalous.

The specification mining procedure related to the inference fragment of STL is introduced in [39]. Inference STL (iSTL) 
removes from the rSTL fragment the restriction that top-level formulas must contain a Boolean implication, and is thus 
defined as follows:

ϕ ::= F[0,T )ϕ

where ϕ has the form of cause or effect formulas (2) in Section 4.1.
10
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Fig. 6. Example of a finite sub-DAG with candidate specifications built from observing a two-dimensional (x, y)-signal: (a) at initialization, and (b) after a 
refinement [46].

Fig. 7. Example of nominal (green) and anomalous (red) signals. (For interpretation of the colors in the figure(s), the reader is referred to the web version 
of this article.)

The specification mining procedure inherits several ideas from the algorithm described in Section 4.1, including the 
formulation of the mining as an optimization problem and the search of candidate formulas in the DAG representing the 
partial order of specifications. However, there are two key differences from the previous work.

First, since the signals are not labeled, the procedure makes two assumptions to be able to distinguish between nominal 
and anomalous behavior: (i) anomalous signals are rare and with low probability, and (ii) the signals associated to nomi-
nal behaviors are qualitatively different from the anomalous ones. Fig. 7 depicts these assumptions. Second, the objective 
function is formalized using one-class support vector machines (SVM). This method moves the optimization problem to a 
higher-dimensional space that increases the separation between nominal and anomalous behaviors. The objective function 
is designed to simultaneously

• minimize the number of signals classified as anomalous – this is consistent with the first assumption,
• maximize the separation between nominal and anomalous behavior – this is consistent with the second assumption, 

and
• penalize, using a tightness metric, the number of signals that satisfy with large robustness the specification – to avoid 

trivial specifications such as true that is satisfied by all signals.
11
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Fig. 8. The STL formula which describes the yellow cluster and therefore the included red signals is: ϕ1 = G[0,7](x ≤ 6) ∧ G[0,1](x > 0) ∧ G[1,5](x > 4) ∧
G[5,6](x > 3) ∧ G[6,7](x > 0). The one for the green cluster (blue signals) is ϕ2 = G[0,7](x ≤ 2) ∧ G[0,1](x > 0) ∧ G[1,5](x > 1) ∧ G[5,7](x > 0). The final formula 
is obtained by disjunction between the two STL formulas: ϕ = ϕ1 ∨ ϕ2. This example is taken from [74].

4.3. Mining STL specifications using grids

In this section, we present another passive learning approach for mining STL specifications using a grid-based discretiza-
tion of the time and value domain [74].

We sketch the mining procedure, also illustrated in Fig. 8, for the special case of one-dimensional signals:

• Step 1: discretize the two-dimensional time-value space into a rectangular grid, with granularity regulated by the user.
• Step 2: for every signal, mark all the cells in the grid that it covers (intersects).
• Step 3: cluster the signals according to the similarity of cells that they cover, where the exact notion of similarity is 

defined by the user.
• Step 4: for each cluster, map all the cells covered by the signals in that cluster.
• Step 5: translate the set of cells associated to each cluster to an STL formula that characterizes the cluster.
• Step 6: build the overall STL formula as disjunction of the cluster STL formulas.

The main consideration to take when using this procedure is the granularity of the grid, which affects the tightness of 
the resulting STL formula. Small granularity may result in a large over-fitting STL formula, while large granularity may result 
in an STL formula that accepts too many signals and provides a poor characterization of the signals.

Translating the set of cells to an STL formula works as follows. For every column i in the grid (time steps), we identify 
the bottom-most j and the top-most k rows (value steps) such that the cells (i, j) and (i, k) are in the set. We then describe 
this column using the STL formula G[t1,t2](x ≥ s1 ∧ x ≤ s2), where t1 and t2 are the start and the end times of column i, s1 is 
the minimum value of the row j and s2 is the maximum value of the row k. The overall STL specification is the conjunction 
of formulas obtained for each column.

We finally note that the generalization of the mining procedure from one-dimensional to multi-dimensional signals is 
straight-forward. The presented procedure is applied to each component of the multi-dimensional signal and the resulting 
formulas from each component are combined using conjunction.

4.4. Mining STL specifications with decision trees

Decision trees present an alternative for mining STL specifications. We review in this section three methods based on 
decision trees for inferring STL formulas: (i) offline supervised learning from positive and negative examples, (ii) online 
supervised learning, and (iii) offline unsupervised learning.
12



JID:YINCO AID:104957 /FLA [m3G; v1.321] P.13 (1-21)

E. Bartocci, C. Mateis, E. Nesterini et al. Information and Computation ••• (••••) ••••••
Fig. 9. Example of transformation from binary tree to STL formula as presented in [19]. The inferred formula in this case is: ϕtree = (
ϕ1 ∧

((ϕ2 ∧ ϕ4) ∨ (¬ϕ2 ∧ ϕ5))
) ∨ (¬ϕ1 ∧ (ϕ3 ∨ (¬ϕ3 ∧ ϕ6))

)
. The STL formulas ϕi (for i ∈ {1, . . . , 6}) represent the instantiations of PSTL primitives associated 

to the corresponding nodes.

4.4.1. Offline supervised learning
In this section, we present an approach for passive learning of STL specifications from positive and negative examples 

using binary decision trees [19].
The objective is the same as in Section 4.1 and consists in finding an STL specification that minimizes the mis-

classification rate. The specification mining procedure makes use of a key insight – the possibility to map a fragment of 
STL to decision trees, and more specifically to binary decision trees. This enables using classical methods on decision trees 
to solve the problem – first, build a tree that classifies signals, and then translate the tree to an STL formula.

The procedure takes three parameters as input: (i) a set of PSTL template specifications that are allowed to be used for 
generating the final specification, (ii) an impurity measure that defines the criteria for preferring one PSTL template over 
another, and (iii) a stopping criterion. Two classes of primitive PSTL formulas are proposed in the original paper [19] – first-
level primitives of the form FI (x ◦ s) or GI (x ◦ s), and second-level primitives of the form FI G J (x ◦ s) or GI F J (x ◦ s), where 
◦ ∈ {≤, ≥}. The authors propose canonical measures, including information, Gini and mis-classification gain, as possible 
impurity measures. These measures are adapted to better generalize unseen data by defining boundaries that separate two 
classes of signals as much as possible based on the robustness interpretation of the STL specifications. Finally, the proposed 
termination conditions are based on the percentage of signals belonging to the same class associated to a node in the 
decision tree and the depth of the tree.

The decision tree is constructed recursively in three major steps:

• Step 1: check if the terminal conditions are satisfied on the current node.
• Step 2: if yes, create a leaf node, associate it to the label that gives the best classification and stop the current recursion 

iteration. If not, create a non-terminal node and associate it with the STL formula that best splits the data reaching that 
node.

• Step 3: partition the data that reach the current node according to whether they satisfy or violate its associate specifi-
cation and build accordingly two sub-trees. Apply the same steps to each sub-tree.

Step 2 requires associating the new node to the STL formula that “best” splits the data. The STL formulas are chosen 
among all instantiations of PSTL specification templates defined by the user. The notion of best refers to the optimization of 
the impurity measure, also given by the user.

The remaining step consists in translating the binary decision tree to the overall STL formula. This is also done recursively 
on the structure of the tree. The leave nodes with positive (negative) labels are associated to the formula true (false). The 
STL formula associated to a tree with the STL formula ϕ in the root is the disjunction between two conjunctions: (i) the 
conjunction of ϕ and the STL formula associated to the left child sub-tree, and (ii) the conjunction between ¬ϕ and the STL 
formula associated to the right child sub-tree. An example of the procedure is depicted in Fig. 9.

The decision tree generated by the above procedure can be in some cases very large with high classification accuracy on 
the training data. Such a tree may be over-fitting the training data and may not give explainable insights about the data. 
The dimensions of the constructed tree can be reduced using a pruning algorithm [18]. The main idea is to equip the tree 
with a cost that takes into account the percentage of mis-classified data and the width of the tree. A sequence of trees with 
decreasing size is constructed by varying the weights that are given to the mis-classification rate and the width of the tree 
in the cost. Finally, it is possible to choose among the obtained trees picking the one that has the minimum classification 
error on the validation set.
13
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4.4.2. Online supervised learning
This section describes a procedure that extends the supervised mining approach based on decision trees [19] presented 

in Section 4.4.1 from offline to online learning [17]. In the online learning scenario, data is not fully available prior to train-
ing, but rather arrives continuously over time. The aim of the online mining procedure is an efficient on-the-fly generation 
and refinement of the STL specification according to the new observed data.

The overall structure of the mining procedure is similar to its offline counterpart. That is, the decision tree classifies the 
observed labeled signals. The candidate specifications belong to a set of primitive formulas and the combination thereof. 
Finally, an impurity measure is used to define a criterion for selecting the primitive formula that splits data well with 
respect to their labels.

The key difference of the online mining method is its mechanism to update the learned STL specification with the arrival 
of new signals. There is a trivial solution to the online mining problem that consists in applying the offline procedure at 
each new arrival of data. This solution is nevertheless highly inefficient and expensive.

The main difficulty for an efficient update of a decision tree happens when a new signal causes the change of the best 
primitive formula associated to a node, according to the used impurity measure. To make the online learning procedure 
efficient, decision tree updates of this kind are postponed to when the new STL formula is reasonably certain to hold in the 
future, a decision based on a probabilistic condition.

4.4.3. Offline unsupervised learning
This section presents a procedure for offline unsupervised mining of STL specifications using decision trees [16]. In 

contrast to the other approaches in this section, this procedure clusters signals according to their temporal logic properties 
and then describes and discriminates the groups by appropriate STL formulas. In this setting, the input data does not need 
to be labeled since the clustering problem is an unsupervised problem that require to work uniquely on raw signals. The 
output of the algorithm is a hierarchical tree where each node verifies if a temporal property of the data is satisfied or not 
and each leaf represents a cluster that is mapped to an STL formula.

The mining procedure is similar to its supervised offline counterpart. However, the interpretation of the decision tree 
is different. The decision tree provides a hierarchical representation of signal clusters. The initial node contains the entire 
set of signals. When moving down the tree hierarchy, each node presents a refined set of similar signals. The leaf nodes 
represent the actual signal clusters. Each node also has an associated STL specification that characterizes the set of signals 
represented by the node. This STL formula aims to maximize discrimination between the signals associated to that node, 
and all the other signals.

The discrimination is achieved using a homogeneity measure that quantifies the distance between two signals (e.g. Eu-
clidean Distance or Dynamic Time Warping).

4.5. Mining STL specifications by enumeration

This section presents a procedure for learning STL specification classifiers by combining enumerative search of monotonic 
PSTL templates with robustness-based instantiation of PSTL parameters [54].

The procedure is summarized in Algorithm 1 and consists of two major interleaved steps:

• Step 1: systematic enumeration of PSTL templates ordered by their size (function Enumerate in line 4), and
• Step 2: logical classification by instantiation of each template to an STL formula by minimizing its mis-classification rate.

The above procedure stops as soon as an STL formula with low mis-classification rate is found. Due to the exploration of 
specification templates in the increasing order of their size, the resulting STL formula is guaranteed to be the smallest one 
that satisfies the criterion.

Logical classification for every PSTL specification in the enumeration is computationally expensive with the risk to repeat 
the parameter instantiation for many equivalent PSTL formulas. To detect and remove equivalent, and hence redundant 
PSTL formulas before their logical classification is performed, the notion of signature is used to approximately check PSTL 
specifications for equivalence. The signature of a PSTL formula corresponds to a matrix containing the robustness values with 
respect to different traces and parameter valuations (this is what function ComputeSignature computes in line 6). Finding 
the parameters of a PSTL formula that minimizes mis-classification rate is done using an adaptation of the binary search 
algorithm [6] that approximates the satisfaction boundary of the formula (function SelectValuation in line 16). An instance 
of the binary search algorithm is illustrated in Fig. 10.

The above procedure is adapted to learn the environment assumption in a CPS model [53]. Following the observation 
that if the input traces satisfy this assumption, then the corresponding output traces satisfy the output requirement, the 
aim is to learn an STL classifier that partitions the input signals into the ones that result in the satisfaction, and the others 
that result in the violation of the system requirements. The robustness-driven method to learn parameter values is replaced 
by a decision-tree based approach.
14
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Algorithm 1: Enumerative mining approach presented in [54].
Input: Maximum length max_length, acceptable MCR δ, set of traces S
Output: STL formula with low MCR (if it is found)

1 l ← 1
2 D ← ∅
3 while l ≤ max_length do
4 � ← Enumerate(l)
5 foreach ϕ ∈ � do
6 sϕ ← ComputeSignature(ϕ)

7 while � \ D �= ∅ do
8 pick ϕ ∈ � \ D
9 is_new ← true

10 foreach ψ ∈ D do
11 if sϕ = sψ then
12 D ← D ∪ {ϕ}
13 is_new ← false
14 break

15 if is_new then
16 v ←SelectValuation(ϕ, S)

17 if MCR(ϕv ) ≤ δ then
18 return ϕv
19 else
20 D ← D ∪ {ϕ}

21 l ← l + 1

22 return no STL formula found

Fig. 10. By leveraging the monotonicity of the PSTL formula, the adaptation of the binary search algorithm consists in recursively dividing the parameter 
space into sub-regions containing the formula’s satisfaction boundary. Each red point is the valuation on the diagonal of the respective hyper-box that 
instantiates an STL formula with robustness value equal to zero. Depending on the monotonicity direction, two of the generated sub-regions are excluded 
from further search (gray boxes) because they only contain either all valid or invalid valuations, hence no points on the satisfaction boundary. The procedure 
is then iteratively repeated on the remaining sub-regions.

4.6. Mining STL specifications from positive examples guided by robustness metrics

This section presents an incremental procedure for passively mining STL specifications from positive examples. This 
procedure extends the approach that infers parameters in STL specification templates guided by tightness metrics [35]
presented in Section 3.3 with the ability to also learn the specification structure from data [36]. The main objective is to 
learn the tightest STL formula that is satisfied by all positive examples.

The core of the method is to build the formula structure incrementally, constructing in each iteration a more complex 
STL formula. The overall approach is summarized in Algorithm 2. The algorithm takes as input a set of traces and a set of 
candidate PSTL predicate templates (i.e. parametric inequalities over the signals such as f (x) ≥ k, where x is a signal and 
k a parameter). The procedure is iterative, and in each iteration it updates a set 
 of candidate specifications. This set is 
initiated with simple formulas of the form FI p, GI p and pUI q, where p and q are PSTL predicate templates and I = [a, b] is 
a parameterized time interval (function InitializeSet in line 1). An iteration of the procedure consists of the following steps:

• Step 1: apply the parameter inference procedure guided by the tightness metric to all the PSTL specifications in the set 

 (function ParameterInference in line 5) and create the corresponding set of STL formulas �.

• Step 2: filter the resulting STL formulas according to their robustness w.r.t. the positive examples (function Filter in 
line 7). The filtering uses a selection heuristic, which initially keeps the set of formulas diverse (keeping even some 
formulas with negative robustness), then it gradually favors only formulas which are tightly satisfied by the set of 
traces.
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• Step 3: if no STL formula remains in � after filtering, the procedure is not able to find an STL specification that is 
consistent with the positive examples and the procedure stops.

• Step 4: if there is only one remaining STL formula in � after filtering, the procedure returns this as output specification 
and stops.

• Step 5: augment the set 
 by nesting existing sub-formulas with another temporal (FI , GI or UI ) operator, and combining 
the existing sub-formulas with disjunction (function Augment in line 13).

Algorithm 2: Mining procedure in [36].
Input: Set of traces S , set of PSTL predicate templates P
Output: STL formula (if it is found)

1 
 ←InitializeSet(P )

2 while true do
3 � ← ∅
4 foreach ϕ ∈ 
 do
5 ϕv ← ParameterInference(ϕ)

6 � ← � ∪ {ϕv }

7 � ←Filter(�)

8 if |�| = 0 then
9 return no STL formula found

10 else if |�| = 1 then
11 return ϕv ∈ �

12 else
13 
 ←Augment(
)

4.7. Mining STL specifications with genetic algorithms

Genetic algorithms can be used to tackle the problem of automatically inferring an STL formula that acts as a two-class 
classifier among two sets of signals, giving also insights on what distinguishes the two sets. The traces in the training data 
set needs to have been previously labeled as either desired or anomalous trajectories of the system under study.

Genetic algorithms take inspiration from the process of natural selection among species. In the specification mining ap-
plications, the term individual refers to a candidate formula. The definition of three aspects characterizes a particular genetic 
algorithm: 1) fitness function (indicating how an individual is suitable to survive, i.e., how good a formula discriminates be-
tween the sets of positive and negative examples), 2) crossover operator (how a new individual is generated starting from 
two others, i.e., how formulas are combined to have new ones), and 3) mutation operator (what random changes may 
happen to an individual formula).

There are two similar approaches that use genetic algorithms for mining STL formulas. The first approach is a super-
vised learning algorithm for mining an STL specification classifier by combining an Evolutionary Algorithm (EA) to learn 
the structure of the formula with a Gaussian Process Upper Confidence Bound Algorithm (GP-UCB) to infer its optimal pa-
rameters [59]. The approach in [59] considers the full STL specification language and not just specific fragments. Another 
genetic algorithm to mine specifications is presented in [68,7]. The second approach is a pure genetic algorithm approach 
and restricts its attention to the past STL (ptSTL) fragment, which forbids the use of future temporal operators. Since these 
two approaches are similar, we sketch in more detail the former approach only.

The procedure takes as input two labeled datasets: the set of positive and the set of negative examples. The procedure 
is described in Algorithm 3 and starts with the generation of a set of templates via conjunction of predicates or application 
of temporal operators to predicates (function InitializeTemplateSet in line 1). The rest of the algorithm consists of the struc-
ture mining and the parameter inference steps, which are combined in a compositional manner. In every iteration of the 
procedure:

• Step 1: EA updates the set of candidate specification templates,
• Step 2: for each specification template, GP-UCB is used to find the parameters that optimize its discrimination between 

the sets of positive and negative examples.

These two steps require four main ingredients: (i) the fitness function, (ii) the discrimination function, (iii) the cross-over 
operation, and (iv) the mutation operator.

The fitness function is used to sample the formulas from the set of candidate templates that will generate new formulas 
or will be passed to the following iteration (function Sample in lines 4 and 7, respectively). This function is defined as the 
sum of two terms: one that penalizes long-size formulas and the other that favors formulas with higher discrimination 
power. The latter is defined as a discrimination function that captures how well an STL formula discriminates between 
two sets of examples. It assigns to the formula the difference between the average robustness of positive and the average 
16
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Algorithm 3: Genetic algorithm to mine specifications [59].
Input: Set of positive examples Sp , set of negative examples Sn , fitness function F , discrimination function D , maximum number of iterations N
Output: STL formula discriminating Sp from Sn

1 
 ←InitializeTemplateSet
2 � ← ParameterInference(
, D, Sp, Sn)

3 for i = 1, . . . , N do
4 �s ←Sample(�, F , Sp, Sn)

5 
 ← Crossover(�s) or Mutation(�s)

6 �s ← ParameterInference(
, D, Sp, Sn)

7 � ←Sample(� ∪ �s, F , Sp, Sn)

8 ϕ ← SelectFormula(�)

9 return ϕ

Fig. 11. Syntax tree of the formula ϕ = F[0,1](s1 > 3) ∧ (s2 > 8).

robustness of negative examples, divided by the sum of the respective standard deviations. This is the function that GB-UCP 
aims to maximize in order to find the optimal parameters for each formula template (function ParameterInference in lines 2
and 6).

Considering the representation of a formula as a syntax tree (see an example in Fig. 11), the cross-over operator works as 
follows: given two formulas (the parents), it randomly selects one subtree from each formula and switches them, generating 
two new formulas (the children). Finally, the mutation operator takes as input a formula and it changes one random node 
with one random formula (either predicates or temporal operators F, G and U applied to predicates). At each iteration, the 
cross-over operator and the mutation operator are mutually exclusive and randomly selected according to their predefined 
probabilities (line 5).

After a maximum number of iterations, the algorithm returns the formula in the set of candidate specifications that have 
the maximum discrimination power according to the discrimination function (function SelectFormula in line 8).

5. Related work

This tutorial focuses on revisiting methods for learning formal specifications in Signal Temporal Logic [51] (STL). However, 
there are other approaches to learn different formal specification languages and models. In the following, we briefly report 
some of them. For a more general overview we refer the reader to a recent interesting survey [77].

Multi-valued specification languages STL with quantitative semantics is a multi-valued logic assuming values in R ∪{−∞, ∞}
and allowing to measure how far is a behavior from satisfying or violating a specification. There are other branches of multi-
valued logic such as fuzzy logic [80] and probabilistic logic [64]. In contrast to STL, fuzzy logic is normalized to the interval 
[0, 1] of truth values and aims to represent vagueness and imprecise information. Probabilistic logic allows to reason with 
uncertain knowledge by having the truth values of sentences be probabilities between 0 and 1.

Learning invariants Temporal invariants are properties that remain unchanged during the system’s executions. In STL such 
property would correspond to learn the template Gϕ , where ϕ is a constraint expressed over the system’s variables (for 
example x ≤ y + 1) that the system will always satisfy. A popular tool to learn such invariants is Daikon [25] and it is 
employed in CPSDebug [15] to support failure explanation in CPS models.

Learning LTL LTL describes temporal properties of reactive systems. Texada [48] is a popular approach for learning LTL spec-
ifications from temporal templates by instantiating the template with the propositions that are consistent with the observed 
data. Huang and Cleaveland [34] propose an automata-based approach for inferring LTL formula from a specification tem-
plate and a set of data streams. Neider and Gavran [57] introduce two passive approaches for learning LTL - the first one 
consists of a sequence of satisfiability problems in propositional Boolean logic that generate the smallest LTL specification 
that is consistent with the observations, while the second one combines the SAT-driven learning with learning decision 
17
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trees. The second approach allows to scale to large-size scenarios while dropping the minimality requirement. Riener [67]
improves on the SAT-based learning method by using topology structures to partition the search space into small sub-
problems. Gaglione et al. [30] extend the LTL mining method from Neider and Gavran by enabling inference of concise LTL 
specifications in the presence of noisy data by using MaxSMT.

Learning state-machines State-machine models such as finite state automata provide an alternative approach to express the 
system’s behavior. They consist of a finite set of states and a transition function determining how to switch from a state 
to another given a certain input symbol. Dana Angluin proposed in [3] the first learning method for deterministic finite 
automata called L* algorithm. This algorithm can be formulated as a cooperative game between two players: a learner and 
a teacher. The aim of the learner is to infer, by formulating some queries and reasoning about the obtained answers, a 
deterministic finite automaton modeling an unknown language L. The teacher acts instead as an oracle that can answer 
queries formulated by the learner. There are generally two types of queries: membership and equivalence queries. The first 
type of queries consists in asking whether a certain word belongs to the unknown language, while the second type of 
queries asks whether a candidate language is equivalent to the unknown language. The family of approaches based on this 
interaction between a learner and a teacher are also called active learning methods [71,32,77]. The main prerequisite of these 
methods is the existence of a teacher, but this is not always feasible. An alternative approach that does not require a teacher 
is given in ALERGIA algorithm [21] where a prefix tree acceptor is built starting from a set of observed execution traces. 
Approaches that do not require the interaction with a teacher are called passive learning methods [77]. More recently, many 
of these concepts have been further extended to learn more expressive and complex state machine models such as timed 
automata [65], linear hybrid automata [70,52], and hybrid automata with inputs and outputs [52].

Learning regular expressions Regular expressions describe the regular languages accepted by deterministic finite automata 
and can be used to specify in a concise way patterns of symbols. A regular expression can be automatically generated from 
a deterministic finite automata using Kleene’s algorithm [31,44]. A method for mining timed regular expressions [5], from 
traces was developed in [55,56]. Shape expressions [62] are regular expressions where the symbols are parametrized functions 
(linear, exponential, sinosuoidal, etc) describing shapes that characterize the features of a signal. Recent works [10,11]
provide an automated approach to learn linear shape expressions from a set of positive examples and it is supported by
ShapeIt [11].

Learning model checking Learning model checking is a new interesting framework introduced in [20] that consists in pre-
dicting the probability of satisfaction (or the robustness value) of an STL specification with respect to a model M , given the 
satisfaction values of a set of independently selected STL properties. The key insight is to learn a linear model that predicts 
the satisfaction values of STL formulas in a feature space, namely a higher dimensional space than the original space of 
data and where it is easier to work on. As commonly used in machine learning, the kernel trick is exploited to perform an 
efficient learning that does not require the explicit computation of the feature space: it is indeed sufficient to use the simi-
larity between pairs of STL formulas. The similarity between two formulas is defined as the scalar product of the functions 
that compute the robustness values of the formulas by varying the trajectories. The authors mention the possibility of using 
their new approach for specification mining purposes: the search would then be shifted from the discrete space of formula 
templates to a continuous space where distances depend on semantic similarities.

Data mining in temporal series Mining patterns in temporal series has been the subject of intense and prolific research ac-
tivities for at least three decades. As discussed in [41] the main tasks in temporal series data mining are indexing, clustering, 
classification and segmentation. Indexing [40] consists in matching times series in a database that are the closest according to 
a similarity measure to a given query time series. Clustering [40,43] is a task that groups times series according to a simi-
larity measure, while classification [40,43] is a supervised machine learning task that takes in input an unlabeled time series 
and determines one or more classes to which the time series belongs. Finally the goal of segmentation [42,69] is to compute 
from an initial time series, another time series with less data points approximating the original one. This last task is general 
functional to efficiently perform the other three. Mining STL specifications can be considered as clustering and classification
tasks, while monitoring an STL formula over time series is similar to the indexing task. However, one main difference is that 
we can leverage a data-efficient, concise and human-understandable symbolic language to represent the sets of time series 
we are interested in. This provides a suitable tool not only to classify/cluster time series, but also to explain the temporal 
relations characterizing the essence of the desired time series pattern. Furthermore, the use of STL opens to the possibility 
of using all the machinery available for monitoring, testing, and control synthesis.

6. Conclusion and future directions

This paper evidences the active and vivid research in the domain of mining STL specifications. This field connects the 
worlds of machine learning and formal methods, exploiting many potential synergies between the two. We observe that 
both template-based and template-free mining approaches have relevant practical applications and receive considerable at-
tention from the research community. Despite many different angles used to tackle this problem, we see several unexplored 
opportunities for research, that we briefly discuss in this section.
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Model-based active mining We notice that only one reviewed approach uses the system model in the specification mining 
process. We think that this is an interesting and not sufficiently explored direction to pursue, especially when using spec-
ification mining to support the CPS design. More specifically, the model can be used to generate new behaviors and thus 
actively refine the mined specification, providing in every iteration a more precise insight in the model properties.

Mining input/output relations All the approaches considered in this paper assume that the outcome is a flat specification 
that characterizes a language. In CPS, the systems are dominantly open and have a clear input and output signature – the 
system continuously receives inputs and reacts to them, generating outputs. For many applications, mining an input/output 
relation would be a very valuable outcome.

Mining local patterns The methods reviewed in this paper focus on learning specifications from the entire signals. A different 
view on the mining problem consists in finding repeating anomalous patterns within a single behavior. This more local 
mining problem has been extensively studied in the time series community with the ideas of shapelets [72] and motifs [79]
but has received no attention so far in the context of STL.

Explainable AI Specification mining is a form of explainable artificial intelligence, since a formal specification provides a-
priori an interpretable artefact. However, this corner on learning specifications has not been sufficiently studied, and there is 
little work that investigates, for instance, whether STL specifications can provide meaningful additional insight into opaque 
black-box components, such as deep neural networks.
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[7] Sertaç Kagan Aydin, Ebru Aydin Gol, Synthesis of monitoring rules with STL, J. Circuits Syst. Comput. 29 (11) (2020) 2050177.
[8] Ezio Bartocci, Luca Bortolussi, Michele Loreti, Laura Nenzi, Simone Silvetti MoonLight, A lightweight tool for monitoring spatio-temporal properties, in: 

Proc. of RV 2020, in: LNCS, vol. 12399, Springer, 2020, pp. 417–428.
[9] Ezio Bartocci, Luca Bortolussi, Guido Sanguinetti, Data-driven statistical learning of temporal logic properties, in: Proc. of FORMATS 2014, in: LNCS, 

vol. 8711, Springer, 2014, pp. 23–37.
[10] Ezio Bartocci, Jyotirmoy Deshmukh, Felix Gigler, Cristinel Mateis, Dejan Nickovic, Xin Qin, Mining shape expressions from positive examples, IEEE Trans. 

Comput.-Aided Des. Integr. Circuits Syst. 39 (11) (2020) 3809–3820.
[11] Ezio Bartocci, Jyotirmoy Deshmukh, Cristinel Mateis, Eleonora Nesterini, Dejan Nickovic, Xin Qin, Mining shape expressions with ShapeIt, in: Proc. of 

SEFM 2021, in: LNCS, vol. 13085, Springer, 2021, pp. 110–117.
[12] Ezio Bartocci, Jyotirmoy V. Deshmukh, Alexandre Donzé, Georgios E. Fainekos, Oded Maler, Dejan Nickovic, Sriram Sankaranarayanan, Specification-

based monitoring of cyber-physical systems: a survey on theory, tools and applications, in: Lectures on Runtime Verification - Introductory and 
Advanced Topics, in: LNCS, vol. 10457, Springer, 2018, pp. 135–175.

[13] Ezio Bartocci, Thomas Ferrère, Niveditha Manjunath, Dejan Nickovic, Localizing faults in Simulink/Stateflow models with STL, in: Proc. of HSCC 2018, 
ACM, 2018, pp. 197–206.

[14] Ezio Bartocci, Niveditha Manjunath, Leonardo Mariani, Cristinel Mateis, Dejan Nickovic, Automatic failure explanation in CPS models, in: Proc. of SEFM 
2019, in: LNCS, vol. 11724, Springer, 2019, pp. 69–86.

[15] Ezio Bartocci, Niveditha Manjunath, Leonardo Mariani, Cristinel Mateis, Dejan Nickovic, CPSDebug: Automatic failure explanation in CPS models, Int. J. 
Softw. Tools Technol. Transf. 23 (5) (2021) 783–796.

[16] Giuseppe Bombara, Calin Belta, Signal clustering using temporal logics, in: Proc. of RV 2017, in: LNCS, vol. 10548, Springer, 2017, pp. 121–137.
[17] Giuseppe Bombara, Calin Belta, Online learning of temporal logic formulae for signal classification, in: Proc. of ECC 2018, IEEE, 2018, pp. 2057–2062.
[18] Giuseppe Bombara, Calin Belta, Offline and online learning of signal temporal logic formulae using decision trees, ACM Trans. Cybern. Phys. Syst. 5 (3) 

(2021) 22.
19

http://refhub.elsevier.com/S0890-5401(22)00112-2/bib99EA021B9AE501344195E0BD3C5BCDDBs1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib99EA021B9AE501344195E0BD3C5BCDDBs1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib07533A4731F89AD542C984221B2E7027s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib06CDD0C529F621AE7EC32082BFB0EC21s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib9193AD7CD2A494398079FF357F73173Fs1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib9193AD7CD2A494398079FF357F73173Fs1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibB11F8194CF31631B69303393F0B1C6C4s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib5380FE7B740A4F9A7A37232770917658s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib5380FE7B740A4F9A7A37232770917658s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib39A650938622F9A01C3EB594B5889F0Bs1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibC695A660B75D45499A6056F40B4AC486s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibC695A660B75D45499A6056F40B4AC486s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibC092D71F4A937DC9460A26EF9DE7C70As1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibC092D71F4A937DC9460A26EF9DE7C70As1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibFDC1177445A6FD79BBA98230DEDD7571s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibFDC1177445A6FD79BBA98230DEDD7571s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibDD79FDF97C00EF2525F2B9ABE22A5082s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibDD79FDF97C00EF2525F2B9ABE22A5082s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibFE03EBA06DA24D9C58DCA7AA3D6F870Es1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibFE03EBA06DA24D9C58DCA7AA3D6F870Es1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibFE03EBA06DA24D9C58DCA7AA3D6F870Es1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibEA8F2DEA133490F6653ECFA423C1D1DCs1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bibEA8F2DEA133490F6653ECFA423C1D1DCs1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib4B4BB6E0E4F408236A53785AC5C41F0As1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib4B4BB6E0E4F408236A53785AC5C41F0As1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib92A86C8914E4DF1BCB80B84622AA1F7As1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib92A86C8914E4DF1BCB80B84622AA1F7As1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib8B91A32E28A50DD74297CE5E6FFE5B30s1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib916908385B4734B7FB321C15B07109DDs1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib80B7463FA74C68033BF980B1258A649Fs1
http://refhub.elsevier.com/S0890-5401(22)00112-2/bib80B7463FA74C68033BF980B1258A649Fs1


JID:YINCO AID:104957 /FLA [m3G; v1.321] P.20 (1-21)

E. Bartocci, C. Mateis, E. Nesterini et al. Information and Computation ••• (••••) ••••••
[19] Giuseppe Bombara, Cristian Ioan Vasile, Francisco Penedo, Hirotoshi Yasuoka, Calin Belta, A decision tree approach to data classification using signal 
temporal logic, in: Proc. of HSCC 2016, ACM, 2016, pp. 1–10.
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