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Abstract This article presents the architecture, design and validation of a distributed
learning approach, that provides support for knowledge preservation. The archi-
tecture is able to provide support for Collaborative Data Mining, Context Aware
Data Mining, but also Federated Learning. Improving User Experience, providing
support for research activities and providing a framework for production-grade ma-
chine learning pipeline automations were the primary objectives for the design of
the proposed architecture. Third party service support is available out of the box,
maintaining the loose-coupling of the system. Obtained results are promising, the
system being validated with a use case on Collaborative Data Mining.

1 Introduction

Nowadays, Distributed Learning (DL) [6, 1] is one of the key research areas in the
field of Artificial Intelligence andData Science. The need for DL arises from the ever
evolving need for data security, data privacy, resources optimization, and, in general,
cost control. Traditional (centralized) Machine Learning (ML) methodologies use a
single node to implement the entire ML pipeline, that has to be executed over the
entire dataset, in order to obtain a working model. This working model can later be
used by the Edge Nodes (or third-party locations) to obtain certain estimations or
classifications for other input data.
This approach raises some important problems: training data must be uploaded

from the Edge Nodes to the Cloud Component, that on the other hand has to be able
to retain all that information while also possessing the computing power needed to
process it. Time consuming pipeline operations are executed over the entire dataset
at once.
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While the problem of data-privacy can be partially mitigated usingHomomorphic
Encryption [22], this operation does not resolve the bandwidth problem. The latter
could be mitigated by using Dimensionality Reduction and Data Reduction [8]
techniques, or even newer formats for data compression (like Parquet files [4]).
The question arises if both the privacy and the bandwidth problems could be opti-

mallymitigated, by taking advantage of the steady increase in low-energy high-power
computing that is currently available on the EdgeNodes.Federated Learning [26, 17]
creates and trains partial models on the edge nodes, uploading them to the Cloud
Component, that only has to integrate these partial models. This approachwill mostly
eliminate the need for a central node with high storage and processing requirements.
Secure Computing [11] employs different strategies for providing Data Security,
while also retaining the full power of Cloud Computing and delivering consistent
results.
The structure of this article is as follows: Section 2 describes the latest work

in the field of Federated Learning (FL), section 3 presents the use-case that in-
spired the work, section 4 presents the functional and non-functional requirements
for the system, Section 5 discusses the architecture, section 7 presents advan-
tages/disadvantages of the current architecture and also a comparison to a similar
work, and lastly section 8 discusses conclusions and future work.

2 Related Work

AsDistributed Systems (DS) progress turning the Internet into a huge scale organism,
the importance of software and platform architectures grows. In this context, the
Pareto Principle [24] enhances the importance of a well-designed architecture, that
will save on implementation time later on in the life-cycle of the software platform.
Matei et al. [20] have developed a flexible architecture thatmakes use of Serverless

Components for a face-recognition app, with very good results, thus demonstrating
the effectiveness of the Serverless Architecture, and also a multi-layer architecture
for soil moisture prediction [18] that is done in a Context-Aware methodology. Both
these architecturesmake use of flexibility as well as layering in software components,
in order to optimize all aspects of development and practical exploitation.

Data Silos are used heavily in Distributed Learning (actually every edge node
is treated as a Data Silo). Durrant et al. [10] discusses about the role of DL in the
Agri-Food sector. A soybean yield forecasting use-case is used for demonstration
purposes, with good results, as the resulting model performed better than models
trained on single data-sources.
Gupta et al. [11] present a methodology that usesMachine Learning Agentswhich

work on subsets of the data, generating partial Deep Neural Networks (DNN) and
then centralizing them and producing a final integrated model. The only data transfer
that occurs between the central component and the edge nodes is composed of tensor
parameters and gradients.
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Li et al. [16] propose a modified version of Federated Learning architecture,
where the system works on an overall model at once, agents being able to compute
gradients and send them back to the central node. The system can handle byzantine
workers, that send corrupt responses, due to local data corruption or any other causes
(including maleficent behavior).
DL can also be regarded as a Bias Averaging System (reduction of overall bias

in models by averaging multiple biased models). Alireza et al. [9] discuss about a
methodology that brings Adaptive Bias Compensation in an energy efficient way.
Their system uses a two-stage Analog to Digital Converter (ADC) with a two-fold
adaptive feedback loop for signal processing and preparing the application of Data
Mining Algorithms. Biases can thus be mitigated, if not eliminated completely.
Federated Learning Architecture for Smart Agriculture (SA) is discussed by

Kumar et al.[15] in their article about the PEFL Framework, that securely raises the
accuracy of the predictions up to 98%.

Model Trust is a topic discussed by Chakraborty et al. [5], where they propose
storing the models within a blockchain. This approach, however, will affect the
privacy of the model, as blockchains are inherently public, and also any encryption
method will eventually be hacked in the future. The inability to remove blockchain
entries can be detrimental for some use-cases.

3 Agricultural Use-Case for Distributed Learning

While data in the Agri-Food field may not be as sensitive as in other fields (eg.: the
medical field), the sheer amount of sensor data generated by sensors of all kinds
(often multiple sensor stations spread over a large area) can mean a huge bandwidth
and storage space would be required just to upload and store the required data. Model
parameters, however, would require much less storage and bandwidth, making this
choice preferred, over the former.

MUSHNOMICS1 is a three-stage holistic platform that enables mushroom grow-
ers to 1. prepare the substrate, 2. grow the mushrooms and 3. dispose the spent
substrate in an economic and eco-friendly way. The digital platform assesses the
entire infrastructure at all times, through several sensing components, allowing the
overseer to accurately predict the final yield of the growing system, in order to better
plan the required logistics.
As mushroom growers often work with private data and there is some competition

between them, the platform needs to be able to work with client specific models.
This constraint, however, leads the way to generalization of the platform for all kinds
of other Agri-Food use-cases, not just mushroom specific, that can be applied in
the same platform, thus raising the flexibility of the result. Collaborative models for
data-mining can also be implemented, if consortia of producers will agree to share
their models (not their data), in order to better transfer new knowledge within the

1 https://mushnomics.org/
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group. Also, science use-cases will benefit from the new found knowledge, as the
system should have a knowledge preserving system (ontologically modeled).

4 Functional and Non-Functional Requirements for the
Distributed Learning Architecture

Within the project, requirements are elicited after brain-storming sessions that also
included project beneficiaries as well as relevant stakeholders. After the initial idea
generation, the structuring of requirements was done by using theMoSCoW method-
ology [2], that prioritizes features withmost benefits for the end-result, and also using
the ATAMMethod [13]. Assessment of user expectations and the market demand for
a privacy-centric solution were some other factors that were taken into consideration
when designing these requirements.
Functional Requirements are formulated as high-level platform functionality.

Each element was then split in more specific and atomic requirements needed for
the development, testing and validation phases. From these, the most important ones
are:

• FR1 - Ability to use multiple DL Methodologies, including Federated Learning,
but also provide support for a classic (centralized) ML pipeline;

• FR2 - The ability of the system to provide both research support [3] as well as
production grade automatic pipelines [21];

• FR3 - The ability of the system to accommodate several agri-producers in a
secure, data-private way, but also enable support for consortia of agri-producers;

• FR4 - The system’s ability to provide its services in a privacy centric way;
• FR5 - Ability to retain discovered knowledge, per project;
• FR6 - Ability to connect 3𝑟𝑑 party client applications/integrations to the system.

An excerpt from theNon-Functional Requirements, as performance and security
aspects that the platform needs in order to provide quality services, are:

• NFR1 - Security, Scalability and Stability of the resulting system;
• NFR2 - Platform Resilience, as the ability to manage and recover several failure
classes within the system;

• NFR3 - Low-spec hardware requirements for the Cloud Component (leveraging
Serverless Components);

• NFR4 - High-Performance and Flexible API for 3𝑟𝑑 party integrations;
• NFR5 - Portability/Accessibility, as the possibility of the platform to be accessed
from various operating systems, including mobile;

• NFR6 - Flexibility, as the platform should be used both for scientific as well as
production purposes.
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5 Distributed Learning System Architecture

DL methodologies have a huge benefit of using the edge nodes for generating a
partial model. But, in order for the Model Federation to be obtainable, the models
themselves have to be compatible [14]. The usual way of federating models is by
means of averaging the parameter values over all the partial models.
Model characteristics are sent as metadata, so the Cloud Component can estimate

an importance factor for it, factor that will be translated into the model’s weight in the
average. These operations ensure the robustness of the model and initial resistance
against problems that can arise, including edge node byzantine failures [27].

Model compatibility is obtained in two steps:

1. Model Build Characteristics (like number of hidden layers and/or number of
tensors per layer, for Neural Networks) and an initial model are obtained in the
research part of the working methodology. This provides the best settings for the
model to be built. These characteristics, that are unique per project, are then sent
to the Edge Nodes;

2. Edge Nodes use the received characteristics and local data, to generate a partial
model that will be uploaded to the Cloud Component. By using the same settings,
averaging the models can be done in a more straightforward way.

In the case of FL, the Cloud Component does not permanently store the partial
models (as this would pose some privacy risks), rather use the partial models to
update the global model and then discard the used partial model.
The high level architecture is presented in Figure 1. We can observe the multiple

Edge Nodes, that provide required project inputs to the Cloud Component, and also
receive model parameters and other platform settings (like sensor read frequency).
The Cloud Component centralizes either the full data (for classical ML method-
ologies) or the resulting partial models, in order to provide analytics, data/model
storage, knowledge preservation and an advanced model creation pipeline that can
either work in a classical manner, or in a decentralized (federated) one. Platform
access can be provided either through the Web UI, or through an API.

Fig. 1 High Level Architecture for Distributed Learning
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The detailed architecture is presented in Figure 2.
The roles and responsibilities of the three large components of the system are:
The Edge Nodes are responsible for the local data gathering devices, centralizing

and pre-processing data from sensors. Depending on the methodology, the data will
be used either for generating/enhancing a local model, or uploading it to the Cloud
Component, via the Data Export Module. If needed, the Edge Nodes can have a
local administration UI, that will also present local statistics and Node Health.
The Cloud Platform Component is responsible for aggregating either data or

partial models, generating the initial model scheme, providing support for Edge
Nodes Management, System Overview and Knowledge Management.
The Platform UI Component is responsible with managing the communications

with the clients, through the Web UI Interface, so its modules are focused solely
on this task.

5.1 Cloud Component Architecture

It is composed of several subsystems that provide important services for the platform.
These subsystems have very specialized roles, each composed of one or several
modules that will cooperate in order to fully implement the designated requirements.
A short description for the subsystems is:

• Edge Communication Manager - involves all the modules that receive or send
information to/from the edge components, and is governed by the Access Control
Module. The modules also provide the required encryption/decryption mecha-
nisms that the platform will use;

• Multi-Paradigm Data Ingestion Pipeline - manages the import of data/partial
models into the platform, checking the data validity and calculatingmodel quality
(see Section 8);

• Data Persistence - assesses if the received data can/must be persisted, and acts
on this decision. Also, forwards received models to the FL methodology, that will
trigger the General Model Update;

• Knowledge Preservation - gathered knowledge will enhance/update the already
existing knowledge (the ontological model). These modules will keep the knowl-
edge on a project basis, allowing the ontologies to be published or shared;

• Multi-Paradigm Machine Learning Pipeline - has multiple methodologies that
can be selected per project, that use the data to generate models, or use partial
models to update a general model.

6 Architecture Validation

Validation of the architecture was done by using Software Architecture Analysis
Method (SAAM) [25] and Active Reviews for Intermediate Designs (ARID) [7]
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Fig. 2 Detailed Architecture for the Distributed Learning System
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methodologies, that were used in architecture review meetings with the involved
stakeholders.
The mapping between platform components and requirements was thoroughly

analyzed and discussed, dissecting any raised concerns done by stakeholders and
mitigating any potential issues. These methodologies lead to an Incremental design
for the final architecture, having at least 4 increments until the architecture was
finished. At the end of the validation process, the final architecture was proven to
support all the requirements that the business case has required.

Table 1 Correlation between the Functional Requirements and modules withing the architecture

Functional
Requirement Modules that are used for functionality implementation

FR1 ML Modules within Edge Components, Model Integration pipeline in the Cloud
Component

FR2 Flexible Model Generation Pipeline in the Cloud
Component, UI Component, Communication with Edge Components

FR3 Access Control Module, Model Persistence Module
FR4 Federated Learning Methodology within the Machine Learning Pipeline
FR5 Access Control Module, Model Persistence Module, Knowledge Ontology Model
FR6 Access Control Module, API Endpoint Manager

7 Discussions

The proposed architecture provides the required architectural flexibility in order to
integrate several Data Mining paradigms, including Federated Learning, which is
the main focus of this research. The platform also provides secure communications,
by encrypting all data transfer between edge nodes and the central Cloud Compo-
nent. By limiting the amount of data transferred between components and changing
way learning is tone, the required bandwidth is limited to a minimum, so the com-
munication channel is a non-critical part of the system, unlike in many other ML
paradigms.
Disadvantages include the inability of the system to perform realtime/time-critical

operations. In some specific cases this aspect might be crucial. In our agricultural
use-case, the time window for solving specific issues that the platform might predict
is rather large (hours or maybe even days), so realtime performance is not needed in
this case.
When compared to theCollaborative Data Mining (CDM)Architecture developed

by Matei et al. [19], we can already observe some key differences:

• The proposed architecture will be able to also integrate CDM, that becomes in
this case a local methodology;
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• When using DL Methodologies (like FL), Edge Nodes will not need to upload
data to the cloud, so privacy of user data is enhanced;

• Physical Devices are abstracted into Edge Nodes, that have greater importance
and perform a larger range of Data Transformations;

• ML can also be done on the Edge Nodes;

8 Conclusions and Further Research

The presented architecture successfully integrates all functional and non-functional
requirements, successfully addressing safety, security and trust issues regarding the
edge nodes, over the medium of communication. Several layers of trust have been
designed, in order to provide aMultiple Point Fault Detection system [12] providing
a base for further research over Building Trust in Distributed Machine Learning
Paradigms.
Further research will be done on the assessment for the Quality of the Model, as

a subset of Model Trust [23], that has a huge importance as it defines the weight
the model will have in the overall average of the project. A Model Quality Index
is being researched, that will allow better general models to be generated from this
methodology.
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