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ABSTRACT
In human resource management of large organisations, finding
the best candidate for a job description requires an extensive ex-
amination of a large number of resume profiles. Even with the
advent of Deep Information Retrieval and the supported semantic
similarity search, identification of relevant skills within profiles
requires thorough investigation over several aspects, including ed-
ucational background, professional experience, achievements, etc.
However, these techniques are based on the existence of domain-
specific, human-annotated datasets, a laborious task that portrays
high cost and a slow labeling progress. In this paper, we propose
Resume2Skill-SE, an end-to-end architecture for interpretable skill-
based talent matching. The solution consists of two components.
The first module uses an unsupervised approach for skills extraction
based on state-of-the-art text embeddings and efficient semantic
similarity search. The second module creates a profile-skills bipar-
tite graph and uses a proposed ranking formula for similar resume
profiles, minimising the effect of potential errors from the skills
extraction module. The optimal ranking formula was identified
through an intuitive and automated evaluation method for getting
relevance scores. The proposed technique delivers promising re-
sults while also including an interpretability layer by showing the
common skills of a pair of resume profiles.

CCS CONCEPTS
• Information systems → Information extraction; Recom-
mender systems; Thesauri; • Computing methodologies →
Topic modeling; Information extraction; Lexical semantics.

KEYWORDS
unsupervised skills extraction, natural language processing, graph
analytics, search engine
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1 INTRODUCTION
According to a study by Gartner, “By 2023, 25% of large enterprises
will conduct continuous, rather than periodic, strategic workforce
planning processes” indicating the importance of Human Resource
(HR) processes [4]. Human Resources (HR) management is defined
as a set of policies and management activities for human resources
in enterprises, mainly consisting of HR strategies, recruitment,
employee management, training and development [15]. With the
emergence of digital transformation, large organisations receive a
vast number of resumes of job seekers in the form of textual docu-
ments. This makes it extremely time-consuming for HR managers
to identify the best talents out of a pool of job profiles with expe-
rience descriptions. A typical practice in the industry is to utilise
full-text search engines like Elasticsearch, where the documents are
indexed to be used for fast keyword search and to limit down the
number of retrieved profiles for the recruiters to inspect. However,
these engines fail to capture the semantic meaning of the text and
thus disregard an important number of relevant profiles resulting
in an extensive inspection of the resumes by the recruiters that
could also lead to bias due to human fatigue [18, 26].

Another typical practice used by the recruiters is to identify a
profile exhibiting similar skills to the job description out of the
retrieved job applicants and use an automated approach for iden-
tifying similar profiles. Towards a better reranking of the results,
there have been rapid advances on using machine learning tech-
niques for talent matching [1, 16]. A machine learning model is
trained on pairs of candidate profiles to predict their relevance. Yet,
this approach requires a large amount of human-annotated data
and is difficult to explain the reasoning of the machine learning
model prediction due to the unstructured nature of textual data.

To that end, a comprehensible and straightforward way to iden-
tify similar profiles is to extract the skills from the experience
descriptions and use them as input for resume similarity scoring.
To achieve this, a typical method is to train a machine learning
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model for skills extraction that, however, requires manual labeling
which is time and cost-consuming.

In this paper, we propose Resume2Skill-SE (Search Engine), an
unsupervised approach for skills extraction that (a) leverages the
BERT architecture and Siamese Networks for mapping the descrip-
tions into a vector representation and (b) external knowledge from
the ESCO classification of skills and occupations (see Section 3)
using the Faiss algorithm for scalable and efficient skill search.
Furthermore, the architecture uses the matched skills to model a
profile-skills bipartite graph that allows calculating the similarity
score between resumes based on different formulas. Finally, we
evaluate our method using an automated approach for obtaining
relevance scores.

The remaining paper is arranged as follows; Section 2 outlines
the related work on unsupervised skills extraction and on graph-
based profile matching. Section 3 provides a background for the
ESCO classification used as an external knowledge base. Section 4
describes the proposed method. In Section 5, we present the experi-
mental setup and the results. Section 6 provides a discussion of the
findings and limitations of the study. Finally, Section 7 provides the
conclusions of the paper and future work.

2 RELATEDWORK
2.1 Skills extraction and matching
Skills extraction can be considered an Information Extraction task.
Initial solutions employed TF-IDF scoring for matching LinkedIn
profiles to Wikipedia articles and graph [10]. In [27], the authors
introduced a framework for skills extraction and matching on big
data. However, this pipeline indicates the need for manual semantic
annotation. A hybrid approach for skills extraction was presented
in [7]. This work extracts possible skills by using Named Entity
Recognition (NER), Part of Speech (PoS) tagging and matching
to external sources. The NER module extracts a set of keywords,
entities and concepts. The PoS module uses predefined rules to
identify candidate skills. The third module calculates the similarity
score of each word/phrase to external sources like Wikipedia and
skill dictionaries. The outputs are aggregated using a weighted
formula for calculating the relevance score of a skill to a description.
In [8], the authors address the task of skill extraction as a multi-
label classification problem using Convolutional Neural Networks.
Despite the effectiveness of the method, it requires the existence of
a large-scale annotated dataset, which is based on extensive manual
labour.

On the other hand, skills extraction and matching can also be
considered an Entity Linking task, where the extracted skills from
the text are linked to an existing knowledge base. To that end, a
novel approach is introduced in [2] that creates a subspace of all the
mentions in the text and makes the assumption that the matched
entity will lie in the same subspace as the rest of the mentions.
However, this approach also assumes the existence of an effective
entity recognition solution that is not available for specific tasks
like skills extraction.

Much of the literature pays particular attention to information
extraction of research topics from articles. In [16], the authors intro-
duced the Smart Topic Miner (STM), divided into three phases: topic
extraction, topic selection and tag inference. The topic extractor

receives the author keywords and maps them to topics of an ear-
lier version of the Computer Science Ontology (CSO), a large-scale
and automatically generated ontology of research topics that is
utilised by many research studies [23]. In topic selection, STM uses
a greedy set-covering algorithm to reduce the number of topics to
the top-k relevant ones, where k is given by the user. Finally, in the
tag inference phase, the selected topics are inferred to the Springer
Nature Classification (SNC) by utilising existing mappings between
CSO and SNC. However, this approach focuses on author keywords
without considering more topics from the abstract or the main text.
Another granular framework for research topic extraction is the
CSO classifier [22]. The authors presented a hybrid method that
combines a syntactic, semantic and post-processing modules. The
syntactic module maps n-grams in the text to concepts in CSO by
calculating the Levenshtein distance [12]. The semantic module
consists of a series of steps with the use of word embeddings with
Word2Vec, entity extraction using heuristics, concept filtering and
ranking with cosine similarity, term frequency and diversity. Then,
CSO classifier uses the elbow method to further filter out extracted
concepts based on their tail distribution [24]. In the post-processing
module, the topics are enriched using the CSO superTopicOf re-
lationships. A recent version of the CSO classifier integrated an
outlier detection module that identifies topics by calculating graph
and embeddings similarity matrices [21]. The matrices use the Djik-
stra algorithm and cosine similarity, respectively, allowing to detect
disconnected topics as outliers.

2.2 Talent Matching
The methods for automated talent matching to job descriptions can
be classified into semantic- and graph-based. Semantic approaches
typically employ Natural Language Processing (NLP) and text min-
ing techniques for information retrieval. To that end, the work
in [20] proposes two methods for classification and resume rec-
ommendation for a job description. The first approach leverages
TF-IDF and cosine similarity for retrieving the most relevant re-
sumes, while the second approach trains a machine learning model
to identify the experience domain. However, focusing only on the
domain misses important profile-specific details.

Over recent years, there has also been an interest in deep learning
for semantic search. The authors in [18] proposed a novel hierar-
chical deep neural network architecture that leverages Recurrent
Neural Networks (RNN) for textual sequence representation and
the attention mechanism for identifying the most important skills
and requirements to be considered for calculating the similarity
between resume experience descriptions and job requirements. To
further improve the performance, the authors integrated a topic-
aware attention mechanism by initially extracting topics from text
through a Latent Dirichlet Allocation model. Furthermore, an im-
portant contribution of this work is the fact that introduces the
interpretability of the results due to the use of attention that can
identify what are the most important items in the classification at a
word and a sentence semantic level. A simple yet effective approach
for profile matching is presented in [13], where the resume profile
and jobs are embedded in a Deep Siamese Network for semantic
searching. However, this method lacks in terms of interpretability
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as it is not able to provide information on the reasoning behind a
decision.

Resume profile matching has also been addressed using a graph
representation either of profiles and skills or through user logs. An
approach that utilises collaborative filtering and considers the prob-
lem as a recommendation engine is presented in [25]. However, this
is highly based on the existence of user logs on previous interactions
with other job descriptions indicating the preference of a job seeker,
while, if no logs can be found, the recommendation engine can only
retrieve job descriptions using centrality algorithms, like PageR-
ank, without addressing the specificity of each resume. Similarly,
in [5], the authors proposed the use of a skills-job bipartite graph
where relationships between skills are represented with weights
indicating the cosine similarity score, while job occupations are
connected to skills with their Revealed Comparative Advantage
score. However, this approach is not able to scale up on a larger
number of resume profiles and assumes the existence of correctly
extracted skills.

The work in [17] presented a framework that uses the CSO
Classifier for skill extraction and uses an algorithm of graph edit
distance that integrates greedy assignment and Hausdorff matching.
Similarly, the authors in [7] introduced a greedy maximal matching
approach and calculate an affinity score for profile-to-job recom-
mendation.

3 ESCO
ESCO is a multi-lingual classification of European Skills, Compe-
tences, Qualifications and Occupations [11]. It covers three different
pillars: skills/competencies, occupations and qualifications that are
related to the EU labour market and training in order to be matched
by employment services to jobs Europe wide. ESCO describes 3,000
occupations and 13,000 skills and competencies and displays differ-
ent qualifications in 26 languages making resume and job vacancies
more transparent. In ESCO, concepts are represented as subclasses
of SKOS concepts [14].

The ESCO Skills pillar can provide a rich knowledge base that
can trigger other NLP tasks like skills extraction. It presents clear
descriptions and labels of the skills while also providing informa-
tion regarding the reuse level (sector-specific, occupation-specific,
cross-sector and transversal). Furthermore, it provides relationships
between skills indicating related essential and optional ones and
whether a skill is connected to another of a narrower or broader
level. Similarly, in the ESCO Occupations pillar, each occupation
is connected to related essential and optional skills making it a
valuable asset for identifying the required competence for job va-
cancies. According to a 2021 study on ESCO indicating the high
coverage of this knowledge base, it was concluded that the ESCO
classification can successfully capture the skills of Industry 4.0 [3].
Furthermore, ESCO provides a structure of fine-grained knowledge
exposing more contextual information about each skill [6].

4 THE RESUME2SKILL-SE APPROACH
Resume2Skil-SE consists of two components: the skill extractor and
the graph-based mechanism for finding profiles that are similar to
a given profile. Figure 1 illustrates the architecture of Resume2Skill-
SE.

Figure 1: Resume2Skill Architecture

Figure 2: The SBERT architecture for sentence similarity

4.1 Skill Extractor
The scope of the skill extractor is to extract skills from the profile
experience descriptions and match them to the ESCO classification.
Let 𝑃 = 𝑝1, 𝑝2, . . . , 𝑝𝑛 be a set of resume profiles, where n is the
total number of profiles. Each profile 𝑝𝑖 ∈ 𝑃 consists of a set of
experience descriptions 𝑑𝑖, 𝑗 so that 𝐷𝑖 = {𝑑𝑖,1, 𝑑𝑖,2, . . . , 𝑑𝑖,𝑘𝑖 }, where
𝑘𝑖 is the number of experiences of resume 𝑝𝑖 .

We also use the ESCO classification as a knowledge base to
match the skills from the profile experience descriptions. Let 𝑆 =

{𝑠1, 𝑠2, . . . , 𝑠𝑚} be the set of ESCO skill descriptions.
First, we calculate the embeddings for the ESCO skill descriptions

and the profile experience descriptions to convert them to a numeric
representation with semantic meaning. We use the Siamese BERT-
Network architecture for sentence embeddings presented in [19].
The architecture uses MPNet as a base for the BERT module and it
has been trained on 1 billion pairs of sentences/short paragraphs
originating from multiple data sources [26]. Figure 2 depicts the
architecture of MPNet.
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Data:
𝑃 : a set of resume profiles
𝐷𝑖 : a set of experience descriptions for resume 𝑝𝑖 ∈ 𝑃
S: a set of skill descriptions from ESCO classification
Result:
𝑃𝑠 : a set of skills and respective weights for each profile
𝑝𝑖 ∈ 𝑃
foreach 𝑠𝑖 ∈ 𝑆 do

𝑒𝑠𝑖 ← SentenceBERT(𝑠𝑖 );
end

𝐼 ← FaissIndex(𝐸𝑠 )
foreach 𝑝𝑖 ∈ 𝑃 do

𝑃𝑠𝑖 ← {𝑠1 : 0, . . . , 𝑠𝑚 : 0};
foreach 𝑑𝑖 𝑗 ∈ 𝐷𝑖 do

𝑒𝑑𝑖 𝑗 ← SentenceBERT(𝑑𝑖 𝑗 );
𝑆𝑟𝑒𝑙 ← FaissIndexSearch(𝐼 , 𝑒𝑑𝑖 𝑗 );
foreach 𝑑𝑖 𝑗 ∈ 𝐷𝑖 do

𝑃𝑠𝑖 [𝑠𝑘 ] ← 𝑃𝑠𝑖 [𝑠𝑘 ] + 1);
end

end
end
𝑃𝑠 ← {𝑃𝑠1, . . . , 𝑃𝑠𝑛});

Algorithm 1: Skill Extractor

Using this architecture, we calculate the embeddings 𝐸𝐷𝑖 =

{𝑒𝑑𝑖,1, 𝑒𝑑𝑖,2, . . . , 𝑒𝑑𝑖,𝑘𝑖 } and 𝐸𝑆 = {𝑒𝑠1, 𝑒𝑠2, . . . , 𝑒𝑠𝑚} for each profile
𝑝𝑖 ∈ 𝑃 and the ESCO skill descriptions 𝑠 𝑗 , respectively.

Having obtained the ESCO skill embeddings 𝐸𝑆 , we can use them
for semantic search. To do this, we use the Faiss algorithm, which is
a novel state-of-the-art method for scalable and efficient semantic
similarity search on high-dimensional text embeddings [9]. Faiss
allows indexing the embeddings 𝐸𝑆 and is able to scale on billions
of vectors leveraging GPUs for efficient similarity search on these
embeddings.

The experience embeddings 𝐸𝐷𝑖 for each profile 𝑝𝑖 are fed to
the semantic search engine in order to retrieve the top-k relevant
skills to each profile experience description. In our experiments,
we retrieved the top-10 relevant skills, but this hyperparameter can
be optimised depending on the length of each textual description.
In such a manner, we are able to extract the skills from textual
descriptions and match them to the ESCO classification for data
harmonisation. As one skill can occur in more than one experience
descriptions, we need to aggregate the skills for each profile. To
do this, we count the number of occurrences of a skill being in the
top-10 relevant to each experience description. As a result, for each
profile 𝑝𝑖 ∈ 𝑃 , we obtain a set of skills with their corresponding
weights based on the number of occurrences. The reasoning behind
this is that when a skill appears in multiple experience descriptions
then there is higher confidence that the resume includes the respec-
tive skill. The output of this process is a bipartite graph of resume
profiles and skills as nodes and the relationships between profiles
and skills represent the number of experience descriptions a skill
appears in a profile.

Figure 3: A generated bipartite graph of profiles and skills
with weights representing the number of occurrences of a
skill in experiences

4.2 Graph-based Similar Resume Matching
Using the ESCO skills extraction from the previous subsection, we
obtain a more structured representation of the data as a bipartite
graph of profiles and skills. A typical example of this graph is
depicted in Figure 3.

This representation can facilitate fast, scalable and effective re-
trieval of similar profiles to a source profile overcoming the limita-
tions of the traditional full-text-based search engines. As a result,
more context is included in the profiles leading to a more compre-
hensible approach to explaining why a profile is considered relevant
by providing a list of similar skills.

However, due to the unsupervised manner of the skills extrac-
tion methodology, the process can be error-prone, leading to false
positives as skill matches. Therefore, careful consideration needs
to be taken on the ranking formula for relevant profiles in order to
minimize the effect of false positives.

There are various approaches to handling this issue. One way
would be to consider the common number of skills:

𝑠𝑖𝑚𝑆𝑐𝑜𝑟𝑒 (𝑝𝑖 , 𝑝 𝑗 ) = |𝑃𝑠𝑖 ∩ 𝑃𝑠 𝑗 | (1)
However, this approach does not consider the weight of the

relationships indicating the importance of skill to each profile. To
that end, an alternative formula would be to calculate the sum of
the source and target profile weights:

𝑠𝑖𝑚𝑆𝑐𝑜𝑟𝑒 (𝑝𝑖 , 𝑝 𝑗 ) =
∑︁
𝑘

𝑃𝑠𝑖 [𝑠𝑘 ] +
∑︁
𝑝

𝑃𝑠 𝑗 [𝑠𝑝 ] (2)

Yet, this formula fails at combining the weights of the source
profile 𝑝𝑖 and the target profile 𝑝 𝑗 .

An improvement to this can be to use the following formula by
considering the dot product:

𝑠𝑖𝑚𝑆𝑐𝑜𝑟𝑒 (𝑝𝑖 , 𝑝 𝑗 ) = 𝑃𝑠𝑖 ◦ 𝑃𝑠 𝑗 =
∑︁
𝑘,𝑡

𝑃𝑠𝑖 [𝑠𝑘 ] · 𝑃𝑠 𝑗 [𝑠𝑡 ], 𝑠𝑘 = 𝑠𝑡 (3)

In this way, we consider a weighted sum of the target profile
weights based on the source profile weights. As a result, if a skill
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Figure 4: Number of resume profiles per experience type

weight of a source profile 𝑝𝑖 is high and the target profile has also
a high weight for the same skill, it will lead to a high similarity
score. However, this approach can cause a bias towards a limited
number of skills and also towards more general skills that occur
many times, like management skills and can include more false
positive matches.

Considering all the above-mentioned aspects, we propose the
following formula:

𝑠𝑖𝑚𝑆𝑐𝑜𝑟𝑒 (𝑝𝑖 , 𝑝 𝑗 ) =
|𝑃𝑠𝑖 ∩ 𝑃𝑠 𝑗 |2

|𝑃𝑠𝑖 | · |𝑃𝑠 𝑗 |
=
|𝑃𝑠𝑖 ∩ 𝑃𝑠 𝑗 |
|𝑃𝑠𝑖 |

·
|𝑃𝑠𝑖 ∩ 𝑃𝑠 𝑗 |
|𝑃𝑠 𝑗 |

(4)

With this ranking score, we consider two profiles to be similar
if they have a high number of common skills but at the same time
the source 𝑝𝑖 and the target 𝑝 𝑗 profiles have total skills close to
the number of common skills. The notion behind this is that the
more identical skills two profiles have, the more similar they are.
Furthermore, this method minimises the effect of false positive skill
matches, because, if two resumes have similar experiences, then
they are going to have similar false positives.

We argue that the skills extraction module should not be used
independently as the profile matching module tackles the issue of
the false positives in the extracted skills.

5 EXPERIMENTAL SETUP AND RESULTS
For our experiments and as a proof of concept, we used a re-
sume dataset from Kaggle, which contains a collection of approx-
imately 2,400 resumes in PDF format that were gathered from
livecareer.com, a platform for job seekers. Figure 4 illustrates the
number of profiles per experience type. We can observe there is a
uniform distribution of the job profiles in relation to the experience
types indicating the domain-agnostic character of the dataset.

For calculating the description embeddings, we employed the all-
mpnet-base-v2 model that is a general purpose pre-trained model
on more than 1 billion text pairs from various datasets and achieved
overall state-of-the-art results over 14 different tasks on different
domains. The output of this model resulted in textual embeddings
of 768 dimensions.

Then, we used the Faiss algorithm to index the ESCO skill descrip-
tions. We opted for the IndexIVFFlat index of Faiss that improves

Figure 5: Resume-skills bipartite graph in Neo4j

search performance by segmenting the dataset into pieces using
Voronoi cells in the d-dimensional space. The index was trained on
the ESCO skills vectors and we opted for 100 cells as recommended
by the creators of this algorithm. As mentioned in the proposed
method, for each query embedding of experience description, we
extracted the top-10 relevant skills based on the similarity with the
skill descriptions, in order to have a high recall of the retrieved
skills.

The extracted skills were injected into a Neo4j graph database
constituting a bipartite graph of resume profiles and skills. An
indicative screenshot of the graph is depicted in Figure 6. Each
resume profile had on average 40 relationships to skills, while each
skill contained on average 10 relationships to resume profiles. As a
result, even with a graph database of 2,400 job profiles, the graph
exhibited high connectivity.

Having obtained a structured representation of the initially un-
structured data, we experimented with the different similarity score
formulas between resume profiles.

To avoid extensive manual labour for evaluating the results, we
employed an automated assessment approach. More specifically,
for each inspected pair of profiles, we calculate a similarity score
to be considered as ground truth, by using the following formula:

𝑠𝑖𝑚𝑆𝑐𝑜𝑟𝑒𝑅𝑒𝑎𝑙 (𝑝𝑖 , 𝑝 𝑗 ) =𝑚𝑒𝑎𝑛

{
𝑚𝑎𝑥

{
𝑒𝑘 ◦ 𝑒𝑡
|𝑒𝑘 | · 𝑒𝑡

}
: 𝑘 = 1...𝑚

}
(5)

where 𝑒𝑘 and 𝑒𝑘 are the embeddings of the k-th and t-th expe-
rience description for the resume profiles 𝑝𝑖 and 𝑝 𝑗 , respectively
and 𝑛,𝑚 are the number of experience descriptions for each profile,
respectively. Intuitively, for each experience description, this for-
mula considers the maximum cosine similarity between two resume
profiles and, for each resume profile, we calculate the average of
these scores to obtain an aggregated score per profile. Therefore, we
retrieve the best matches between resumes and, subsequently, two
profiles are consideredmost similar if all the experience descriptions
demonstrate high relevance score. This approach is powerful for
small samples, but it is not possible to scale up on large datasets and
this is the reason for incorporating it only for assessment purposes.
For the final similar profile search evaluation, we use the standard
metrics for evaluating information retrieval systems: the Mean Av-
erage Precision (MAP) and the Average Discounted Cumulative
Gain (ADCG) using the following formulas:
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Table 1: MAP and ADCG scores for different ranking methods

topk Domain Ranking formula MAP ADCG

top5 cross-domain formula1 0.2184 2.1076
formula2 0.216 2.0874
formula3 0.2738 2.4549
formula4 0.297 2.5379

domain-specific formula1 0.2156 2.1026
formula2 0.2129 2.0773
formula3 0.2552 2.3735
formula4 0.276 2.4564

top10 cross-domain formula1 0.2343 2.6452
formula2 0.2333 2.6261
formula3 0.2968 3.0991
formula4 0.3291 3.2361

domain-specific formula1 0.229 2.5071
formula2 0.2284 2.4908
formula3 0.2807 2.8943
formula4 0.3027 2.9888

𝑀𝐴𝑃 =
1

|𝑃𝑠𝑜𝑢𝑟𝑐𝑒 |
©­«
∑︁
𝑝𝑖

1
|𝑃𝑡𝑎𝑟𝑔𝑒𝑡 |

|𝑃𝑡𝑎𝑟𝑔𝑒𝑡 |∑︁
𝑞=1

𝑟𝑒𝑙 (𝑑𝑟 )
∑𝑟
𝑘=1 𝑟𝑒𝑙 (𝑑𝑘 )

𝑟

ª®¬
(6)

𝐴𝐷𝐶𝐺 =
1

|𝑃𝑡𝑎𝑟𝑔𝑒𝑡 |

|𝑃𝑡𝑎𝑟𝑔𝑒𝑡 |∑︁
𝑞=1

𝑘∑︁
𝑖=1

𝑟𝑒𝑙 (𝑖)
𝑙𝑜𝑔2 (𝑖 + 1)

(7)

Where 𝑃𝑠𝑜𝑢𝑟𝑐𝑒 is the set of source resume profiles that we want
to identify relevant profiles, 𝑃𝑡𝑎𝑟𝑔𝑒𝑡 is the set of the top-10 profiles
ordered by relevance score and 𝑟𝑒𝑙 is the relevance score between
a source resume profile and a target profile based on the formula
(NUM) and range between 0 and 1.

In our experiments, we compared various parameters for skills
extraction and different approaches for ranking the most relevant
resume profiles. We distinguished between different values for the
top-k parameter for extracting the most relevant ESCO skills to the
experience descriptions. Furthermore, we compared the ranking
score formulas, as mentioned above, and we also considered two
cases of only domain-specific skills or not. The code and experi-
ments can be found on GitHub.

Table 1 illustrates the comparative results of the different meth-
ods with the MAP and ADCG scores, respectively. Formula 1-4 refer
to the ranking score formulas (1)-(4). The results indicated that for-
mula (4) outperformed the other approaches while using a larger
number of extracted skills (top-10) improved the performance. Fur-
thermore, it is evident that considering only the domain-specific
skills did not result in higher MAP and ADCG scores.

6 CONCLUSION
In this paper, we proposed an unsupervised approach for skills ex-
traction and subsequently for identifying the most relevant resume
profiles to a source profile. To that end, we incorporated an existing
knowledge base, the ESCO classification, that represents a large

number of skills from various domains for matching experience
descriptions to the skills. We employed Siamese Networks using
BERT for text representation and trained on diverse datasets from
different domains for the task of text similarity. Subsequently, we
proposed and experimented with different ranking formulas for
profile matching that allowed minimisation of possible errors ex-
posed by the skill extractor. We evaluated our approach using an
intuitive automated assessment through sentence similarity that
can only be applied to small samples and thus only for evaluation.
The experiments indicated that allowing extraction of more skills
to increase recall, resulted in better performance, while consid-
ering only domain-specific skills led to information loss without
improving the results.

We argue that this method should be used mainly for the purpose
of graph-based matching as an indicator for finding similar profiles
and not as a clean knowledge base of profile skills, due to possible
false matches in skill extraction. For future work, we aim to improve
this aspect by incorporating larger datasets from LinkedIn and fine-
tuning the Siamese Network on the ESCO skill descriptions as well
as on a pool of job descriptions. This would lead to a more accurate
and robust representation of the text embeddings for semantic
search. Furthermore, we plan to employ key phrase extraction
approaches to increase recall of skills matching and show where
the skills are located within the text. Finally, we aim to extend
our evaluation through human assessment and through extensive
comparison to the CSO Classifier.
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