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Open Access website based on  three World Bank 
Publications: www.dcp2.org



• World Bank e-Library, contains all formal 
publications plus working papers and journals

• World Development Indicators database 
• Global Development Finance database 

• Africa Development Indicators database
• Global Economic Monitor portal











Identifying Broad Goals
Mission-critical goals 
◦ Raising awareness of poverty
◦ Underscoring need for economic and social 
development
◦ Disseminating Bank knowledge, programs, and 
involvement
◦ Thinking ahead in terms of overall program



Why the 
World Development Report? 

World Bank flagship
Most accessible publication
Broadest audience 
Legacy content of high value
Need to preserve in viable, neutral, reusable 

format



The WDR Project Must . . .
Be replicable 
Design architecture and tools with consistency 

and evolution in mind
Migrate from DVD to online presence 
Build on metadata models and semantics for 

future use and integration
Address needs of partners like crossref.org
Suit broader base of users with data mining etc



Analyzing the Series 1
Evolution of content over 30 years
◦ Author team, topic, focus 
◦ World Bank background, introduction to global 
economics/finance, and historical issues 
◦ Balance of historical coverage, topical coverage, data 
◦ Role and normalization of data

ISBNs, DOIs, and other backbone numbers
Format and availability over 30 years



Analyzing the Series 2
Assessing features and structure
◦ Different relations between parts and chapters
◦ Varying roles of Overviews and Introductions 
◦ Special features
◦ Cross reference styles 
◦ Citations, reference lists, and endnotes 
◦ Nomenclature

Much documentation needed for XML conversion
◦ Some lessons



Early Content Decisions
Include entirety of each Report?
◦ XML vs PDF
◦ Front matter and back matter
◦ Data
◦ Tables, figures, boxes, equations

Create, integrate, or plan for additional content? 
◦ Abstracts
◦ Background papers
◦ World Bank-specific information



Overarching Concerns
What do researchers expect from World Bank 

content? 
What is appropriate for WDR content pool?
What tools and functions could be modified for 

future uses and new content?
What do we need to learn about our metadata 

model?
Shhh: Timeframe, budget





Browsing Strategies
Browse to what?
Principles
◦ Title
◦ Chronology
◦ Topic
◦ Region
◦ Country







Search Strategies
Search all content?
Search to what?
HTML vs PDF? 
Metadata
Search fields
Boolean logic
Data mining
Navigation







Presentation and Linking
Overall architecture
Navigable Tables of Contents
Endnotes and references
Tables, figures, and boxes
Search-based navigation
Lessons learned





Semantic analysis technologies are used to generate 
persistent metadata for core attributes

Engines use Natural Language Processing technologies 
to create semantic index of document

Reference Sources (taxonomies) are built into the 
profiles

Work with business units to build profiles (knowledge 
engineering)  



Natural language processing
◦ has been around for a long time – since the 1950s when 

we first had the computing capacity to explore language 
behavior 

◦ is a subfield of artificial intelligence and linguistics.  It 
studies the problems of automated generation and 
understanding of natural human languages. 

◦ encompasses a wide range of approaches, including --
Information extraction, Automatic Summarization, Natural 
language generation, Text to speech conversion, Speech 
recognition, Machine translation, Question answering, 
Information retrieval, Text-proofing, Translation 
technology

Natural language understanding systems convert samples of 
human language into more formal representations that are 
easier for computer programs to manipulate. 





Detects language (dictionary, grammars, etc.)

Calls language rules and knowledgebase

Generates semantic index of the content 

Takes instructions re: what to do with the indexed document

Interprets the profile instructions to: 
◦ Apply a concept extraction profile
◦ Apply a categorization profile
◦ Apply summarization rules
◦ Ingest a list of terms and applying rules for clustering
◦ To decide how to output the results 



Simulates human decision making and thinking

We embed in Teragram the knowledge base that a 
person would use to make a decision

We build the rules to represent how a person would 
make a decision

Goal is to achieve 90% equivalence to human decisions 
at the prototype, and continue to refine until we reach 
100% or greater



Requirements

•Problem Definition?
•How will be used?
•What content?
•Expected result?
•Existing human
Process?
•How done now?
•How does person
Do It?
One-time or on-going?

•Model thinking or
Decision process
•Define rules
•Identify knowledge
Sources
•Pre-processing?
•Post-processing?
•How to access 
content?
•How to integrate
with applications?

•Build profile
Or rule set
•Test on training set
•Review with 
business
•Feedback 
•Refine
• Business signoff

Develop API’s
Define output formats

• Operationalize 
profile
• Operationalize 
Process ing
• Provide training to 
business
• Establish ongoing 
feedback

How Knowledge Engineering Works

Solution
Design Testing Deployment



Each metadata attribute has its own semantic 
profile

Profile consists of rules and patterns that simulate 
how a person would make a decision or derive the 
metadata value – for example:

◦ Topic, Country, Content Type, Records Class all 
follow human “classification” processes

◦ Author, Keywording, Series Name, Publisher all 
follow human concept extraction process

Each profile has its own distinct set of rules 



Topic 
Scheme

Domain concepts or 
controlled vocabulary

Topic Classification 







Organizations Referenced 



People Profile With Authority File of First Names

Grammar concept 
extraction allows us to 

define concepts based on 
semantic language 

patterns.





Replace this slide with the ISBN screen –
with the rules 
displayed

ISBN Concept Extraction Profile 





Sample Sentiment Output





ImageBank Integration

Content 
Capture

WBI Integration

Enterprise 
Profile 

Development & 
Maintenance

XML Wrapped 
Metadata 

Dedicated Server –
Teragram Semantic 

Engine – Concept Extraction, Categorization, 
Clustering, Rule Based Engine, Language Detection

APIs & 
Integration

APIs & 
Integration

Content 
Capture

XML Wrapped 
Metadata 

Web CMS Metadata 
Database

IRIS Integration

APIs & 
Integration

Enterprise
Metadata 
Capture 
Strategy

TK240 Client

XML Output

Reference Sources

APIs & 
Technical Integration

Content Owners
Content Owners

Business Analyst
Functional

Team

Indexers Librarians
Teragram Architecture – 50,000 Foot View 


