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Accurately and timely predicting climatic variables are most 

challenging task for the researchers. Scientists have been trying 

numerous methods for forecasting environmental data with different 

methods and found confusing performance of different methods.  

Recently machine learning tools are considering as a robust technique 

for predicting climatic variables because these tools extracted hidden 

relationship from the data and can predict more correctly than existing 

methods. In this paperwe compare the forecasting performance of 

various machine learning algorithms such as Classification and 

Regression Trees (CART), Logistic Regression (LR), Support Vector 

Machine (SVM), K-Nearest Neighbors (K-NN) and Random Forest 

(RF) in case of Bogura district in Bangladesh. The weekly rainfall 

related time series data such as temperature, humidity, wind speed, 

sunshine, minimum temperature and maximum temperature for the 

time period January, 1971 to December, 2015 were considered. The 

model evaluation criteria precision, recall and f-measure and overall 

accuracy confirms that Random Forest algorithm give best forecasting 

performance and  cross validation approach which produce some 

graphical view model comparison also confirm that the Random Forest 

algorithm is the most suitable algorithm for predicting rainfall in case 

of Bogura district, Bangladesh during this study period. 

 
Copy Right, IJAR, 2022,. All rights reserved. 

…………………………………………………………………………………………………….... 

Introduction:- 
The world is suffering the impact of climate changing because the weather conditions always changes and become 

extreme day by day. There are number of new techniques and technologies are appearing to modeling and 

forecasting the climatic variables. Among these new techniques machine learning algorithms are proven robust 

method for this purpose (Gupta and Ghose 2015). The data mining as well as machine learning algorithm analyze 

historical data and extract hidden information which is used for recognizing similar pattern of data for classification 

task or making prediction (Yadav and Khatri, 2016). Ahamad et. al. (2017) used data mining technique for 

predicting upcoming situation in various domains such as finance, stock market and climate change etc.The time 

series data is collected over specific period of time such as hourly, daily, weekly, monthly, quarterly or yearly 

(Mishra et al., 2018). The occurrence of rainfall depends on the interaction between several complex atmospheric 
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processes. The humidity, temperature, wind speed & direction and cloud coverage are the most important factors 

that influence the occurrence of rainfall. A large uncertainty involved in determining the contribution of the 

atmospheric processes is one of the biggest challenges to face in developing rainfall prediction models. Pre- 

awareness about the rainfall status helps in planning the water management, warning for early flood, transport and 

construction work and flight operation etc. (Chau and Wu 2010, Wu et al. 2015). Rahman and Rahman (2020a) 

monitored drought vulnerability at Different Time Scales in case of Rajshahi district. Rainfall based drought also 

investigated by Rahman and Rahman (2020b & 2021) in case of northwestern part of Bangladesh. 

 

To extract information from the data is useful to transform the information into knowledge which plays vital role in 

different sectors. It is always challenging for the scientist to predict climatic variables with new techniques. Badhiye 

et  al. (2012) used K-nn method to discover knowledge from data for classification and prediction purpose. Zaw and 

Naing (2008) investigated the performance of different statistical models for predicting rainfall data of Myanmar. 

Olaiya and Adeyemo (2012) compared the performance of ANN model and decision tree algorithm for predicting 

different climatic variables and found ANN model performed better than Decision tree algorithm for all of these 

variables. Cramer et al (2017) compared the performance of Markov Chain model with Genetic algorithm, Support 

Vector Regression, Radial Basis Neural Networks, M5 Rules, M5 Model trees, and k-Nearest Neighbors for 

predicting rainfall for 42 cities and concluded that all of these machine learning techniques perform better than the 

existing Markov Chain model for all of these cities.Zainudin et al (2016) examined the performance of Naïve Bayes, 

Support Vector Machine, Decision Tree, Neural Network and Random Forest algorithm for predicting Malaysian 

rainfall data found the better performance of Random Forest algorithm. Aftab et al (2018) examined the 

performance of Support Vector Machine (SVM), Naïve Bayes (NB), k Nearest Neighbor (kNN), Decision Tree 

(J48) and Multilayer Perceptron (MLP) algorithm for rainfall prediction in case of Lahore city and found that these 

techniques performed well for no-rain class however for rain class, the techniques did not perform well. Rahman et 

al. (2021) compared the performance of different data mining technique for predicting rainfall data from Rajshahi 

district, Bangladesh and found the preference of K-Nearest Neighbors algorithm. Beside these different authors such 

as Sivapragasam et al (2001), Monira et al (2010), Kannan et al. (2010), Sethi and Garg (2014), Talib et al. (2017) 

andTharun et al. (2018) investigated the performance of different data mining models and techniques for forecasting 

the rainfall for specific cities or regions. 

 

From the above discussion we found that predicting climatic variables with new algorithm is always interesting for 

researchers. Comparing the performance of different machine learning algorithms for forecasting the rainfall data in 

case of Bogura district in Bangladesh is rare. So, the aim of this paper is to compare the forecasting performance of 

different machine learning algorithms in case of Bogura district, Bangladesh. This study will be helpful to aware in 

advance for rainfall condition in coming year which will save lives and properties of the people and contribute for 

the development of the economy in case of study area. The rest of the paper is organized as follows: Section 2 

describes machine learning algorithms, Section 3 present the study area, result and discussion are given in section 4 

and finally section 5 concludes the paper. 

 

Machine Learning Algorithms 

Machine learning algorithms provide accurate knowledge in the form of useful rules, techniques, visual graphs and 

models for the weather parameters over the datasets. This knowledge can be used to support the decision-making for 

various sectors. The goals for data analysis are those which involve weather variations that affect our daily runtime 

changes in min and max temperature, humidity level, rainfall chances and speed of wind. The flowchart of machine 

learning algorithm is given below: 

 

 

 

 

 

 

Fig 1:- Machine learning process. 

 

Data Collection 

The data used for this work was collected from Bangladesh Meteorological Department (BMD). The case weekly 

data covered the period from January, 1971 to December, 2015.  The input dataset for rainfall prediction is obtained 

Data Collection Data Pre-processing Algorithm choosing 

Training model ModelEvaluation Prediction 
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consists of several atmospheric attributes such as temperature, humidity, wind speed, sunshine, minimum 

temperature and maximum temperature its name, type and measurement unit are given in Table 1.  

 

Table 1:- Data sets attributes with their measurements scale. 

 

Data Pre-processing 

Data Pre-processing is a crucial stage in classification framework which ensures the high accuracy of mining results. 

This stage consists of two activities: cleaning and data transformation. The data from Table 1 indicate that all of the 

variables are numerical and has different measurement scale and also some missing value of each attributes. Beside 

the missing values, dataset also contained noise where value resides below or exceeds from a certain limits. The 

missing value was filled up by the smoothing technique. Since our data sets contain different measuring scale so we 

transform all of the variables by Minimum Maximum Normalization method which confirm the entire attribute 

converted to the same range.  

 

Selected Models 

In this paper we consider different machine learning techniques for rainfall prediction these are describe below: 

 

Classification and Regression Trees (CART) 

Breiman et. al. (1984) introduced Classification & Regression Trees (CART) which is strictly binary, containing 

exactly two branches for each decision node. Each root node represents a single input variable (𝑥) and a split point 

on that variable which is numeric. The leaf nodes of the tree contain an output variable (𝑦) which is used to make a 

prediction. For example, the data from Afonso et. al. (2012), determine whether a person is infected by influenza or 

not. The CART decision tree is grown up as: 

 

  

 

 

 

 

 

                                                              Yes                                          No   

 

 

                                                                                                  Yes                        No   

 

 

  

 

Fig 2:- CART decision tree (Source: Afonso et. al. (2012)). 

 

Logistic Regression (LR) 

Logistic regression accomplishes binary classification tasks by predicting the probability of an outcome, event, or 

observation. It belongs to supervised machine learning algorithm. The logistic regression model produces a binary 

outcome which contain two possible classes yes or no. or true/false or 0/1 (Kanade, 2022). The data generated from 

this hypothesis can fit into the log function that creates an S-shaped curve known as sigmoid. Using this log 

function, we can further predict the category of class. Mathematically, the binary Logistic Regression model can be 

written as: 

Variables Type Measurement Missing Values 

Rainfall status Categorical (yes/no) 00 

Temperature Continuous Degrees Celsius 05 

Humidity Continuous % 40 

Wind Speed Continuous Meters per second 10 

Sunshine Continuous Hour 19 

Max.Temp Continuous Degrees Celsius 30 

Min.Temp Continuous Degrees Celsius 15 

Temp. >  37.3 0C? 

Suspected Patient 

(445) 

High risk (58%) 

N=217 

 

Sweating? 

Moderate risk (18%) 

N=134 

 

Low risk (6%) 

N=94 
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𝑦 =
𝑒(𝑏0+𝑏1𝑥)

1 + 𝑒(𝑏0+𝑏1𝑥)
 

where 𝑥 is input value, 𝑦 is predicted value, 𝑏0 is intercept and 𝑏1is co-efficient for input (𝑥). 

 

Support Vector Machine (SVM) 

The Support Vector Machines known as SVM introduced by Vapnikwhich enables us to model higher dimensional, 

non-linear models (Vapnik, 1963).  The objective of the support vector machine algorithm is to find a hyperplane in 

an 𝑁-dimensional space that distinctly classifies the data points.  

 
Fig 3:- Linear SVM model with optimal hyperplane and maximum margin (Source: Gandhi, 2018). 

 

In the above figure there are two classes (red and blue color). In order to separate these two classes there are many 

possible hyperplane which distinguish these two classes. The aim is to find a plane which has maximum margin 

which indicates the maximum distance between these two data points. Maximizing the margin distance provides some 

reinforcement so that future data points can be classified with more confidence (Gandhi, 2018). 

 

K-Nearest Neighbors (K-NN) 

The k-nearest neighbors (K-NN) algorithm is a classifier belongs to supervised learning algorithm, which uses 

proximity to make classifications or predictions problem. It performs classification task based on the assumption 

that similar points can be found near one another. Predictions are made for a new instance by searching through the 

entire training set for the 𝐾 most similar instances and summarizing the output variable for those 𝐾 instances 

(Harrison, 2018). The following algorithm described the calculation method for K-NN algorithms.  

1. Decide on the number of neighbors (𝐾). It converts any real value between 0 and 1 into another value. 

2. Determine the Euclidean distance between K neighbors. 

3. Using the obtained Euclidean distance, find the K closest neighbors. 

4. Count the number of data points in each category among these k neighbors. 

5. Assign the new data points to the category with the greatest number of neighbors. 

In this way the algorithm performs the classification task. 

 

Random Forest 

The random forest algorithm is more commonly applied to classification problems. The forest generated by the 

random forest algorithm is trained through bagging or bootstrap aggregating. Bagging is an ensemble meta-

algorithm that improves the accuracy of machine learning algorithms (Mbaabu, 2020). Classification in random 

forests using an ensemble technique to obtain the desired result. This dataset consists of observations and features 

that will be selected randomly during the splitting of nodes.  

A random forest system relies on different decision trees. The decision nodes, leaf nodes and root nodes are the 

basic component of decision tree. The leaf node of each tree is the final output produced by that specific decision 
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tree. The selection of the final output follows the majority-voting system. In this case, the output chosen by the 

majority of the decision trees becomes the final output of the random forest system. The diagram below shows a 

simple random forest classifier. 

   

 

 

 

 

 

 

 

 

 

 

 

   

   

 

 

 

 

Fig 4:- Random Forest classifier (Image Source: Medium, 

https://miro.medium.com/max/5752/1*5dq_1hnqkboZTcKFfwbO9A.png) 

 

Model Evaluation  

The confusion matrix classifies the predictions against the actual values. It produces the 2×2 matrix which contains 

True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN) that produce Precision, Recall, 

F-measure and Overall Accuracy.  

 

Precision 

Precision is the ratio of True Positive (𝑇𝑃) entities against all positive entities. The calculating formula for precision 

is given by: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 

 

Recall 

Recall is the ratio of True Positive (𝑇𝑃) entities against all positive entities in reality. In case of false negative 

priority recall is used. The calculated formula for recall is: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 

 

F-Measure 

Sometime precision and recall can not identify model accurately if there is diverse value precision and recall. In this 

situation F-measure used to choose best performing model. The mathematical formula for F-measure is given by: 

   𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = (2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙) 

 

Overall Accuracy 

The overall accuracy which is the proportion of the total number of predictions that was correct and this measure can 

be calculated as: 

   𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁) 

 

Study Area 

Bogra district officially known as Bogura district is situated in the northern part of Bangladesh. Its total area is 

2898.25 sq km and located in between 24°32' and 25°07' north latitudes and in between 88°58' and 89°45' east 

longitudes. This district is surrounding by Joupurhat and Gaibandhadistrict on the north, Natore and Sirajganjon the 

south, Jamunariver andJamalpurdistrict on the east, Naogaondistrict on the west. Karatoya, Jamuna and Ichamati are 

the major rivers in this district. The remarkable beels are Betgari, Koigari, Subeel, NurulerBeel, PoradahaBeel, 

Keshpathar, Kalidaha, Garai, Erulia, Dasukdaha, Sara, Gobarchapa, Ramchandrapur, Kokira, BahuarBeel and 

KachiarBeel (Banglapedia, 2021). The map of the Bogura district is given below. 

Data set  

Prediction Prediction Prediction 

Majorite vote Final prediction model 

https://miro.medium.com/max/5752/1*5dq_1hnqkboZTcKFfwbO9A.png
https://miro.medium.com/
https://en.wikipedia.org/wiki/List_of_renamed_places_in_Bangladesh
https://en.wikipedia.org/wiki/Bangladesh
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Fig 5:- Map of Bogura district (Source: Banglapedia). 

 

Results and Discussions:- 
A confusion matrix is used to measure the performance of classification in case of Machine learning algorithm. It 

usually helps us to know the performance of the classification model on a set of test data for that the true values are 

known.In our study we compare the forecasting performance of various machine learning algorithms such as 

Classification and Regression Trees (CART), Logistic Regression (LR), Support Vector Machine (SVM), K-Nearest 

Neighbors (K-NN) and Random Forest (RF) algorithm in case of Bogura district, Bangladesh. In our study we 

consider 75% as training data and 25% as test data and applied these models in the training data and predict based 

on test data. The performance of different machine learning algorithms is verified by Precision, Recall, F-measure 

and Overall Accuracy with 95% Confidence Interval (CI) for both rain (Y) class and no-rain (N) class. The 

estimated result of the confusion matrix is reported in Table 2.   

 

Table 2:- Model evaluation criteria. 

Model Class Precision Recall F-measure Overall accuracy 

(95 % CI) 

CART Y 0.7979 0.6455 0.5635 0.7867 

(0.750, 0.819) N 0.7634 0.8750 0.6364 

LR Y 0.8324 0.7306 0.5937 0.7920 

(0.756, 0.824) N 0.7273 0.8300 0.6241 

SVM Y 0.8426 0.7545 0.6014 0.7955 

(0.760, 0.827) N 0.7249 0.8210 0.6215 

KNN Y 0.8892 0.8125 0.6130 0.8427 

(0.810, 0.871) N 0.7682 0.8599 0.6323 

RF Y 0.8750 0.7955 0.6140 0.8566 

(0.825, 0.884) N 0.8254 0.8949 0.6416 

 

The empirical results from Table 2 confirmed that the Random Forest algorithm performed better based on 

precision, recall and F-measure for both rain and no-rain class where the Classification and Regression Trees 

(CART) algorithm performed worst. The overall accuracy with 95% confidence interval indicates that the Random 

Forest algorithm showed highest classification performance than all of the other models used in this study in case of 
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Bogura district for both rain and no-rain class for this time interval.  So, Table 2 concluded that RF algorithm is the 

most suitable classification algorithm for predicting rainfall status in case of Bogura district, Bangladesh. For more 

confirmation we use cross validation approach. We repeated the procedure 10 times and found the accuracy 

measure. The summaries such as minimum, first quartile, median, mean, third quartile and maximum value of 

accuracy is presented in Figure 5. 

 

 
Fig 6:- Performance based on summary statistics. 

 

The Figure 5 showed that the mean of accuracy in case of Random Forest algorithm is higher in case of predicting 

rainfall data where the mean accuracy in case of CART is lower. We also consider Box and Whisker Plots and 

density plots to compare the performance of our using model in this study (Fig 6).    

  
Box and Whisker plots Density plots 

Fig 7:- Box and whisker and Density plots. 

 

From the Fig 7, the boxes from Box and Whisker plot the box are ordered from highest to lowest mean accuracy 

which indicates that Random Forest algorithm shows highest predicting performance in case of rainfall data. So, if 

we order the models according to the predicting performance we can show RF is the first performing model, KNN is 

the second performing model, SVM is the third performing model, LR is the fourth performing model and CART is 
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the last performing model for predicting rainfall status in case of Boguradistric, Bangladesh. The density plot also 

shows the similar performance. 

 

Conclusions:- 
Rainfall is one of the most important factors for agriculture production which directly contribute the economic 

development of a country and this rainfall is also influenced by different factors such as temperature, humidity, wind 

speed, sunshine, minimum temperature and maximum temperature.So, it is always challenging task for researchers 

to predict rainfall data efficiently. There are several methods and techniques for rainfall predicting but still it is hard 

to find unique model for all of the geographic location. Recently machine learning algorithm successfully predict the 

rainfall data by extracting information and using the hidden knowledge from past weather data. In this paper the 

performance of Classification and Regression Trees (CART), Logistic Regression (LR), Support Vector Machine 

(SVM), K-Nearest Neighbors (K-NN) and Random Forest (RF) for predicting rainfall data in case of Bogura 

districts Bangladesh for the time period January, 1971 to December, 2015 on weekly basis.The empirical results 

based on confusion matrix as well as cross validation approach suggest that the Random Forest (RF) algorithm is the 

most suitable algorithm for predicting rainfall in case of Bogura district, Bangladesh for the following time period. 

This study will give prior awareness to the policy maker to tackle the water management system of a particular 

region which ensures robust agriculture production.  
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