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Running workflows 
on the cloud



Genomics in a nutshell



Genomics "pipelines" 
= workflows describing series of analysis steps that can be automated



Workflow languages in bioinformatics

Old-school: bash, python

Basically a list of command lines 
to run sequentially + control/glue code 

New wave of dedicated systems

Enforce separation between the analysis 
work and the logistics of how it gets done



New systems use containers to pull analysis software

Create an image that encapsulates 
all necessary software

Use the exact same software 
environment on a different platform

A B



Workflow 
script

Individual
jobs

Scheduler

data

Easily execute work on separate machines



Dispatch work to appropriately sized machines

Lots of RAM
Little disk

Med RAM
Big disk

Tiny everythingTiny everything
Tiny everything

Also GPUs etc



+ Cromwell workflow managerWorkflow Description Language



Workflow Description Language is maintained by OpenWDL.org



Basic WDL structure and syntax

File ref
File in
String id

do_stuff -R ~{ref} -I ~{in} -O ~{id}.ext

docker: ‘my_project/do_stuff:1.2.0’

File out = “~{id}.ext”

task task_A {

}

input {

}

command <<<

>>>

runtime {

}

output {

}

File my_ref
File my_input
String name

input:
ref = my_ref

input:
in = task_A.out

workflow MyWorkflowName {

input {

}
call task_A {

}

call task_B {

}

task task_A {
}

task task_B {

}

}









Inputs provided through JSON file



Scheduler

data

java -jar cromwell.jar /
run haplotypecaller.wdl -i haplotypecaller.inputs.json

For frequent/intense use, see Cromwell’s server mode



Cromwell has a smart resume feature (call caching)



Cromwell backends 



Cromwell services on the cloud



https://terra.bio



https://terra.bio



https://terra.bio



https://terra.bio

Graphical interfaces for ease of use



https://terra.bio

Graphical interfaces for ease of use



https://terra.bio

Use case #1: T2T variant calling project

https://www.science.org/doi/10.1126/science.abl3533

"We show how this reference universally improves read mapping and variant 
calling for 3202 and 17 globally diverse samples sequenced with short and long 
reads, respectively."



https://terra.bio

Use case #1: T2T variant calling

Samantha Zarate, Terra Blog
https://terra.bio/calling-variants-from-telomere-to-telomere-with-the-new-t2t-chm13-genome-
reference/



https://terra.bio

Use case #1: T2T variant calling



https://terra.bio

Use case #1: T2T variant calling / Takeaways

Samantha Zarate, Terra Blog
https://terra.bio/calling-variants-from-telomere-to-telomere-with-the-new-t2t-chm13-genome-
reference/

"The push-button capabilities of Terra let us scale up easily and rapidly: after 
verifying the success of our WDLs on a few samples, we could move on to 
processing hundreds or thousands of workflows at a time. It took us about a week
to process everything, and that was with Google’s default compute quotas in place 
(eg max 25,000 cores at a time), which can be raised on request."

Honorable mentions

"We also really appreciated how easy it was to collaborate with others"

"More generally, we found that the reproducibility and reusability of our analyses 
have increased significantly."



https://terra.bio

Use case #2: Cancer proteogenomics

https://www.nature.com/articles/s41592-021-01176-6

"PANOPLY uses state-of-the-art statistical and machine learning algorithms to 
transform multi-omic data from cancer samples into biologically meaningful 
and interpretable results."



https://terra.bio

Use case #2: Cancer proteogenomics 

A “greatest hits” compilation of methods from flagship CPTAC studies



https://terra.bio

Use case #2: Cancer proteogenomics / Takeaways

DR Mani, Terra Blog https://terra.bio/panoply-framework-for-cancer-proteogenomics/

"We recognized that enabling a wide range of people to use PANOPLY, especially 
those with less computational experience, would require more than just releasing 
code. We wanted a way to make PANOPLY usable out of the box [...]."



https://terra.bio

Use case #3: Pathogen genomic surveillance 

https://doi.org/10.1016/j.cell.2021.12.027

https://www.science.org/doi/10.1126/science.abe3261



https://terra.bio

Use case #3: Pathogen genomic surveillance 

Terra COVID-19 workspace
https://app.terra.bio/#workspaces/pathogen-genomic-surveillance/COVID-19



https://terra.bio

Use case #3: Pathogen genomic surveillance / takeaways 

Christine Loreth, Terra Blog
https://terra.bio/behind-the-scenes-bringing-the-analysis-of-covid-19-data-from-greater-boston-into-the-cloud/

See also:
https://terra.bio/new-partnership-with-cdc-boosts-terra-support-for-public-health-labs-across-the-usa/

"Once we understood the processes, [we] began porting their existing workflows
from DNAnexus and GitHub to Terra."

"Unsurprisingly, in working with such large amounts of data, there were some initial 
hiccups and challenges; for example, we had to figure out how to organize the data 
effectively, and we ran into some Google Cloud usage quotas"

"We hope this will empower public health labs, as they scale their viral sequencing 
work."



WDLs in the mist

BioWDL





Resources

OpenWDL repositories on Github
https://github.com/openwdl

Cromwell docs on Github
https://cromwell.readthedocs.io/

Terra.bio WDL Resources 
https://support.terra.bio/hc/en-us/sections/360007274612-WDLs-
Resources

Genomics in the Cloud book
https://oreil.ly/genomics-cloud

https://github.com/openwdl
https://cromwell.readthedocs.io/
https://support.terra.bio/hc/en-us/sections/360007274612-WDLs-Resources
https://oreil.ly/genomics-cloud

