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 The world faces a significant impact from the coronavirus disease 2019 

(Covid-19) pandemic, which also influences energy consumption. This study 

investigates the substantial connection of the classified data between power 

consumption, cooling degree days, average temperature, and covid-19 cases 

information using mathematical and neural network approaches regression 

analysis, and self-organizing maps. It is well established that various data 

mining methods have revamped the classification process of data analytics. 

Specifically, this study investigates the correlation between the collected 

variables using regression analysis and selecting the best-matching unit 

under the normalization method using self-organizing maps. The self-

organizing maps become better when the datasets have variations; the result 

denotes that this method produced high mapping quality based on the map 

size and normalization method. Furthermore, the data crossing connection is 

indicated using the regression analysis method. Finally, the classified data 

results during the movement control order are validated in self-organizing 

maps to achieve the study objective. By performing these methods, this 

study established that the correlation between the energy demand towards 

cooling degree days, average temperature, and covid-19 cases is very weak. 

The verification has been made where the ‘logistic’ normalization method 

has produced the best classification result. 
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1. INTRODUCTION 

It needs an effective method when dealing with large-scale data for a better future outcome and 

forecasting [1], mostly when data's growth rate was fast according to the recent trend for the past decades. In 

2020, Tenaga Nasional Bhd. Malaysia is now developing a data analytics application for constructing a large 

solar (LLS) farm in Sepang to improve its operational efficiency [2]. This initiative is for the plan to reduce 

natural coal usage as a source of electricity generation. The energy demand in Malaysia increased in 2017 

due to residential area development projects exceeding 64.4% [3]. This graph-based data classification will 

help the Malaysian government implement a roadmap to drive efficiency measures to attain progressive 

energy savings across all sectors. Still, the challenges arise when the information has many factors to be 

considered [4], [5] to promote energy efficiency in demand side consumers. However, the unsupervised 

method is required to effectively gain insight into the future to find the correlation between the available 

variables contributing to the energy demand. Thus, the study analysis supported by regression analysis and 
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unsupervised self-organizing maps is crucially needed to prove the significant correlation of the independent 

and dependent data, especially during pandemic Covid-19. Various data mining methods have improved data 

analytics classification and regression processes. Also, it is needed, especially in dealing with data from the 

past several years, which is time-consuming and complex to be performed by humans [6].  

The regression analysis is a mathematical method for finding relationships between a dependent 

variable, Y, and an independent variable, X, known as factors affecting the Y. The dependent variable is 

modeled as being matched by one or more independent variables, known as explanatory variables [7].  

The regression method can also investigate the connection strength between 2 or more variables indicated as 

R² [8]. The value of R², which is more than 0.75, is considered an accepted model [9]. In the previous study, 

regression analysis is widely used for forecasting analysis. For example, communication technology has used 

regression for energy demand forecasting [10]. However, the regression analysis method is considered first 

layer analysis due to direct calculation settings when dealing with the low connection between data sets or 

having a low R² value. So, it is crucial for any correlation study to get verified by other unsupervised 

methods such as neural network and self-organizing maps (SOM) algorithm. SOM is an unsupervised 

clustering method that converts data into low-dimensional visuals in many research areas [11]–[13]. 

However, a few prior studies related to energy with self-organizing maps exist clustering provides patterns 

based on similarity for the unlabeled data called clusters [14]. Kohonen stated that self-organizing maps are 

widely recognized for industry clustering problems and data study [15]. In the power system application, the 

self-organizing maps are one of the best methods used in the classification process of fair and defective 

power distribution transformers [16]. The research uses numerical data for self-organizing maps to separate 

the defect transformer practically. 

In past studies, the SOM algorithm was adopted to evaluate the power distribution network to 

classify the characteristic of buses consisting of 33-bus and 69-bus [17]. It is stated that the SOM can analyze 

the bus's features by inserting the data information consisting of its power triangle for each of the buses. 

SOM can be used as a forecaster. Atira et al. [18] have applied SOM to forecast the tested data in the 

medium-term load data by observing the maps and the actual and forecasted data error. The SOM is widely 

used for isolation analysis between 2 different contradictions of data as well. As presented by [19], the SOM 

is used to investigate the health of high voltage equipment by measuring its partial discharge level regarding 

the equipment insulation healthiness. It is found that the SOM can isolate the data between the healthy 

equipment and having partial discharge. Also, SOM has been successfully used in fault diagnosis [20]. The 

SOM was able to detect and classify faulty machines based on distance-preserving. The study was performed 

on the gearbox and bearing in a device by observing its raw vibrations signal coming out from it. The study 

also found that the SOM can be embedded learning methods into various applications. Using signal 

processing tools, one can understand the data collected to perform semisupervised learning in various 

industrial applications. However, the discovered studies are limited by their scope, techniques, and variables. 

As the positive side of the SOM that has high mapping quality and in contrast and applied competitive 

learning to error-correction learning [21], [22], the SOM algorithm also differs from other neural networks in 

the sense that the SOM uses the neighborhood function to sustain the topological properties of the input 

space [23]. Based on the evidence from the references, the self-organizing maps are applied in another area. 

Still, there is less research regarding data analytics related to energy consumption patterns [24]. To the best 

of my knowledge, there is less study on implementing SOM for the data correlation verification. The function 

of this algorithm would vary and depend on the application required to optimally function.  

Therefore, in this study, the SOM algorithm is chosen to investigate the data finding a significant 

connection between energy consumption in Malaysia, cooling degree days (CDD), numbers of Covid-19 

cases, and the average temperature in Malaysia to prove the results of using single multiple regression 

analysis. The SOM algorithm has validated significant correlation using the best matching unit under the 

normalization method. This study will help the government and energy providers understand the energy 

information pattern before and during the movement control order in Malaysia. The significant correlation 

verification to the several variables is analyzed. Hence, the arrangement of the paper by following this 

sequence. The research method is in section 2, while section 3 presents results and discussion. The 

conclusion of the study is explained in section 4 accordingly.  

 

 

2. RESEARCH METHOD 

This section explains the flow of methods on how the regression analysis and SOM algorithm has 

been implemented. The critical step was to define the variables data related to the energy demand while 

finding a significant correlation between them. In this study, three related factors were identified. They were 

CDD, average temperature, and Covid-19 cases. The technique is separated into the following sub-section.  
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2.1.  Variables data formulation 

The power consumption demand as a dependent variable is measured in megawatts (MW). The data 

is gathered from the grid system operator (GSO) within two years periods, which are from 18 th March 2019 

until 17th March 2020 (before the movement control order (MCO)) and 18th March 2020 until 17th March 

2021 (during the Pandemic MCO). This study uses three independent variables collected from various 

external sources. The first variable is CDD in Malaysia. It is defined that the CDD is the difference between 

the daily mean and reference temperature [25]. Cooling demand is influenced by factors such as air-

conditioning purchasing capacity per capita and operating hours [26], and the population can be a paramount 

factor. The CDD is generated from the Sepang/KL International Airport weather station, MY (101.70E, 

2.72N). The CDD is based on the temperature of Peninsular Malaysia on the equator, and cooling demand is 

always there and rising during the daytime. CDD is calculated by using (1). 

 

CDD=∑ rd(Ti-Tb)n
i=1   (1) 

 

Where n is the number of days in a year, Ti is the daily mean temperature for the day i, Tb is the reference 

temperature for cooling. 

Meanwhile, the second variable is the average temperature, one of the variables generated from (the 

OGIMET website) and can be calculated using (2). The average temperature data followed energy data as 

well. The last variable data is the information on the Covid-19 case taken from the Ministry of Health (MOH) 

website from 18th March 2020, where covid-19 cases were first reported in Malaysia until 17th March 2021. 

The significant covid circumstances have influenced government decisions on the MCO condition and 

requirement. Thus, the energy demand affected by this MCO condition has been the early hypothesis for the 

study.  

 

Average Temperature ºC=
Min Temp ºC

Max Temp ºC
  (2) 

 

2.2.  Regression 

The relationships among the energy information-related data are estimated using a statistical process 

called regression analysis. The performance of the regression analysis depends on the form of the generated 

process data and how it relates to the regression approach being used. It is widely used for prediction and 

forecasting with (3), represented by the Y-dependent variable, m-variable coefficient, and C, the trendline 

intercept. The equation will produce the future estimated value by inserting the importance of specific years. 

Table 1 shows the selection of dependent and independent variables.  

 

Y=mx+C  (3) 

 

The dependent variables are compared with each independent variable for the R² observation. The 

R² can be calculated using (4), where ŷ𝑖 is a model predicted energy value using a particular point measured 

from the independent variable, ӯ is the mean value of energy values, and 𝑦𝑖 is the actual observed energy 

value. This study adopted the single regression and multi-regression analysis from the Microsoft Excel data 

analysis tools. The significant regression equation and correlation value were powered during a single 

regression plot. Meanwhile, details verification of the value of the other was collected from multiple 

regression simulation. The range of the R2 value is from 0 to 1. Good correlation is defined when the R2 

value is close to one and vice versa. Hence, results and discussion of the significant value of R2 are presented 

in section 3 accordingly.  

 

R2= 
∑ (ŷi- ӯ)²

∑(yi- ӯ)²
  (4) 

 

2.3.  SOM algorithm implementation  

In this study, input data collection data consisting of power consumption demand, CDD, average 

temperature, and covid-19 cases are organized in (m files) to execute the SOM data reader function. This 

function is offered for compatibility with the input datasets holding a space dimension. Apart from that, SOM 

normalization is used in the workspace to perform linear and logarithmic scaling. It is essential for measuring 

distances between vectors using the Euclidean metric. The variables will be scaled linearly so that the data 

variances are identical. This function is already in the toolbox to apply normalizations to the data input, and 

the normalization method is always a one-variable operation, as shown in Table 2. Normalization is a scaling 

technique that shifts the input between 0 and 1. In self-organizing maps, there are four types of normalization 

to be considered: ‘var’, ‘range’, ‘log’, and ‘logistic’. The variation for these normalization types is needed in 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 11, No. 4, December 2022: 1333-1343 

1336 

the training process of the data and to get the best mapping for the Malaysia Energy supply information. 

‘var’: the variance will be normalized by the data input to unity and the means to zero, ‘range’: the variable 

values are scaled the input data between zero and one, ‘log’: this type of normalization is using logarithmic 

transformation, ‘logistic’: all the possible values are scaled between zero and one [17], [18]. Self-organizing 

map normalization is used in the workspace to perform linear and logarithmic scaling. It is essential for 

measuring distances between vectors using the Euclidean metric. The variables will be scaled linearly so that 

the data variances are identical. This function is already in the toolbox to apply normalizations to the data 

input, and the normalization method is always a one-variable operation. 

 

 

Table 1. Dependent and independent variables selection 
Dependent variable Independent variable 

Consumers power consumption demand Daily cooling degree days value 

Daily average temperature 
Daily Covid-19 cases 

 

 

Table 2. Normalization method 
Method Description 

‘var’ Linear operation: variance is normalized to one 
‘range’ Linear operation: values are normalized between 0 and 1 

‘log’ Logarithmic is applied to the values: 

x= log(x-m+1) 
where m=min(x) 

‘logistic’ Logistic conversion to scale all possible values between 0 and 1 

 

 

The following steps explain the SOM process for the data analysis and mapping. 

Step 1: From the initialization of SOM input data of dependence and independence variables represented by 

the number of neurons, the number of them placed in the input space is first decided. This step is necessary to 

allow the network to begin processing the data. The SOM algorithm will generate weights with the same 

vector dimension as the input data. The input vector will be picked randomly from training datasets at the 

training and learning phase before the winning neuron is determined until it gets the nearest one to the input 

vector. 

Step 2: The weights for neurons and neighborhoods will be improved every iteration until their target is 

reached. The algorithm measures the distance between the data point, and the neuron weight vector before 

the best matching unit (BMU) is selected using (5). 

 

d= ∑ (qi-pi)²n
i=1   (5) 

 

Where d is the distance between data nodes, qi is the current input vector, pi is the node’s weight vector. 

Step 3: The BMU is selected based on the minimum distance value or most similar to the input vector using 

(6). The weight must be adjusted every iteration to have a more significant change for neighbors closer to the 

BMU. 

 

d=min (||x⃗ -u⃗ ij||)  (6) 

 

Where d is the lowest distance, 𝑥  is the input vector and 𝑢⃗ 𝑖𝑗 is the updated weights. The modification of 

node’s weight of the BMU and neighbors is based on (7). 

 

uij(t+1)=uij(t)+ai(t)[x(t)-uij(t)]  (7) 

 

Where, the 𝑢𝑖𝑗(𝑡 + 1) is new weigthe ht, [𝑥(𝑡) − 𝑢𝑖𝑗(𝑡)] is the learning rate and 𝑎𝑖(𝑡) Influence rate. The 

learning rate is decaying for each iteration as the training goes on, the neighborhood gradually shrinks. The 

distance between a node and the BMU is known assurance rate. It shows how much influence the latter has 

over the former. From a random arrangement of weights and across several iterations, SOM can arrive at a 

map of stable zones or reach the target. 

Step 4: Finally, the U-matrix mapping analysis is accomexaminesssifier results graphically under the four 

normalization methods. The trained map is labeled using the SOM auto labeling function, in which the map 

will automatically be labeled based on the data or map. The best matching unit of each vector at the training 
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phase is found from the vectors in spin density (SD). The actual labels are selected based on the mode 

determined in this function: ‘vote’, the label with most instances is the only accepted label by this mode. 

Next, the U-matrix will be analyzed based on its color concentration. The light hexagonal occurs when the 

nodes are closed to each other and will be the opposite situation when the hexagonal color is dark [17]. The 

results of ‘log’, ‘logistic’, ‘var’, and ‘range’ normalization approach with 500 until 900 neurons with 50 step 

size that is collected along with their quantization error, topographic error, training time, and map size to get 

the best classifier. 

 

 

3. RESULTS AND DISCUSSION  

3.1.  Data correlation (regression analysis) 

In this section, the explanation of the study results and a comprehensive discussion will be presented 

simultaneously. The single regression analysis is performed, and the data taken is from before the MCO takes 

place. Figure 1 summarizes the correlation between energy demand and independent variable factors before 

MCO. Figure 1(a) shows the equation and significant result of the R2 value between CDD and power 

demand. Figure 1(b) presents the tabulated data of the average daily CDD and power demand before 

regression analysis was done. Meanwhile, Figure 1(c) and 1(d) present the regression and correlation analysis 

between average temperature and energy demand before the MCO. The single value for R² is 0.032. It is 

found that every independent variable in this study; CDD, the average temperature has a low correlation with 

power demand in Peninsular Malaysia, which is means that the CDD and the average temperature are not the 

primary influence on the energy demand in Peninsular based on its regression at the first layer of 

investigation. The point is that the power demand is not affected by any changes that happened throughout 

the year, signifying that in the regression model, the R² must be ~0.5 to 0.75 and above to be accepted in the 

regression model. 

 

 

  
(a) 

 

(b) 
 

  
(c) (d) 

 

Figure 1. Variables data before pandemic Covid-19 MCO is presented (a) Scatter plot for the CDD and 

power demand correlation, (b) Power demand and CDD data comparison, (c) Scatter plot for the average 

temperature and power demand, and (d) Power demand consumption and average temperature comparison 

 

 

Figure 2 summarizes the scatter plot and comparison for the significant variables towards power 

demand during pandemic Covid-19 MCO, respectively. The CDD correlation toward energy demand during 

MCO is presented in Figure 2(a). Meanwhile, Figure 2(b) illustrates the tabulated data of the daily CDD and 

power demand concurrently. During the MCO, the R2 value improved due to decreased power demand. On 

the other hand, Figure 2(c) and 2(d) show the significant correlation finding for average temperature towards 

energy demand during MCO. The different topology of average temperature compared to before MCO has 

increased the value of R2. During the MCO, the other additional variable was considered, and data was 
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collected for the number of Covid-19 cases. Thus, Figure 2(e) demonstrates the plotted regression analysis 

where the R2 was 0.14. Otherwise, Figure 2 (f) represents the tabulated data between power demand and 

covid-19 daily cases in Malaysia. Overall R² value during the movement control order also has a low 

correlation but slightly improves, which are 0.05, 0.17, and 0.14 for CDD, average temperature, and Covid-

19 daily cases, respectively. 

For verifying all the variable’s data correlation, the multiple regression analysis has been made 

accordingly. Table 3 shows the summary output for numerous regressions in this study. With the power 

demand as the dependent variable and the other set as independent variables, the data correlation indicated by 

R² shows that the datasets have an infirm correlation lower than 0.75. The average temperature is the only 

variable that increases as the energy demand increases, and the others tend to decrease based on their 

coefficient. From the results, the regression analysis is performed to observe whether there is a significant 

relationship between the dependent and independent variables. It also indicates the relative strength of 

different independent variables influencing the energy demand. The produced equation cannot be used to put 

independent variables that influence power demand in Malaysia. Thus, Table 4 presents since the values of 

SE, t-statistic, and P-value do not fulfill the significant correlation condition. The significance t-statistic 

should be higher than 2, and the P-value should be less than 0.05. 

 

 

  

 

(a) (b) (c) 
   

   
(d) (e) (f) 

 

Figure 2. Variables data during pandemic Covid-19 MCO is presented (a) Scatter plot for the CDD and power 

demand correlation, (b) Power demand and CDD data comparison, (c) Scatter plot for the average temperature 

and power demand, (d) Power demand consumption and average temperature comparison, (e) Scatter plot for 

the Covid-19 cases and power demand, (f) Power demand consumption and Covid-19 cases comparison 

 

 

Table 3. Multiple regression analysis summary output during MCO 
Summary Output 

Regression Statistic 

Multiple R 0.493688917 

R² 0.243728747 

Adjusted R² 0.159698607 
Standard Error 273.1740641 

Observations 31 

 

 

3.2.  Verification using SOM output 

In Table  , the ‘logistic’ normalization approach produces four neurons that can get zero 

quantization and topographic error during MCO, which are 500, 550, 600, and 650 neurons. The 500 neurons 
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are selected for ‘logistic’ normalization since it has a lower training time than the others. It is enough to make 

an accurate mapping analysis since it has zero quantization and topographic errors. 

 

 

Table 4. SE, t-Stat and P-Value for the simulation of multiple regression 
 Coefficient Standard Error t-Stat P-value 

Intercept -2892.672877 9889.039612 -0.292513024 0.772130541 

Temperature 765.5529854 400.3397351 1.91225831 0.066507568 
CDD -1.149254182 0.710932336 -1.616545098 0.117602355 

Covid-19 -224.5472443 268.3051038 -0.936910074 0.409989777 

 

 

Table 5. ‘Logistic’ normalization simulation results 
Classification Results 

No of Neuron Map Size Quantization Error Topographic Error Training Time 

500 [20:8] 0.000 0.000 4 

550 [20:9] 0.000 0.000 5 
600 [22:9] 0.000 0.000 7 

650 [22:10] 0.000 0.000 8 

700 [24,10] 0.000 0.032 10 
750 [24:11] 0.000 0.032 12 

800 [25:11] 0.000 0.065 15 
850 [27:11] 0.000 0.065 18 

900 [27:12] 0.000 0.032 22 

 

 

From Figure 3(a), U-matrix mapping outcome with 500 neurons with (20x8) map size. The label is 

consisting of day 1 until day  1 or A until E1, respectively. The ‘logistic’ normalization before the MCO U-

matrix shows that only one group is formed, consisting of B, E, H, and I (days 2, 5, 8, and 9). It also shows 

that the power demand is moving to the right, CDD to the top and the average temperature grouped at the top 

right. Figure 3(b), U-matrix mapping is arranged with 500 neurons with (20x8) map size. The ‘logistic’ 

normalization U-matrix shows that there are two groups are formed during MCO. The red-dotted box 

consists of days (6, 7, 12, 13, 19, 20, 21, 28, 29) labeled as (F, G, L, M, S, T, U, B1, C1), and the second 

group of data is in the green-dotted box consisting of the day (8, 9, 10, 11) labeled as (H, I, J, K) are placed in 

a single, separated group, which means that the average data from these days have a connection or dataset is 

the same but separated with the others. U-matrix shows that every variable in the ‘logistic’ approach has a 

different type of topology grouped in black boxes. 

 

3.2.1. The best U-matrix discussion 

The hexagonal topology was chosen to achieve a high mapping quality. The U-matrix result among 

all normalization methods with zero topographic error and quantization error are represented by ‘logistic’ and 

‘range’ with 500 neurons and lower training time, which is 4 seconds was selected. ‘log’ approach is not able 

to isolate the datasets with minor differences where neurons I and E1 is the only separated datasets 

contributed by a considerable value in different, which is low energy demand and low covid cases according 

to its mapping component refer to Table 6. It is proven that the clustering method objective is achieved by 

observing the U-matrix separated with brighter colors among the datasets, which means that the similarities 

between data are more minor. The lower distances or high similarities are placed inside, the darker color. 

The ‘Logistic’ U-matrix is chosen, as shown in Figures 4(a) and 4(b), since it has a significant result 

showing that the connection between datasets is low. In addition, the SOM is easy to analyze since it converts 

high dimension input to low dimension map [18]. The classification summary is shown in Table 7, where the 

logistic normalization approach is the best classifier among the others. It is proved that most of the datasets 

do not correlate as stated in their R2, which is 0.12 and 0.24 for before MCO and during MCO, respectively. 

However, the U-matrix analysis shows that small groups contributed to the small value of R2 where two 

groups are formed in both periods. Before the MCO, group 1 (F,G,P,B1,C1) representing day (6,7,16,28,29) 

and group 2 (B,E,H,I) representing day (2,5,8,9). It is the same with during the MCO, consisting of group 1 

(F,G,L,M,S,T,U,B1,C1) representing day (6,7,12,13,19,20,21,28,29) and group 2 (H,I,J,K). The datasets 

inside its group are correlated but separated from other datasets. 

Based on the overall results, all normalization methods provide data crossing visualization and 

characteristics. It was proved that the normalization style does the training time. Still, lattice size does, and the 

mapping quality, the more extensive the lattice size, will have a good resolution. The selection is based on its 

topographic error and the quantization, the quantization error,y refers to the U-matrices not affecting, the dataset 

and has a low connection to verify that the pandemic Covid-19 situation in terms of CDD, average temperature, 

and the number of Covid cases is not significant. The U-matrix produced shows that most of the data do not 
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correlate. The hexagonal light color separates most datasets, and each variable's mapping component has 

different topology. However, as shown in Figure 4, small groups explicitly connected by observing the maps 

have indicated lower correlation to reflect regression analysis output at first layer analysis.  

 

 

 
(a) 

 

 
(b) 

 

Figure 3. Comparing simulation results of the ‘logistic’ normalization method of (a) before MCO and (b) 

during MCO 

 

 

Table 6. Summary analysis of the clustering for the U-matrix 
Normalization 

Method 

No of 

Neurons 

Map 

size 

Quantization 

Error 

Topographic 

Error 

Training 

Time (s) 
Analysis 

Logistic 500 (20x8) 0 0 4 Excellent classification with significant 

separator 
Range 500 (20x8) 0 0 4 Well define data classification 

Var 600 (22x9) 0 0 9 Good mapping quality but longer training 

time 

Log 700 (25x11) 0 0 10 Poor data severance 



Int J Artif Intell  ISSN: 2252-8938  

 

 Investigation of energy demand correlation during pandemic using … (Mohamad Fani Sulaima) 

1341 

Table 7. Summary analysis of the clustering for the U-matrix 
Normalization Period Group 1 Group 2 Regression, R2 

Logistic Before MCO F, G, P, B1, C1 
Day (6,7,16,28,29) 

B, E, H, I 
Day (2,5,8,9) 

0.12 

During MCO F, G, L, M, S, T, U, B1, C1 

Day (6, 7, 12, 13, 19, 20, 21, 28, 29) 

H, I, J, K 

Day (8,9,10,11) 

0.24 

 

 

  
(a) (b) 

 

Figure 4. Selected ‘logistic’ U-Matrix: (a) Before MCO, (b) During MCO 
 

 

4. CONCLUSION  

This study successfully investigates the significant correlation between power demand in Peninsular 

Malaysia and independent variables such as cooling degree days, average temperature, and Covid-19 cases. 

The demonstrated method has applied regression analysis and self-organizing maps concurrently. The 

methods used are qualified to perform time-consuming and complex research by the conventional 

verification method. The decision is made by observing the R2 produced by regression and the U-matrix 

mapping analysis in self-organizing maps. The R2 value is low before MCO and during MCO, respectively. It 

indicates no correlation or weak connection between the variables (CDD, average temperature, Covid-19), 

which does not influence the power demand in Peninsular Malaysia. The correlation status has been 

rechecked using SOM. The algorithm performs four types of normalization to validate the regression analysis 

output: ‘log’, ‘logistic’, ‘range’, and ‘var’. The U-matrix produced shows that most of the data do not 

correlate. The hexagonal light color separates most datasets, and each variable's mapping component has 

different topology. For future research, more datasets and their variation must be considered to achieve the 

optimum capability of the self-organizing maps. The methodology used in this study can make forecasting 

decisions if the datasets have a strong correlation. 
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