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Abstract: - This article is a survey study of various techniques and the models used in the forecasting 

of the plant produce in the agricultural sector. Agro based sector is a huge domain with the large 

economic status of any country. This paper is aimed to focus on the spatial data mining algorithm based 
on the deep learning models to anticipate the crop growth through the estimation of various factors 

including climatic changes and soil attributes. Data mining is a novel technique in the artificial 

intelligence model which is used to design a pattern based on the big data set and inadequate data sets. 

Hence these techniques are used to forecast the yield as the data obtained in the agriculture domain are 
always non-linear and unstable. 
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1. INTRODUCTION 

 
India being the second largest producer of the agro based industries; agriculture plays an essential role in the 

economic growth of the country. This crop production business is based on many attributes like climatic and 

economic factors like temperature, moisture, weather, rainfall, manpower, fertilizers, pests and insects, pesticides, 

weeds and many more. Hence the scientist and researchers based on the agro sector focus more on the development 

of effective methodology or algorithm to anticipate and enhance the production. Most of the studies and research 

focus on the development of an Al triggered biological mechanism to estimate and develop the yield. By 
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investigating the soil and climatic condition at a particular area, prediction and estimation of the yield based on the 

analyzed factors are done. This helps the farmer to select appropriate crops suitable to the soil and prevailing 

weather conditions. 

Data analysis is a series of processes of investigating, clarifying and designing data to devise innovative algorithms 

and methodologies. In other words, this process involves continuous steps of data evaluation, abstraction and 

prediction of a novel pattern from a large data set. Thus, the big data is processed into useful information. With the 
advancement in the neural networks and data processing algorithms , Data analysis is applied in the agro based 

industries to forecast the weather changes and the corresponding productivity of the crops India being second largest 

country in terms of population, with the grow h in the population demand and supply for the plant-based products 

also increases exponentially[5] . Using the advanced techniques many hybrid plant based products are produced in 

the market [6]. These exploitations make the land infertile and cause harmful effects to the people and ecosystem as 

well [7]. To overcome all these issues and challenges Researchers are now focusing on anticipating the physical and 

climatic attributes of the soil and the geographical location to estimate the production of the crops in a natural way 

thereby producing healthy products[8]. 

Generally, two different models were used for the prediction of the crop product namely simulation methodology 

and regression methodology [9]. Simulation methodology is purely an analytical framework which distinguishes and 

symbolizes the attributes which are deeply related to the data set involved in the previous researches and studies. 

This framework involves the simulation of different dataset under different conditions to design and scrutinize the 
framework. But the dataset related to agriculture is always inadequate and fragmentary. Due to these limitations, the 

regression model is mostly preferred over the simulation model for the anticipation of the crop produce. Also, the 

recent studies are based on the statistical, multivariate regression algorithms. 

 

 
Fig.1.Data Analysis process 

 
Data mining techniques are considered as the most important tools for the data set analysis related to the agro based 

industries. These techniques involve the computation and identification of the novel patterns to analyze the big data 

set. The analysis procedures involve different techniques like Al, deep learning algorithms, mathematical regression 

models, machine learning algorithms, etc. as shown in the Fig.1. Farming being the primary source of finds produce 

and secondary source of employment in India, in order to improvise the farming and produce more yield many new 

models depending upon the updated technologies were used. Due to the lack of the knowledge about crop selection 

according to the geographical area and the corresponding weather conditions people face difficulties in farming and 

suffer from loss. Hence this article is framed to be a survey of the previous researches and studies to anticipate and 

forecast the weather conditions and predict the corresponding crop yields. 

 

 2. LITERATURE REVIEW 

Study of the previous works and research plays an important role in any research. This helps us to identify the 

challenges faced by the researchers and the corresponding solutions proposed by the scholars to fix those issues. 

Also helps us to identify the scope for the future research and development. This section focuses on the previous 
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studies carried out in Agro based industries for the prediction of the climatic conditions and the corresponding 

yields. 

Ponce et al [11] implied the developed technique for his prediction algorithm which is a combination based on 

decision tree and data entropy modelling. The results were simulated to obtain the graphical curves. Later Hybrid 

algorithms incorporating SVR algorithms into data entropy methods were developed by Lee at al [12]. Other Al 

techniques like regression models and fuzzy entropies for the reliable classification were suggested by Manjunatha 

et al 

Roberto et al suggested a procedural technique where the interested attributes are estimated statistically to develop a 

stable and generalized numerical algorithm. But yet the algorithm is not generalized as the database access was 

given to a single user 

Narsi Reddy et al tried to estimate the crop produced through Lilli for method with the implied qualitative 

normalization. But the null hypothesis result of this method failed to normalize the crop production. 

Lansigan et al] used the attributes of the prevailing weather in the geographical area under study to anticipate the 

changes in those attributes. The sequenced data set was generated from the specially designed weather generator. 

Multiple regression analysis proved that the changes in the weather attributes affect the yield respectively. 

Supervised and unsupervised algorithms were involved in the forecasting of the product. Clustering technology was 

considered as an unsupervised model and was applied for many different applications in the agro based industries. 

There are different types of clustering techniques like partitioned, hierarchical, Grid and density based model, etc.   

In the partitioned clustering model, means and the medians are used to assign the cluster number to each cluster and 

is reassigned on qualitative iteration. Whereas in the hierarchical model the assignment was done based on the 

decision tree algorithms and the lowest level cluster is identified using the data points [17]. 

Density based unsupervised learning algorithms consider the neighbouring clusters and the Euclidean distance 

between them is calculated as the density and it has a threshold point. Each neighbour cluster is defined to have 

minimum points meeting the threshold. 

Soil attributes like temperature, moisture, dampness, etc are studied using the data mining methodologies. Alberto et 

al made a detailed analysis to estimate the efficiency of the Al algorithms to support the regression model using 

multiple variables. 

Smart farming application was developed by Gupta et al using internet of things and deep learning algorithms. 

Sensors were used to capture the soil attributes and processed as the raw data. This data set was sent to the cloud 

storage where the learning algorithms were used to process and analyze the output. 

Altylar et al used a three-dimensional model to predict the crop produced using statistical tools. A GPS system was 

used to locate the geographical coordinates and the corresponding climatic conditions were obtained from the other 

weather generator applications. Root means square parameter was calculated for the obtained and the original data to 

check the correctness of the algorithm. 

Kholsa et al proxied a two state model where the rainfall forecasting was done using Modular artificial intelligence 

network and crop productivity was anticipated using a support vector regression algorithm. Using the old data set 

future dataset was forecasted and generated. 

 

3. DATA MINING TECHNIQUES 

The general division of the data mining methodologies includes data clustering and data classification 

methodologies. Generally data classification is considered as the supervised learning models where the unknown set 

of samples are analyzed and distributed based on the given data. These sample sets are considered as the training 

data set and are used as the base reference model for all fun her classification. Upon vector models and the deep 

learning algorithms are based on the classification model which analyzes the unknown data set[23]. When the 

classification is based on the k-nearest neighbor, there is no available knowledge material as they use the training 

set. The important consideration in this method is that neighboring clusters or nodes should undergo similar 

classification. Thus, it has no specific decision parameter or a protocol for the classification. 
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When there are no available knowledge materials or the training set classification is very difficult without any leads. 

Here comes a clustering model for the rescue. These models are for the division of the available data set into cluster 

sets. The most popular technique is the k-means algorithm. In this algorithm the numbers of the clusters are decided 

by the k value. When a part of information is given to the algorithm the mean value that is the central cluster is 

calculated and the remaining clusters are designed. The major drawback of this method is the value identification of 

the K. The increased computational complexity of this algorithm makes it expensive ten. Other data mining 

techniques like component analysis, multivariate regression model, etc are also implied in the agricultural sector. 

Deep learning algorithms and the neural models are developed based on the activity of the human neural system. 

Similarly, the artificial neural network analyzes the large number of data sets and identifies the patterns of the 

cluster sets. They are capable of processing the incomplete and inadequate data sets and can find solutions for any 

type of problems and dynamic attributes. They are characterized to be nonlinear and multivariate. The additional 

benefits of this algorithm are that they are analytically strong and have a good training set. Hence, they can produce 

logical and efficient results through this data set]. 

 

 

 

Fig.2. Generalized model of the forecasting framework 

 

Decision tree based algorithm is applied in the classification of the data clusters. This technique is used in risk 

control and management applications. This algorithm comes under the supervised learning models which is 

generalized through the observations. 

Another algorithm was designed based on the Bayes theorem which is known as the Naive Bayes model. This 

system model is totally dependent on the probability model. This is a supervised learning algorithmic model and has 

a partial training set to estimate the parameters which are required for the classification. 

The generalized model of the forecasting framework is illustrated in Fig.2. The raw data are processed and cleaned 

to obtain the training set. This training set is then processed through any of the deep learning algorithm and the 

result is obtained. The obtained result set is then compared with the existing systems for evaluation. 

 

4. METHODOLOGY 

Data mining as a classification and clustering process holds a crucial role in the forecasting of the climatic condition 

and crop production in the agricultural sector. Different algorithms are used for the prediction of different 
parameters. The pollution and the atmospheric changes are anticipated by the k-means algorithmic model, the 

moisture and the precipitation in the air are estimated and predicted by the KNN algorithm. SVM algorithmic 
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models are used as the weather generator. Thus, these algorithms find their important role in the prediction of the 

soil parameters and the attributes [28]. 

In recent times with the enormous growth of science in the field of agriculture along with the plant produce huge 

data sets were also harvested. Though these data are very large to analyze they produce reliable predictions of 

productivity. Not only the dataset regarding weather change and climatic conditions are needed but also huge data 

regarding the soil classification, pest control, choice of fertilizer and its quantity are needed to predict the produce. 

 

 

Fig.3.Framework of the Data Management System 

Xu et al proposed an effective data management framework as illustrated in Fig.3. Here the input data is obtained 

from the system based on the customized rules which vary with the application of the system, then fed to the data 

extractor. Data extractor cleans the data and pre-process it based on the storage unit. Then it is distributed to the 

entitled end users through the data servers. There are many components involved in the data collection and data 

management. Repositories are responsible for the storage of all types of data collected from the system. It holds sole 

responsibility for data collection, storage, validation and distribution. Depending upon the application the data set is 

then sent to the corresponding collaborative extractor where the data is pre-processed based on the algorithm type. 

Then it is distributed to the destined users through a proper network. Generally the data collected for the agriculture 

purpose is always non stable and inadequate. Hence eta mining techniques are used to regulate the nonlinear data 

into atomic values. Spatial data mining techniques involve the use of data corresponding to the geographical 

coordinates and maps. 

The ultimate goal of the spatial data mining techniques in the agro based industries is to anticipate and forecast the 

weather changes and the corresponding climatic condition which affect the growth of the crop and to estimate the 

plant production as an integrated function of the soil and weather analysis. There are many models and supporting 

equipment which are being used by the agro based researchers and the scientists used to validate the obtained data. 

The generalized prediction model used in the agriculture sector to predict the crop produce and the climatic changes 

are illustrated in the Fig.4. 
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Fig.4.Generalized prediction architecture 

The prediction framework has an input system where the raw data are taken from the field. This includes the type of 

the soil, prevailing climatic conditions, geographical location, economic status, type of the crop, etc. The data 

collector has equal responsibility to the analyzer to collect each and every fine detail. With the spatial data input the 

detail about the crop is then fed to the database. This database has a set of estimated data corresponding to the 

required attributes like amount of moisture, rainfall, irrigation, fertilizer needed for the crop depending upon the 

upcoming changes in the weather. Then the classification and the distribution algorithms are used for the clustering 

of the similar set. Then the anticipated result is applied to the crops to improvise the produce. Thus, the effective 

crop prediction algorithm improvises and augments the production with less expense and avoids the loss. 

5. CONCLUSION 

Thus, with the consideration of the previous studies and the researches the author proposes a nov'e1 model which 

includes the use of the hybrid algorithm where the spatial data mining along with the deep learning algorithms are 

used to predict the climatic conditions and other requirements for the crop growth. In this proposal, an effort has 

been made for mining the dataset using various spatial data mining techniques and algorithms. In order to perform 

spatial data mining, many decisions need to be made regarding the choice of data, tools, algorithm and methodology, 

according to research. Principal Component Analysis (PCA) has been used in feature selection of time series data 

while Association Rules are used to identify the relationship between SPI and VCI, and occurrence of agricultural 

drought in the study. Classification techniques as Naive Bayes, Decision Tree, Random Forest, Neural. 
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Analyzing the extent of drought in the Tamil Nādu State of India Using Vegetation condition index and 

Standardized Precipitation Index 

Network and Support Vector machines are applied on different combinations of SPI, VCl, and rainfall feature set to 

compare out the best satisfaction model in agricultural monitoring. Regression techniques such as Linear 

Regression, Decision Tree, Random Forest, Neural Network and Support Vector Machine are also applied on 

different combinations of SPI, VCI, and rainfall feature sets. Time-series Analysis is used to learn patterns/trends 

from largely available remote sensing dataset for prediction of six years agricultural condition of study area. 
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