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Abstract: 

Web mining has made it easier to extract application-oriented intelligible data from the vast 

amount of data available on the internet. There is a new field called web mining that was born 

out of data mining. Web mining, as opposed to traditional data mining, aims to find patterns in 

data that has been made available to the public. Deep learning makes it much easier to 

recognize patterns. Deep learning operates in the same manner as the human brain does when 

it comes to anticipating outcomes from a large amount of data. A key focus is on developing 

mathematical models that can detect patterns fast. WCM, WSM, and WUM (web usage 

mining) are only a few of the web-mining approaches that have been developed in the past 

several years. To better understand how the epidemic affects society's economic standing, this 

initiative uses a reputation system to gather information from researchers and economists 

around the world. We deal with the covid- 19 data collection from twitter because it is a hub 

of varied public viewpoints. The socio-economic status of tweets about the Covid-19 dataset 

can be determined using a reputation system. For the reputation system, this research proposes 

a framework in which web mining is accomplished using a semantic augmented deep neural 

network technique. 

Keywords: Web mining, data mining, deep learning, socio-economic, semantic, neural 

networks, and reputation system.  

 

1. INTRODUCTION 

Understanding a website or an application's global popularity is known as a Reputation System, 

and the phrase refers to this understanding. For any business to be successful, especially one 

that is online, it is critical to look into the trustworthiness of the company's customer reviews. 

Many organizations, from e-commerce to e-learning to data analysis to socioeconomic research 

all rely on internet reputation systems to ensure that their services are reliable and effective. 

The lack of mining optimization efficiency has made online reputation systems a target for 
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many critics. In the event that a user is still dissatisfied with the system's outcome, they are 

more likely to leave. Web data models have become increasingly inaccurate, resulting in client 

attrition and threatening online firms with substantial revenue losses, according to numerous 

writers and articles. Traditional machine learning algorithms can be used to classify opinion 

mining data. However, the usage of deep neural networks in this article distinguishes it from 

others of its kind because the computer learns on its own with the least amount of human 

intervention. Web mining and deep learning are used together to produce a new model distinct 

from the previous one. For the covid-19 twitter data sets, this research proposes a model in 

which the reputation system is found. 

There are a lot of things that people do today that don't involve going to the store or banking: 

they buy things online, and they use the internet for almost every part of their daily lives. Most 

businesses, medical fields, educational institutions, banks, and even office gatherings are 

relying on internet resources. The web makes an enormous amount of knowledge readily 

available to everyone with an internet connection. Web mining, as a result, is a significant area 

of study. For many years, data mining was a subset of web mining. The process of uncovering 

patterns in data that are relevant to a specific client's needs is known as data mining. Web 

mining, as opposed to data mining, focuses on the patterns that can be found in publicly 

available information on the web [1, 2, and 3]. Each of these types of mining is called a "web 

mine." They are all called "web content mining," "web structure mining," and "web use 

mining”. Web Content Mining [7, 8] is a procedure that allows people to search websites for 

text, images, and videos. Web Content Mining is the term for this procedure. A web or 

application server hosts a large number of web pages. Web Structure Mining looks for the links 

between web pages in order to learn more about how the pages are put together. Other than 

that, Online Usage Mining is concerned with web users or clients' utility. This makes it easier 

to identify the most common searches and areas of interest for a user. 

All three web mining methods follow a similar set of mining procedures. Subtasks of mining 

techniques are depicted in Figure 1. 

Figure1: Subtasks regarding Web Mining 

 

Step 1: It's a preliminary step in which data is retrieved or web guidance is retrieved for this 

preliminary subtask. 
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Step 2: In the second step, data is preprocessed before it can be used. Preprocessing is nothing 

more than the removal of extraneous data that could cause problems later on. 

Step 3: Generalization - This step focuses on getting data into a form that is easy to 

understand and modify. 

Step 4: This is the most critical phase in the process since it provides the logic for how data 

should be transformed into the patterns requested by the client. Eventually, a pattern of 

knowledge will emerge. 

For each of these three separate types of web mining, a diverse set of tools and techniques are 

employed. Among the various web structure mining methods available are PageRank, 

weighted PageRank, topic-sensitive PageRank (Hits), and distance rank (SimRank).PageRank 

and SimRank are the most widely used structure mining algorithms. In comparison to 

PageRank, SimRank is a modern algorithm that utilizes a variety of strategies to provide better 

results. Other web mining algorithms include Page Gather, CDL4, Leader, Cobweb, and 

Iterate. Some of the algorithms used in online content mining include correlation algorithms, 

weighted page content ranks, cluster hierarchies, fuzzy c-means algorithms and building 

algorithms. [11]. 

Deep Learning with web mining  

When it comes to deep learning, artificial neural networks are employed in order to examine 

massive amounts of data in an advanced manner. In other words, it's a form of artificial 

intelligence based on the way the human brain works [13]. Deep learning algorithms that learn 

from examples are used to train the machines. Healthcare and e-commerce are only two 

examples of fields where deep learning is being used. Figure 2 [14] shows an example of a 

deep learning app. 

 Figure 2: Applications in Deep Learning 

 

When it comes to web mining, pattern detection is the key goal, and deep learning can be used 

for this. Where I got the idea to combine "Web mining" and "deep learning." Deep learning for 

reputation systems is discussed in this study, which includes sentiment analysis as a key 

component [15]. The term "sentiment analysis" refers to the study of how people's thoughts, 
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feelings, and attitudes are expressed in writing. For an opinionated text, sentiment analysis 

provides a digital representation of it. In order to derive an individual's viewpoint from a body 

of text, a technique known as sentiment classification must be used. The goal of sentiment 

analysis is to glean information about things, events, or traits from people's thoughts, 

judgments, and feelings about them. The polarity of a statement can be either positively or 

negatively polarized, or it might be neutrally polarized. Sentiment analysis is frequently used 

in contact centres and social media monitoring. There are two kinds of values returned by this 

function, one representing "polarity" and the other "subjectivity," both of which are floating-

point values with ranges between [-1.0, 1] and [0.0, 1.0]. Whereas [0.0, 1.0] is the range for 

subjectivity, [0.0] symbolizes the very objective, and [1.0] the very subjective, [-1.0, 1] 

represents the very negative, and the [-1.0, 1] the very positive in polarity. 

 

2. EXISTING SYSTEM 

Over the Support Vector Machine (SVM) approach, deep neural network frameworks are 

compared and created [12]. Classification algorithms that use supervised learning to determine 

whether data is positive or negative are commonly used in these techniques. In order to use this 

strategy, you'll need data that has been labelled. With this method, it becomes clear that both 

positive and negative features of a word's local context must be considered (e.g. Very 

beautiful). An important starting point for developing a feature Vector is this paradigm. 

1. The first step is to tag each tweet with a part of speech tagger. 

2. Gather all the adjectives you can think of in the context of the full tweet. 

3. Using the top N adjectives, create a group of words that are commonly used. 

4. During the experimental set, go through each tweet one by one to select the one you 

desire. Make a list of these things: 

• Number of positive terms 

• Number of negative words  

• Presence, absence, or frequency of each phrase 

As a major advantage, this system can generate and alter trained data models to meet specific 

needs or criteria. However, this system has a research gap when it comes to labelled data. Using 

only data that has been tagged is both time consuming and inflexible, as it won't work with all 

platforms. 

The experiment and analysis for this research were conducted utilizing the Twitter data set as 

a whole. As a result of the lack of a semantic bag of word model module that references several 

meanings of a word, the system's accuracy has been diminished. 

 

3. Semantic enhanced weighting deep neural network frame work for reputation 

systems 

In order to create a successful website, a huge amount of data must be described and 

comprehended. On the basis of Covid-19's socioeconomic impact, a Twitter data ontology 
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learning model had to be used in a Deep Neural Network (DNN).Web usability is combined 

with semantic web expressiveness and flexibility in this meta-model [16,17,18]. Figure 3 

depicts the fundamental structure of a deep neural network with semantically enhanced 

weighting. Deep learning is used to collect and process the words with multiple but similar 

meanings that exist in the paper's Semantic Item Generation module, and the technique for 

SWEDNNF is provided in the other module. 

Figure 3: SEWDNNF Model 

 

Making Web resources more machine-accessible and manipulable through the use of metadata 

that specifies Web material in a data format that is tailored to the needs of certain users would 

improve machine accessibility and manipulation. On the basis of the Covid-19 Twitter data 

collection, we'll study a number of semantic web modules. 

One hundred and eighty percent of the covid-19 twitter data comes from three separate sources: 

Kaggle (80%), direct social media (15%), and web crawling (5%). A total of 179,000 tweets 

from the year 2020, when the epidemic was at its height, are included in the data collection. 

Figure 4 shows that there are a total of 13 columns. Among the data are: "user name," "user 

location," "user description," "user created," "user followers," "user friends," "user favourite," 

"user verified," "date, text, hash tags, source," and "is retweeted." 
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Figure 4: Covid-19 Dataset entries 

 

 

4. EXPERIMENTAL MODEL  

The deep neural network framework with semantically enhanced weighting was developed by 

the modules listed below. 

4.1. Pre-processing 

During the first stage, the tweets are fetched after mining the suitable dataset, in this case, the 

Covid-19 twitter data. During this step, data is pre-processed, which includes deleting 

unnecessary or irrelevant information like as timestamps and embedded links, as well as any 

data that is unreadable or impossible to identify. In most cases, these outputs are of little 

significance and can lead to inaccurate outcomes. 

4.2. Semantic Item Generation  

The term "semantic" refers to the fact that a single word can have a variety of logical or 

linguistic connotations. To test an adjective's polarity, we establish a semantic pool containing 

these semantics [22, 23, 24, and 25]. If "destination" sounds like "last halt," it's because it is. 

Different shades of language are used based on the context in which they appear. This level 

also includes text classification and deep learning. This is done so that certain words and 

phrases may be extracted from the data set and their recurrence can be determined. We can 

determine the statement's polarity by looking up the word's semantic meaning in a database 

containing all possible semantic meanings. 

In order to classify text, deep neural networks use convolution layers to construct a 1D structure 

from text data. Using a Deep Neural Network to categorize text requires a vector representation 

of data that preserves the locations of the individual words. If each word were to be represented 

by one pixel, then each document would be represented by an image of |D|*1 pixel in the [V] 

channels. In each convolution layer, an area vector that contains pixels (words) is used to build 

up the convolution matrix. The variable output size is what the convolution layer produces as 

output. Using a pooling layer, a variable-sized output was transformed into a fixed-size output. 
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The most common type of data pooling used in text is max-pooling throughout the entire 

dataset. 

Using a Deep neural network to categorize some text is an example.. Pixels are used to 

symbolize each word in each document D. Vocabulary |V| was built from the papers that were 

provided. Each document was viewed as a single pixel in one of the |D|*1 channels. In this 

example, vocabulary V has two documents, D1 and D2. Now we'll develop an area vector that 

basically checks to see if the word from the selected document is contained inside the 

vocabulary or not. Write 1 if the word appears; otherwise, write 0. The following are the region 

vectors based on input documents D1 and D2: 

Input text regarding D1 = {this is good} 

Input text regarding D2 = {Doing good work} 

Vocabulary: {This is doing good work} 

 1 This 

Region vector1: 1 is 

 0 doing 

 1 good 

 0 work 

 

 0 This 

Region vector 2: 0 is 

 1 doing 

 1 good 

 1 work 

With this vector, we can assess how frequently a term is used in a given tweet, and then check 

its semantics in order to design an opinion mining system that has a high degree of accuracy. 

4.3. User Behavioural Generation / User Rating Mode 

From Semantic item generation, this step retrieves user information for use in this stage. User 

rating mode maintains a database from which this information can be accessed and retrieved. 

Logistic regression is used to train the system during the creation of user behaviour. For binary 

input variables, logistic regression is a good choice because the polarity is usually either 

positive or negative. Table 3 shows that logistic regression outperforms the other two 

classifiers. The content in a document or a sentence can be divided into two or three distinct 

groups. A linear logistic regression model is frequently employed when the response variable 

is binary. There are two possible values for the response variable, which are zero and one. As 

an example, let's say we have a dataset called x that has n records. Predictor variables and 
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attributes are included in each record along with the binary answer variable. No more than 0 or 

1 values are allowed for this binary outcome variable, meaning it can only have one of two 

potential outcomes. The goal of logistic regression is to develop a model that can predict an 

outcome variable based on the data that has been provided. σ(t)is a logistic function that can 

be defined as: 

                                     y =  f(x)                                   4.1 

 

t– Linear function regarding a single explanatory variable x 

 

 

4.4. Classify uncovered flaws 

Blanks or null values frequently appear in the statements or reviews generated since the 

preceding stage. A positive or negative polarity can be generated by SEWDNNF logic in this 

stage, which fixes the defects and adds logic related SEWDNNF to provide semantic web 

results. 

4.5. SEWDNNF 

The reader will be introduced to a method for semantically improving the weighting of deep 

neural networks at this point. Step two of our strategy entails determining the text's polarity, 

which we aim to do in this phase. Emoticon resolution is used to determine the polarity of a 

statement when emoticons are employed in a phrase. For example, the polarity detection may 

not be accurate, or the claimed sentiment may not be expressed accurately. In addition, we 

attempt to separate opinion phrases in a sentence in relation to the notions of the supplied 

sentence. 

a) As a result, we educate the system to recognise the relationship between words in a 

variety of different situations. As a way to establish if the remark conveys a favourable 

or negative feeling, we count how many times the word appears in the statement. 
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b) Words with polarity can be identified once the opinion words have been linked to 

context. Once opinion words have been identified using Context, it is possible to 

establish the polarity associated with those terms. 

c) Our approach is trained on a huge dataset that contains a wide range of subtle and 

ambiguous emotions in order to aid in the detection of the concepts included in the 

study. This information is given in an unsupervised manner by the system. 

It is possible to receive either positive or negative feedback on the default training 

dataset.Following the identification of the positive and negative parameters; we also consider 

the neutral parameter. The training dataset was thus classified into different levels using 

qualitative prediction during the course of this work. Among the most generally used classifiers 

for predicting qualitative responses, logistic regression is the most commonly encountered. For 

decades, the logistic regression model has been the go-to model for predicting a categorical 

answer. Predicted probability for the training dataset range from 0 to 1. A binary distribution 

is also employed in this scenario. Unigram and bigram models can be accurately trained on 

trained data using the TF-IDF transformation approach, as shown in figure 5, by normalizing 

the document-term matrix (DTM) transformation technique. 

Figure 5: Process to Perform Semantic Analysis 

An algorithm called TF–IDF (frequency–inverse document frequency) is used to determine the 

importance of a word across a collection of texts or a corpus of documents. When considering 

data recovery, text mining, and client demonstrating, it is commonly used as a weighing 

component in the decision-making process. The value of TF-IDF is directly related to the 

number of times a word appears in a document, according to the frequency of occurrence of 

that term. It's one of the most often used methods nowadays, and it's closely tied to the Term-

Weighting strategy. 

Recurrence of terms in a collection of reports or documents can be shown using a document-

term matrix. For this matrix, the rows and columns are the same as in any other, with each row 

being a report or paper and each column representing a term. In the event of a transposition or 

term document matrix, the rows and columns are rearranged. 
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With terms in the columns and documents in rows, it generates an index of terms in a corpus 

regarding archives. An xy cell shows how many times a particular term appears in a report. A 

vector of word counts for each line addresses the content in respect to the record being 

compared using that column, as a result. Think on the next two (short) articles: 

 R1 = "I am research scholar" 

 R2 = "I am research guide", 

Then the document-term matrix would be: 

Table1: DTM 

 
Even though a word's raw count is often its cell value, there are a variety of approaches to 

balance raw counts, including row normalization (i.e. "relative frequency/proportions") and tf-

idf. The use of single words as whitespace or punctuation on each side of the term (a.k.a. 

unigrams). Individual word counts are kept, but the order of the words in the document is lost, 

leading to the term "bag of words" to describe this type of representation. 

Algorithm 1: To Perform Semantic Analysis 

Input: Extracted Micro-blogging data (M) 

The blogged data (B) that was extracted.  

Output: semantically enhanced Micro-blogged data of text = {0,1}  

Begin 

1. Extract the data from the data set whose characteristics are either positive or negative.   

2. Generate a document term matrix TD, from the training dataset. 

3. Create TDN, a Normalized Document term matrix, by implementing normalization 

technique TF-IDF transformation on TD 

4. Apply Fit Function Regression R on TDN for obtaining RTDN 

5. Design the text data of the Micro-blog B and insert it inRTDN to obtain RBDN 

6. Return 

Semantic  

End 

Algorithm 2: Dummy Variable Approach 

Input: Semantic Rate of Micro-blogged Textual data that was Predicted in 

previous step S (RBDN) = [0, 1]  
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Output: The weights in terms of polarity of semantically enhanced Micro-

blogged data of text = {0, 1} 

Begin 

1. Import predicted Semantic rate regarding Micro-blogging Textual data in the RBDN 

results S(RBDN) 

2. If S(RBDN) > 0.5 then 

a. S = 1 

3. Else 

a. S = 0 

4. Endif 

5. Return S 

6. End 

When using logistic regression for qualitative data, the expected answer should fall into one of 

two categories: 0 or 1. However, the anticipated probability for micro blogging textual unseen 

data sits somewhere between 0 and 1 in the range. the probability are expected to occur in the 

following order (0-0.35), (0-0.45)- (0-0.65), and (0.65)-1 (positive-semantic-rate-ordered). 

Positive and neutral gaps are frequently found to occur together, as is the reverse for negative 

and neutral gaps. 

The response to a training dataset should have two possible outcomes in order to find accuracy. 

The following code answer could be used to obtain a binary qualitative response using the 

dummy variable strategy. 

Response = 0; if Predicted micro-blogging text Semantic rate is<0.5  

Response = 1; if Predicted micro-blogging text Semantic rate is> 0.5. 

It is necessary to create a dummy variable with a response value of 1 when the predicted 

semantic rate for micro blogging text is greater than 0.5, and a response value of 0 when the 

predicted semantic rate for micro blogging text is less than 0.5 in order to use a linear classifier 

model based on unseen data. 

 

5. PERFORMANCE METRICS 

The classification difficulty arises when public opinion is sorted into positive, negative, and 

neutral categories. [26] The accuracy of multiple classifiers, including logistic regression, 

SVM, and decision trees, is compared using a dataset of tweets from Covid-19. For the purpose 

of calculating various performance measures of the classifier, such as accuracy, recall and F 

measure, we calculate the confusion matrix. 

                                 



 
 
 
 

DOI 10.5281/zenodo.7025053 

 

1790 | V 1 7 . I 0 8  
 

                                      Count of accurately classified field 

 Accuracy =   

                                            Total Count in the record  

The confusion matrix is utilized to update the formula below because the accuracy in the 

preceding formula was not adequate in terms of correctness. 

Table2: Confusion matrix 

 

Accuracy = (TP + TN) / (TP + TN + FP +FN)  

Precision (measuring exactness) = TP / (TP + FP)  

Recall (measuring completeness) = TP / (TP + FN)  

F1 = (2* Precision* Recall) / (Precision + Recall)  

Table3: Comparison between different classifiers in terms of performance metrics 

 

Covid-19 Twitter data was best classified using Logistic regression, as shown in table 3. 

Table 4: Comparison between existing and proposed system in terms of accuracy 

 

Table 4 further shows that the suggested model, SEWDNNF, is more accurate than the standard 

Support Vector Machine method for Twitter Sentiment Recognition [12]. 

 

6. CONCLUSION AND FUTURE SCOPE 

According to Twitter data analysis figure 6, most people's opinions on pandemic covid-19 were 

either neutral or positive by the middle of the year. People's views about combating the 
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epidemic have improved as a consequence of this study's findings, which suggest a rise in 

public support for the effort. Figure 7 shows the most commonly recurring words to be panic, 

crisis, and scam, as can be seen there. This suggests that the general public's perception of the 

global economic situation isn't very positive. As depicted in Figure 6, this model combines 

Web Mining with Deep Neural Networks to identify the strengths and weaknesses of covid-19 

tweets or reviews. This model also uses online reputation networks and a semantic approach. 

The covid-19 dataset was used in this study to examine the influence of socioeconomic factors 

on public sentiment [27]. 

Figure 6: Analysis of covid-19 tweets in terms of polarity 

 

Ultimately, the goal of this research is to improve the security of computer networks. A variety 

of strategies exist for obtaining sensitive data from the web, both directly and indirectly. As a 

result, web mining security is a crucial consideration for future study. 
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Figure 7: Most frequently used words 
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