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To those that came before us. To those that
will come after us. To those that understand
what we say. To those that do not understand
us. To those that live in fear, may them be
freed from it by enlightenment because fear is
always born from ignorance. To those that
can look at the times we live and smile at
them. We will be thankful if they can share
the joke with us.





Foreword

The CybSPEED project, funded in the call MSCA-RISE-2017 was a four year
project. The first two years, 2018 and 2019 were very intense, accomplishing an
astounding percentage of the planned secondments, with many personal interactions
on top of the research work. We were ready for another two years of research and
heated discussions, and lots of publications. Then came the pandemic. When it
was obvious that the pandemic status of the world has arrived to stay we asked
for a project suspension due to the management of the pandemic, and when the
suspension period ended the doubts about everything did not vanish in thin air, they
stayed as very solid black clouds. In this state of affairs we tried to keep calm and
carry on, doing our best in the worst conditions for free creative thinking. So some
experimental works have been carried out, some new publications and PhD Thesis
have been added to the already long list of results, extraordinary with regard to the
project budget according to external reviews. In this frame of mind, shared by 90%
of humanity, that of confusion and uncertainty and diminishing trust, we faced a final
milestone of our project in the form of a formal conference gathering researchers
from diverse countries against all odds. These proceedings are the formal outcome
of this gathering of minds that we will wish to signal the beginning of the return of
the good times.

San Sebastian, May 2022 Manuel Grana for the CybSPEED research teams
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Preface

These proceedings are the formal record of the meeting held in the Palacio Miramar
of San Sebastian in May 18-19, 2022. The attendance of the meeting was composed
of invited speakers from several countries and of researchers from the beneficiaries
and third country partners of the CybSPEED project. This is the first version that will
be published as open access publication in zenodo.org, that will be superseded by
improved versions in the near future,whenwe correctminor formal errors and include
some papers that have not been processed before the conference, or new versions of
papers already included. (DOI 10.5281/zenodo.6562355) The conference web page
will continue to be updated after the conference with new announcements, including
special issues in selected journals.

San Sebastian, Manuel Graña
May 2022 CybSPEED research teams
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Chapter 1
Open-Source Tools for Human-Robot
Interaction

Javier de Lope1 and Manuel Graña2

Abstract This paper reviews the state of art of open-source tools that are used in
a Human-Robot Interaction context. They are arranged in two areas. First, libraries
and frameworks based on deep learning, approach in which most of the solutions
are currently based. Second, we are considering the integration with robots, thus we
summarize some architectures and frameworks defined on Robot Operating System.

1.1 Introduction

Human-Robot Interaction (HRI) integrates concepts about how the communication
between humans and robots is made. Initially the problem was limited to how to
define commands to operate robots but once robotic systems and tasks increased
in complexity, it was need to consider a broader communication channel for the
interaction.

Modern robotic systems are aware of direct human commands but also of body
motion and pose, gesture motion, facial expressions, emotion in utterances, etc. The
goal is to analyse the human actions with a complex sensory system [6]. We are not
longer interested on simple recognizing, we want to recognize the human intentions
in order to predict and immitate actions.

It started under the so-called Social Signal Processing (SSP) that aims at providing
computers with the ability to sense and understand human social signals [15]. These
social signals include several behavioral cues as for example affective or cognitive
states like fear, joy or disagreement and culture-specific interactive signals link wink
or thumbs up.

Javier de Lope
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To detect and recognize those actions the sensory system needs to be more
complex as in the architecture, communication and inference as in the own sensors
capabilities. Generally sensory system must provide data based on computer vision
inputs, speech analysis and biometry. We need new architectures and tools, which
were able to generate the appropriate data on time.

The rest of the paper is organized as follows. First, we review the most used
open-source toolkits and frameworks. We divide them into deep learning-based and
ROS frameworks because of these two technologies are frequently used when robots
and artificial intelligence are used. Then, we summarize the domain alternatives by
giving some insigths on how the field will advance in the next few years.

1.2 Deep learning-based tools

Thanks to the new deep learning approach, the neural networks are being satisfac-
torily applied to many tasks where the use was not advised. Convolutional layers to
extract image features and new proposal for backpropagating the error have made
possible to improve the performance in classification, detection and recognition
tasks.

TensorFlow [1] was probably the first effort to create a software library for deep
neural networks. As the use was complex and repetitive, it appeared higher level
software libraries as for example Keras [3] that made easier the creation of network
models by including macro-like routines to add and manage layers, optimizers, and
other low level blocks provided by TensorFlow. Keras was posteriorly adopted by the
TensorFlow ecosystem but there are many other high level deep learning frameworks
as Caffe [7] or PyTorch [11].

Now the tendency is to provide higer level frameworks. The basic block is not,
for example, the layer as in the above libraries, it is the whole net model, usually
pretrained with large datasets and ready to be used in user applications after some
adapatation to the problem (transfer learning). Or even complete computer vision or
audio processsing pipelines to model, for example, the human body.

1.2.1 Intel RealSense SDK

Intel RealSense [4] is a family of devices with depth perception capabilities (stereo
depth, LiDAR, etc.) to be applied in a wide range of applications, particularly HRI
related. The current SDK 2.0 facilitates the connection of the devices to the computer
by giving the drivers and low level routines to acquire RGB and depth images and
low level image processing.

The SDK 1.x also solved the low level layer but provided a very interesting frame-
work to build complex applications based on the hardware devices. The framework
covered computer vision and and automatic speech processing tasks such as face and
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hand detection via images and facial landmarks position estimation and hand pose
modeling. This framework has been discontinued after the next mayor upgrade and
it is no longer available for its use. Probably some of the functionalities have been
included in newer Intel toolkits.

1.2.2 OpenVINO

OpenVINO [5] is an open source toolkit for optimizing and deploying deep learning
models onto Intel hardware. It is based on public models provided by frameworks
such as TensorFlow [1] or PyTorch [11]. The toolkit boosts the performance in typical
artificial intelligence tasks as computer vision and automatic speech processing.

Since it uses well-known deep neural networks, which are generally available
in other frameworks, the main interest consists in its integration with the range of
supported hardware and platforms.

1.2.3 MediaPipe

MediaPipe [9] is a framework for building pipelines over sensory data provided by
Google. It offers solutions to be directly used by final applications or for research
prototypes. Some of these solutions imply video processing and include face detec-
tion, facial landmarks detection and segmentation, hand and body pose estimation
with skeleton-like models, or object detection and recognition for robot navigation.

Conceptually, MediaPipe is at least one level higher than software libraries such
as Keras [3] or PyTorch [11]. In fact those libraries are used when solutions require
deep learning techniques, although the use is transparent to the user. A kind of
transfer learning is performed when deep neural networks are used. The complex
applications can developed over these solutions, which add a new abstraction level
over the sensory pipeline processing. As an example a sign language recognition
system can be developed over the hand detection solution.

The API is available from several programming languages and the solutions can
be deployed on computers and mobile devices.

1.2.4 Other deep learning middleware

Similar middleware solutions like the MediaPipe are been provided by specialized
companies. Sometimes they are not provided as open source but fully usable via trial
versions as the Ailia SDK [2] by the Japanese Ax Inc.

Those middleware generally provide specialized inference systems via transfer
learning, which improve the performance in multi-CPU and multi-GPU environ-
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ments. They use pretrained deep neural networks models almost ready to be inte-
grated in applications.

1.3 The ROS ecosystem

The Robot Operating System (ROS) [13] is currently the de facto standard to develop
robotic applications. It provides an efficient intercommunication protocol between
the elements like sensors, actuators and controllers and a model architecture that
allows to create applications quickly.

Using ROS as base layer, companies and research institutions add modules to
control proprietary manipulators or wheeled and legged mobile robots, to acquire
data from cameras and other sensory hardware for robot navigation or manipulation
tasks, to build environment models in which robots operate for localizing them, and
many others.

In the last few years robotic applications are starting to consider humans inside
the control loop. As software as hardware is reaching a maturity level that makes
possible to take seriously this old idea. For example, manipulators are not longer
specialized cells in integrated manufacturing environments, they freely collaborate
with humans to solve the task [16].

Under this perspective ROS is being extended with frameworks that make easier
the human integration in the loop and allow to model part of his external or internal
activity.

1.3.1 Ambient assisted living

One of the initial efforts to integrate humans in ROS was the proposal of a multi-
robot architecture for ambient assisted living [8]. The aim is to control an autonomous
wheelchair and social robots by using a ROS-based architecture to help the user in
navigation tasks.

It can not be considered under the current HRI concept because of, for example,
it does not include a multimodal nature in sensors, but strictly speaking it serves as
interface between the human and the wheelchair. Also, the conclusions project depict
how to integrate modules for emotion detection based on electroencephalography
(EEG) and controllers based on voice-oriented dialogues and gestures.

1.3.2 ROS4HRI

ROS4HRI [10] is a framework that introduces a set of conventions and standard
interfaces for HRI designed to be used with ROS. The lack of a ROS standard for HRI
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is partially caused by maturity level of some HRI algorithms and pipelines compared
to technological problems such as simultaneous localization and mapping (SLAM).
Most usual HRI task such as skeleton tracking, face recognition, gaze identification,
and speech processing use their own set of interfaces and conventions, which usually
contain proprietary solutions.

ROS4HRI specifies a ROS-based representation model for humans and ROS
conventions and data types to integrate multi-modal and interoperable social signal
processing pipelines. The representation of a person is based on a combination of four
unique identifiers: a face, a body, a voice, and a person identifier. These identifiers
are not mutually exclusive and only some of them might be available at a given time
for a particular person. They are asigned to each person as soon they are detected by
the system. Also, an URDF kinematic model with 15 links for humans is defined,
which is used to define poses and compatible with ROS ecosystem tools such as
RViz.

The current version is focused onROS1.Most of themessages and topics structure
should be straightforwardly transferable to ROS2.

1.3.3 ROS-Neuro

ROS-Neuro [14] is an extension of ROS to use as middleware for human neural inter-
faces (HNI). The aim is to place the HNIs at the same conceptual and implementation
level than robotic systems. Thus, robotic applications such as control of telepres-
ence robots, powered wheelchairs, robotic arms or exoskeletons with brain-machine
interface (BMI) can share the same architecture and workflow. The acquisition, pro-
cessing, and classification of nerual data can be included into a closed-loop controlled
robotic system.

ROS-Neuro generalizes the conventional ROS architecture by providing modules
to gather neurophysiological signals, to record the acquired data, to process and
decode it, and to infer the intention of the user. It provides several standard interfaces
for data acquisition from different commercial electroencephalography (EEG) and
electromyography (EMG) devices.

ROS-Neuro has been used and tested in different experiments and situations with
commercial EEG/EMG devices and various robotic platforms. One of the most
extensive experimentation has been carried out in the Cybathlon neurotobotic cham-
pionship [12], in which several international teams compete in different disciplines
such as wheelchairs or exoskeletons races.

The current version of ROS-Neuro is based on ROS1, although the transition to
ROS2 is already scheduled.
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1.4 Concluding remarks

Human-Robot Interaction and Social Signal Processing are fields that are beingmod-
ified thanks to the new open source libraries and frameworks that provide computing
pipelines to compute highly complex human oriented tasks. These frameworks are
built on high level software libraries that add an abstraction level over the hardware
and conceptual methods by hidding scientific and technological complexity.

Currently it is easier to build applications based on complex sensory systems,
which model pose and movement of humans to determine what activities are carried
out, read the neural activity to approximate the state of awareness, or record the
voice to recognize emotions in utterances. All these new completely functional
applications offer a new challenge to researchers to increase the complexity in the
interaction with humans.

The change of paradigmwill be possible to add newmethods to these frameworks,
which will be received by the community and will serve to create even more complex
applications.
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Chapter 2
The Alienist∗: a journey in neuroscience from
simple binary classifications to concentration
inequalities

J.M. Górriz1,2,3 and SIPBA collaborators1,2

Abstract Our understanding of the human brain comes primarily from in vivo
imaging that has evolved from small samples to population studies. Most neurolog-
ical and psychiatric disorders are now associated with cortical patterns of disease
pathogenesis and progression, leading to increasing hope for high quality, reliable
prognostic markers of treatment response that are the foundation of personalised
medicine. Whole-brain analyses comprising a large number of statistical tests are
frequently undertaken to ensure inclusion of relevant structures. These analyses have
been traditionally conducted with classical statistics, either hypothesis testing or
Bayesian inference, that relies on assumptions that are frequently violated. Conse-
quentially, inflated type I error rates have become problematic, and a key contributor
to the replication crisis. Technological advances are increasing spatial and temporal
resolutions as well as the range of available measurements of anatomy and physi-
ology; a true exemplar of the curse of dimensionality. In this context, analyses of
contemporary large image repositories retain the difficulties associated with small
sample sizes. One promising solution is machine learning, where high-dimensional
relationships between datasets are empirically established. Resampling and cross-
validation in combination with statistical classifiers have been proposed for brain
decoding. Beyond that, Statistical Learning Theory (SLT) focuses on identifying
discriminant functions for pattern recognition that optimise the robustness and com-
plexity of the input-output relationship. Estimating dependencies, unlike in classical
statistics, characterizes the actual relationships with a limited dataset. The Alienist
project proposes a new view of deriving inferences from brain imaging data by
applying SLT in a model-free, i.e. agnostic, methodology based on concentration

J.M. Górriz
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Dpt. Psychiatry, University of Cambridge e-mail: jg825@cam.ac.uk
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∗ The Statistical Agnostic Mapping: Machine Learning in King Neuroscience’s court
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inequalities that exploits an accurate and reliable data-driven algorithm: Statistical
Agnostic Mapping.

2.1 Introduction

Over the last decades, neuroscience has transitioned from qualitative case reports to
quantitative, longitudinal and multivariate population studies in the quest for defin-
ing patterns of disease pathogenesis, prognostic indicators and treatment response.
Classical statistics has primarily contributed to neuroscience through infernece based
on null-hypothesis (H0) testing [1] or more recently, with Bayesian Inference (BI)
based on the conditional probability of the model parameters given the data (p(θ,y)).
This methodology has been extensively exploited by the brain mapping community
for conducting whole-brain exploratory analyses [2].

There are two existing cultures regarding the use of statistical modeling to extract
relevant information from data [3]. One of them, widely used in neuroscience and
particularly in neuroimaging, relies on stochastic models behind observed samples,
and on the assumption that the hypothesisedmodel structures (e.g. pdf) correspond to
the actual structure. The other culture uses an agnostic theory based on algorithmic
models operating in limited sample sizes, i.e. structural risk minimisation, and treats
the nature of data as unknown. This ground-breaking approach known as Statistical
Agnostic Learning constitutes the foundation of the proposed methodology, and has
never before been exploited in neuroscience for statistical inference.

2.1.1 State-of the-art:

In the early 2000s, the use of the general linear models (GLM) and classical statistics
was awidely accepted standard in neuroscience for characterising neuroimaging data.
The statistical inference of these parametric methods assumes Gaussian distributions
for the errors (ε) at each level of the model design, i.e.:

y = Xθ + ε (2.1)

where the design matrix (X) contains explanatory variables or constraints of the
response (observed) variables (y), and the parameters (θ) are determined using the
maximum likelihood (ML) criteria. Inference about these ML estimations θ̂ = E[θ]
i) involves a random/fixed effect analysis, and ii) is performed by the use of a linear
compound (c, a contrast weight vector) of the parameter estimates over its covariance
in the form of a T statistic:

T =
cT θ̂√

cTCov(θ̂)c
(2.2)
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As shown in equation 2.2, to implement this classical procedure we need the co-
variance of the ML estimator Cov(θ̂) = (XTC−1

ε X)−1, i.e. the error covariance
components of the model, that can be recursively estimated via the Expectation-
Maximisation (EM) algorithm.

The well-known statistical parametric mapping (SPM) software package [4] cal-
culates a T-statistic independently at every voxel of an image. These statistics are
then thresholded by reference to random field theory (RFT) [5] to control the family
wise error (i.e type I) rate (FWER). The main limitation of this frequentist ap-
proach is that the resulting significance maps refer to the probability of observing
the absence of any effect; that is (H0), and does not reflect the likelihood that a
particular effect is found in the sample. Thus, significance maps are established by
thresholding a p-value map, which, if arbitrarily selected small, can be exploited for
reportingmeaningless differences. On the contrary, the alternative hypothesis (that
there is an effect) cannot be rejected. Moreover, the inference process requires other
assumptions beyond Gaussianity such as “homogeneity” (i.e. a location is allowed
to be either present or absent) and “shift alternative” (the effect is a non-zero average
effect over all subjects). Unfortunately, these assumptions are frequently violated
and advanced approaches are needed that allow regions of the image to contain vox-
els representing the presence and absence of the effect at some mixing proportion.
Alternatively, non-parametric permutation tests can derive asymptotic forms for null
distributions, but with a possible loss of statistical power through model assumptions
[6].

A major challenge for SPM and similar packages is inference across a very the
large number of statistical values that form an image (i.e. multiple comparisons
problem). This mass univariate scenario forces correction of actual p-values to
reduce false positives (FP) using classical methods such as Bonferroni correction,
or improved methods like RFT [7]. However, in many cases, the degree of spatial
and temporal autocorrelation of the imaging data make these approaches over-
conservative.

From the end of 2000s, Bayesian inference (BI) started to be exploited either
alongside or to replace frequentist inference. Unlike classical statistics, BI uses like-
lihood to express degrees of belief [8] that a particular effect is present. Bayesian
inference is based on the conditional probability of the parameters (θ) given the
observations (y), i.e. p(θ|y), where the sampling model p(y|θ) and the prior distri-
bution of the parameters p(θ) are specified a-priori. From Bayes rule the posterior
probability is proportional to both:

p(θ|y) ∼ p(y|θ)p(θ) (2.3)

Under the GLM model, the conditional and the prior probabilities are again
assumed to be Gaussian, and the problem reduces to determining conditional sta-
tistical moments, mean and variance, in hierarchical linear observation models.
Subsequently, a similar T statistic as that shown in equation 2.2 but defined on con-
ditional estimations, is derived and thresholded to declare the presence of an effect
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at a voxel, although this final step is unnecessary in BI. In this sense, BI differs in its
use of a prior distribution to express the uncertainty before seeing the data, where the
posterior distribution (the uncertainty remaining) provides the basis for predicting
new values taking into account the uncertainty in estimating θ [9]. The idea behind
BI is to avoid the limitation of frequentist inference on a specific model and giving a
mechanism for inferring any model. Thus, models can be addressed for which there
is no parametric frequentist solution [8].

The selection and estimation of any specific model under limited sample size
scenario remains an issue in neuroimaging. Particularly when the model and
the interaction between model parameters becomes too complex for an accurate
posterior probability estimation, or a feasible numerical computation of theBayes
rule. In these cases procedures generally exploit a combination of several heuristics
that try to solve this intractable high dimensional problem. Examples include several
tools in FSL [8], a well-established software package for neuroimaging that has
implemented BI. Moreover, at the final stage of classical inference thresholding is
necessary to define an effect based on the probability of observing the data under
the null-hypothesis (that no effect is present) .

2.2 A new era in neuroscience based on machine learning:

Despite the popularity of machine learning (MLE) as a solution for a wide range
of complex problems, its relevance for between-group statistical inference remains
an open question. Neuroimaging, in particular, has embraced MLE as a technology
to deliver diagnostic and prognostic classification of neurological and psychiatric
disorders. Whilst the primary aim of neuroimaging studies is frequently to locate
regional between-group differences in brain structure and function, identifying imag-
ing relationships to clinical profiles, genes, and tissue-derived biomarkers is key to
establish corroborative evidence. Efforts with MLE in this context are increasing
with continuous output variables ([10] and remarked in [11]) rather than the more
typical binary classifications.

Several advances for combining p-value maps have been proposed based on the
concept of prevalence [12] which go beyond fixed and mixed (random) effects
models [2]. Common to these approaches is the assumption of a mixing of subject
classifications at each voxel that is more realistic than those assumed in classic
random effects approaches; for example, homogeneity of a binary activation pattern
[12]. However, the latter approach is still based their insight of assuming an ever
increasing number of data models. The purpose is to relieve the violation of the
parametric assumptions by increasing the complexity of the approach, as an attempt
to minimize empirical dependencies. Nevertheless, the concept of prevalence offers
the possibility a new framework for modern statistics.

The use of prevalence, for example as a fraction of individuals correctly clas-
sified by a MLE algorithm in group comparisons, is not novel in neuroimaging
and is indeed the main focus of predictive inference; out-of sample generaliza-
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tion approaches, such as Cross-Validation (CV), aim to estimate the accuracy of a
classifier on unobserved data in a binary classification problem. Although the meth-
ods and goals of predictive CV inference are distinct from classical extrapolation
procedures[13], they are exploited within frameworks aimed at assessing statisti-
cal significance [11]. Bootstrapping, binomial or permutation (“resampling”) tests
[14] are all examples that have been demonstrated as relevant outside of classical
statistics, filling otherwise-unmet inferential needs. In predictive CV inference we
assume the existence of classes (H1) that can be differentiated by classifiers. These
classifiers measure their performance in terms of accuracy or prevalence on an in-
dependent dataset. In this case, we accept or reject (improperly in a statistical sense)
the alternative hypothesis, H1, using empirical confidence intervals such as standard
deviations of the classification accuracy from training folds. In addition, in small
sample size scenarios, the most popular K-fold CVmethod [15] is sub-optimal under
unstable conditions [16, 17, 18]. In such circumstances, the predictive power of the
trained classifiers can be arguable. Moreover, it has been recently demonstrated that
when using only a classifier’s empirical accuracy as a test statistic, the probability
of detecting differences between two distributions is lower than that of a bona fide
statistical test [19, 20].

2.3 From explaining observations to explaining conditions

The observation and explanatory variable domains are connected. This statement
establishes that the GLM solution and the subsequent statistical inference in general
hierarchical models (that is, a set of recursive equations as shown in eq. 2.1) can
be obtained by solving a set of multiclass classification/regression problems at each
level, in terms of a regression of the (label) explanatory matrices.

Proof As a simple proof of concept, consider the following example. Given a set
of observations {yi}, for i = 1, . . . ,N , we are interested in explaining a set of
“explanatory” binary-coded variables xi by a matrixW of parameters. This problem,
referred to here as the inverse problem in the label domain, is also known as the linear
regression of an Indicator Matrix or linear regression model (LRM) [9]. Note that,
in this model, explanatory variables instead of observed responses are regressed.
This regression can be more accurate depending on the nature of the data to be
fitted, in particular for a low number of discrete categories in the specified design
matrix X = [xim]. If we have M classes then X is a N × M matrix, where each row
i = 1, . . . ,N contains a single xim = 1, for m = 1, . . . ,M , Y is the N × P matrix of
column responses yi and W is a P×M coefficient matrix. Thus, we fit a LRM of the
form:

X = YW (2.4)

where the P dimension denotes multimodal (e.g. PET, structural or functional MRI)
or multiframe (e.g. over time) acquisitions given the same indicator response matrix
X. Following the ML methodology, the best estimation (least squares, LS) is given
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by:
Ŵ = (YTY)−1YTX (2.5)

which regresses inputs of observations on to a novel set of labels or constraints, i.e.
X̂ = YŴ. The novel set X̂ can be seen as an approximation of the constraints for
the set of observation vectors yi , or an approximation of the posterior probability
p(class = m|y). Thus, it allows computation of an error model as εLS = X − X̂.

For simplicity, and to connect with the GLM, as shown in equation 2.1, let P = 1
in the LRM, then W = w is a 1×M row vector and Y = y is an N ×1 column vector.
A simple relation between the GLM and LRM approximations can be found taking
into account:

X = yw + εLS (2.6)

Thus, the corresponding (random effects) GLM is:

y = (X − εLS)θ̂ (2.7)

where we define θ̂ = wT (wwT )−1, and the GLM noise model is derived using
ε = −εLS θ̂. The scalar term of equation 2.7 can be expressed with the LS solution
as:

(wwT )−1 = (yTy)2/((XTy)TXTy) =
(
∑N

i=1 y
2
i )

2∑M
m=1

∑
i, j yimyjm

(2.8)

where yim denotes observation i belonging to class m. Thus, a LS linear regression
of the observations can be described by a GLM regression on the observations (i.e.
a linear regression on the explanatory variables), and vice versa. �

2.4 The LS solution in terms of the optimum GLM

The above simple connection for a single level (random effects) model can be
extrapolated to hierarchical models and non-binary designmatrices. Thus, parameter
fitting in the observation domain byML or Bayesian estimations can be performed by
solving a complex pattern classification/regression problem. Therefore, this clearly
opens a novel path for solving conventional analyses of neuroimaging data,
beyond classical and Bayesian frameworks, by the use of the most recent advances
in MLE within statistical agnostic theory [21]. This theory delivers an optimum
estimation of the actual error (instead of using LS in the LRM) with limited samples
and complex dependencies, generalising to unseen data.

Let assume the model in Eq. 2.1 with optimum solution θ and zero-mean covari-
ates between [−c, c] in the design matrix, then the LS solution 2 in terms of the latter
can be expressed as:

2 the L1-norm solution could be expressed in a similar fashion but the proof requires a little more
effort [22]
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w =
yTX
| |y| |2

=
θTRX + ε

TX
θTRXθ + θ

TXT ε + | |ε | |2 + εTXθ
(2.9)

whereRX = XTX. If we suppose that εTX = 0, assumption that is more than realistic
for low-noise levels and balanced experimental conditions we can write:

w =
θTRX

θTRXθ + | |ε | |2
(2.10)

where the jth component is wj =
∑

m,i XimXmj θi∑
m,i , j XimXmj θiθ j+ | |ε | |2

. For only one dimension
and disjoint covariates, Eq. 2.9 simplifies to:

w =
θ

θ2 + (1/c2)σ2
ε

(2.11)

that generalizes the analysis shown in [22]. Therefore, for low-noise levels the LS
solution of the MLE approach is the inverse of the LS solution of the GLM.

2.5 From the p-value to the analysis of the worst case

Data-driven analysis methods based on MLE [23, 24, 25, 26, 27] have demonstrated
their ability for detecting activations in fMRI data, outperforming conventional
hypothesis-driven approaches, i.e. the standard GLM inference based on random
effect models. The core idea on these agnostic (model-free) approaches is to perform
an accurate feature extraction based on a fixed-complexity MLE classifier, such as
a linear support vector machine (SVM), between predefined groups. They all share
the same characteristic processing pipeline of a data-driven multivariate approach
that enhances detection ability. Consequently, the SPM derived from the GLM are
replaced by a spatial discriminance map (SDM) [23] based on prevalence [19], or
some other specific feature extracted at the training stage; e.g. distance to the sep-
arating hyperplane [25]. These data-driven maps are then deployed in conventional
pipelines for statistical inference, although some approaches depart from the p-value-
based frequentist, Bayesian or permutation analyses, and introduce the concept of
the probability of the worst case in neuroimaging [27].

Beyond empirical techniques for the estimation of performance, MLE is well
supported by data-driven SLT, which is primarily devoted to problems of estimating
dependencies with limited amounts of data [28]. Although MLE approaches were
not originally designed to test hypotheses based on prevalence in neuroimaging [29],
they are theoretically grounded to provide confidence intervals (protected inference)
in the classification of image patterns formulated as maps of statistical significance
[27]. The procedure consists of assessing with high probability (the worst case)
the quality of the fitted function and its generalization ability, in terms of in- and
out-of-sample predictions. This can be achieved by assessing the upper bounds
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of the actual error in a binary classification problem (a confidence interval) and
simple significance tests of a population proportion [27] (a prevalence-based test).
This multivariate approach (SAM) results in improvements to the test’s statistical
power based on accuracy. In hypothesis testing, it can be conceptualized as the
inverse problem of “carefully rejecting H0”. In other words, we assume H1 and
reject it under the worst case, thus accepting H0, when there is no effect or it is not
significant.

Concentration inequalities provide robust and better estimators for neuroimag-
ing. This statement establishes that, under a low dimensional scenario, with a limited
sample size and heterogeneous data, it is preferable to assess concentration inequal-
ities cluster- or region-wise, rather than with voxelwise classical CV methods that
are ubiquitously used in neuroimaging for estimating the real error of a classifier
and statistical inference [11]. This approach is over conservative with regard to the
control of false positives (FP), whilst regional assessment provides a good trade-off
between statistical power and FP rates, within a permutation analysis [27]. With
these statements in mind, we focus on solving a classification/regression problem in
a similar way than for classical inference, i.e. voxelwise, or by the use of amultivarate
approaches to better control the FP rate. This methodology boosts the impact of one
of the more powerful advances in modern statistics in the last decades, the uniform
convergence of frequencies of events to their probabilities [28], as well as the con-
centration inequalities in its general version. They are expressed using several ideas
and concepts such as the Vapnik-Chervonenkis (VC) dimension, and the pseudo or
fat-shattering dimensions, etc.

2.6 Conclusions

The possibilities for innovating biologically meaningful metrics from structural and
functional neuroimaging represent both opportunities and challenges for modern
neurology. One the one hand, new analyses are expanding our view of the most
complex organ - the human brain - whilst on the other, the wide variety of ap-
proaches has led to “inconsistences” in the extant literature. The reasons for this
are multi-factorial including heterogeneous datasets, multiple scanning sites, differ-
ing acquisition protocols and processing methods, and diagnostic definitions. Even
findings from studies that use putatively similar metrics and currently available sta-
tistical tools can substantially differ from one another. Clearly, deriving consistent
multivariate patterns of structural and functional brain differences would be a major
advance in our understanding of the complex and heterogeneous alterations induced
by developmental, psychiatric and neurological conditions. Confidence in neurobio-
logical substrates would not only build a rich systems narrative, but also serves as a
starting point to run ‘reverse” development approaches that disentangle the roles of
environmental and genetic risk factors in their etiology.

Beyond empirical techniques of performance estimation,MLE is well-established
in data-driven statistical learning theory, which is primarily devoted to problems
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of estimating empirical dependencies with limited amounts of data [28]. In short,
the goal of modern SLT is to formalize the algorithms proposed in MLE for studying
the problem of inference. With reference to its definition, the connection of the SLT-
based inference with classical approaches (HT and BI) becomes clear: it departs
from the use of p-values, i.e. probability of observing the data given no effect, and
rather estimates the likelihood that the effect is present in terms of prevalence, in
a similar way to the Bayesian formulation. However, with limited sample sizes our
approach is hypothesized to be more conservative and effective than Bayesian
methods as it evaluates the worst-case scenario in the classification of effects without
the need for computationally-demanding parameter estimation.
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Chapter 3
Characterization of neural circuits underlying
auditory processing in healthy and pathological
conditions

Maria Isabel Carreño

Abstract This short paper is an statement of the research interests and planning of
activities for the next few years.

3.1 Scientific interest

My long-term scientific interest is to understand the mechanisms by which sensory
processing can be modulated by internal and external cues and how this determines
the behavioral output and environmental adaptations. It has been shown that different
contexts as well as different concentrations of specific neurmodulators or hormones
may change perception and consequent behavior in typically developing brains1-
3. But, why is that? What makes possible that sensory perception is integrated in
the brain differently depending on the environment, awareness level or hormonal
conditions? And how is this modulation affected in different neurodevelopmental
disorders? In order to answer these questions, we need to study the wiring patterns
of the brain and molecular signaling that makes this possible. Furthermore, under-
standing themechanisms bywhich experience, and early-life events refine this wiring
both at a functional and structural level in sensory cortices, will allow us to inter-
vene if needed. During late stages of development, as well as in response to injury,
neuronal circuits have a remarkable capacity to reorganize themselves in response to
the patterns of activity of their inputs. This plasticity in turn has a profound impact
on the information processing capability of the circuits. One of our most important
goals is to be able to identify these cellular rearrangements and circuitry organization
and most importantly, understand their translation to behavior in mice and humans.

MI Carreño
CHU Sainte-Justine Research Center, affiliated with Universite de Montreal, Canada
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3.1.1 Sensory perception in neurodevelopmental disorders

My research in Dr Di Cristo’s lab focuses on investigating the cellular mechanisms
underlying both healthy and pathological development of inhibitory GABAergic cir-
cuitry. Recent studies suggest that hypofunction of Parvalbumin-positive (PV) cells,
a GABAergic interneuron subtype innervating hundreds of postsynaptic targets with
multiple synapses clustered around the cell body and proximal dendrites, is fun-
damental to the pathogenesis of ASDs and could therefore be an essential key to
developing novel targeted therapies. We have recently made progress in understand-
ing the molecular mechanisms controlling the development of different inhibitory
interneuron circuits in postnatal cortex of different models of neurodevelopmental
disorders: Syngap1-Related Disorders (SYNGAP1-RD), Tuberous sclerosis (TSC1),
Fragile X Syndrome (FXS) and perinatal hypoxia. Among those, most of my efforts
have been oriented to Syngap1-RD, an epileptic encephalopathy characterized by
epilepsy, intellectual disability (ID), and ASD. To date more than 800 individuals
with SYNGAP1-RD have been reported worldwide, and despite intense research
over the last decade, we still do not have a clear picture of the underlying neu-
ropathology. In a recently published work, we reported that different aspects of
auditory-processing are similarly impaired in both SYNGAP1-RD patients and Syn-
gap1 haploinsufficient mouse model. Here, for the first time, we have been able to
correlate data from SYNGAP1-RD patients and Syngap1+/- mouse model, adding
translational knowledge to SYNGAP1 literature4. More recently, using conditional
knockout mice, we have found that Syngap1 haploinsufficiency in GABAergic in-
terneurons causes similar sensory processing dysregulation and cognitive inflexi-
bility (Jadhav et al, submitted), suggesting GABAergic circuits play a critical role
to the pathophysiological mechanisms underlying aberrant sensory perception in
Syngap1- RD. In addition, most of the alterations in sensory perception that we have
recently reported4 have also been shown to rely mainly on GABAergic interneurons;
in particular, on parvalbumin-expressing (PV) cells, the larger subgroup of cortical
GABAergic cells which target the perisomatic domain of excitatory neurons, and
on somatostatin (SST)-expressing, dendritic targeting interneurons5. Indeed, recent
work has shown that optogenetic suppression of PV cells led to increased responses
to both repetitive (standard) and rare (deviant) tones46., reducing auditory habit-
uation, as we observed in Syngap1+/- mice. On the other hand, SST interneurons
selectively reduce excitatory responses to frequent tones in an oddball paradigm6
and optogenetic suppression of SST cells reduced the miss match negativity (MMN)
peak7„ suggesting impaired deviant sound detection, similarly to what we observed
in Syngap1+/- mice. Currently, we are investigating to what extent, inhibitory func-
tion is involved in different aspects of auditory perception and whether acute increase
of inhibitory tone by chemogenetic approaches rescues altered EEG patterns in Syn-
gap1−/+ mice.
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3.1.2 Sexual hormones modulation of sensory perception

In a parallel project, we study sex differences in sensory perception. We believe this
is particularly important in psychiatric research, where hormonal effects on brain
activity need to be taken into consideration for efficient drug development and ad-
ministration. Actually, it is well known that sensory perception varies in function
of sex and hormonal concentrations. For example, in humans, changes in auditory
sensitivity8, and predictive coding and repetition suppression to sounds9 change
over the female reproductive cycle. These changes are mainly driven by the large
periodic fluctuations of gonadal hormones such as estrogen (E2) and progesterone.
In particular, E2 has been suggested to play both neurotrophic and neuroprotec-
tive actions in the brain, including modulation of reproductive behavior, synaptic
plasticity, sensory perception, and cognition10. At the cellular level, recent studies
have shown that PV cells activity fluctuates over the estrous cycle in females 11,12.
One of these studies specifically demonstrates an important effect of estrogen in PV
neurons excitability12. We believe that understanding how sex hormones regulate
inhibitory circuits in sensory cortices will help explaining sex-differences observed
in psychiatric drug efficacy. In our current study, we are investigating the role of sex-
ual hormones in auditory perception. Our preliminary observation in mice suggests
the existence of different network strategies in auditory perception, which could be
related to different communication abilities in males versus females, pointing to the
possibility that different ways of neural synchronizationmay rely on different circuits
properties and that the use in clinic of these two different auditory tasks might reveal
a specific alterations in auditory circuitry.

3.2 Scientific approaches

Approach 1. Chemogenetic approach to explore PV cell role in sensory processing
alterations in Syngap1 haploinsufficient mice.

Adult Syngap1+/− mice and control littermates of both sexes are implanted with
an array of eight microdrives and one optic fiber in primary auditory cortex (A1).
This device allows recording local field potentials together with single units from
the living cells surrounding the tip of the electrodes. After one week of recovery
time, we record EEG activity at baseline and during specific sensory stimulation,
as previously described4. Brain rhythms, inter-ictal spikes and sensory responses
to auditory paradigms are evaluated during spontaneous movement, immobility and
different sleep phases. To evaluate whether increasing inhibitory transmission, in
particular PV interneurons activity, rescues neurological alterations in Syngap1−/+
mice, we use a chemogenetic approach. In particular, we employ PV-Cre mice that
are also haploinsufficient for Syngap1 (through the breeding of PV-Cre knockin
and Syngap1−/+ mice). We inject stereotaxically Cre-dependent hM3Dq-mCherry
AAV or control Cre-dependent mCherry AAV in the basal forebrain of PV-Cre;
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Syngap1−/+mice (and control littermates).We then repeat EEG recordings following
administration of CNO, which activates hM3Dq and increases the excitability of PV
neurons.

Approach 2. Optotagging to evaluate cell-specific activity changes over the
reproductive cycle in mice

In collaboration with Dr J Csicsvari (IST, Austria), I have leant to build microdrives,
use optogenetics tools and perform spike activity analysis. Here, the use of opto-
tagging allows us to accurately identify different neuronal types. We employ PV
and SST reporter mice that are Syngap1 haploinsufficient (through the breeding of
PV-Cre and SST-Cre knockin with Syngap1−/+ mice). Similar to our chemogenetic
experiments, we then inject stereotaxically Cre-dependent ChR2-mCherry adeno-
associated virus (AAV) or control Cre-dependent mCherry AAV in A1. In this case,
subsequent light stimulation activates specifically PV or SST neurons allowing their
identification during different sensory modality stimulation. Wide-band signals are
high-passed (0.8-5kHz) and filtered for spike detection. Extracted spike waveforms
are identified by their activation upon light stimulation and clustered on the basis
of their spike amplitude and waveshape, using principal component analysis. This
approach allows us to accurately identify fast-spiking PV and SST cells and to
correlate their firing behavior to different sensory stimuli. By performing spike-local
field potential coherence and phase locking analysis, we also study how well these
cells are tuned to different frequency bands.

Approach 3. RNAScope to evaluate anatomic distribution of E2 receptors.

In order to evaluate E2 receptor expression in inhibitory and excitatory neurons of
the corresponding sensory area, we use RNAscope (Advanced Cell Diagnostics)
multichannel fluorescent in situ hybridization. We study the neuron-specific expres-
sion pattern of E2 receptors in different subtypes of glutamatergic and GABAergic
neurons. Confocal images are acquired using a confocal microscope (LEICA SP8)
and analyzed with image custom made scripts.

Approach 4. Recording from human subjects to evaluate the translational value of
EEG patterns observed in mice.

We also apply a translational approach by recording EEG activity from human
subjects during sensory tasks that are equivalent to those we use in mice. First,
in order to identify the cognitive phenotype of our cohort, a neuropsychological
assessment is also performed. Intellectual functioning of the subjects is evaluated by
the Wechsler Adult Intelligence Scale (WAIS-IV > 16 years old). This IQ measure
is taken into consideration in further statistical analysis to assess the correlation
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between intellectual functioning and different aspects of sensory perception, such as
auditory entrainment. Later, EEG recordings are performed by using a 128-electrodes
Geodesic headset. In order to reduce to minimum, the presence of electrical noise in
the signal, EEG recordings are performed in a Faraday cage. Electrode impedances
are kept at 40kOhms, as it has been suggested by Tucker 16. EEG signal is recorded
at a frequency sampling of 2000 Hz. The software used for these experiments
is NetStatio EEG Software v2.0. Screens and speakers used for auditory and visual
stimulation are placed 60 cm from the subjects. Auditory and visual trigger generators
assure the timing of the stimuli presentation.

Approach 5. Computational approach to reveal hidden patterns in EEG activity.

In order to decipher the fundamental codes of the brain’s circuits underlying auditory
perception we apply newly developed computational tools. Using deep learning,
artificial neural networks and other classification tools we aim at identifying specific
firing properties during different auditory tasks. We also apply neural decoding and
complexity analysis of the population vector to identify what are the components
of neural activity that carry information about the presented stimuli, and how they
change upon the activation of different neuromodulatory systems. Furthermore, we
also aim at reproducing a computational model that could explain what are the
physiological consequences of Syngap1 haploinsufficiency at the populational levels
during different auditory stimulations.
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Chapter 4
Lifelong Learning for Robotics: Current Trends
and Challenges

Bogdan Raducanu and Joost van de Weijer

Abstract As the robots move from the factory floor to peoples’ homes they need to
be endowed with near-human intelligence that support long-term interactions. This
aim could be achieved by replicating the evolutionary mechanisms that allowed us
to evolve. One of them is represented by the ability to learn and adapt to changing
conditions during our lifetime.While for humans this is an innate ability, formachines
to learn during their lifespan is still in its infancy and limited progress has been
achieved so far. Therefore, the current paper aims to review the current trends in
lifelong learning for robots and present the challenges that need to be overcome in
the future in order to convert them in true companions.

4.1 Introduction

Creating robots showing human-like intelligence is still a very big challenge for
the scientific community. Despite of the efforts devoted in the past decades, only
partial, limited success has been achieved. The question that arises naturally at this
point is: what did we miss in our strategy that prevented us in reaching the desired
goal? The traditional paradigm in robotics (which can be found on a large scale
nowadays) is represented by task-specific programming. Within this framework, the
human designer is the one in charge to specify the task that must be performed by
the robot, how it must be performed, its corresponding internal representation and
the data structures associated to it. Being restricted from the very beginning by its
creator, lacking the ability to ‘understand’ what, how or why it is doing, the robot
has no possibilities to ‘become’ something more than the purpose it was originally
created for.

Bogdan Raducanu and Joost van de Weijer
Computer Vision Center and UAB, Edifici "O" - Campus UAB, 08193 Bellaterra (Barcelona),
Spain, e-mail: {bogdan,joost}@cvc.uab.es
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On the other hand, developmental framework has always represented a cherished
goal in robotics [39]. In this case, opposed to its predecessor, the robot should be
endowed with developmental abilities specific to humans: it should evolve from an
‘infancy’ stage to ‘maturity’. This paradigm implies a completely different approach
for robot programming. It can not be task-specific anymore because the tasks the
robot will perform are unknown in the design phase. Furthermore, it should be able
to generate automatic representations of unknown knowledge or skills. However,
the human designer is responsible for providing it some basic, ‘building blocks’ of
knowledge (the kind of knowledge similar to what we carry in our genetic material)
that contain critical specifications that will allow the robot to learn and evolve during
its existence. In terms of theory of evolution, the ‘genetic’ information provided
will resemble the phylogenetic process taking part in biological systems. Phylogeny
refers to those adaptations and modifications in an organism structure that occurs at
large time scales (across several generations). On the other hand, the development
taking place in a system during its existence is referred to as ontogenetic process.
Ontogeny is driven by the phylogenetic factors, but it is also strongly influenced by
the system’s surrounding environment. This aspect has been studied in detail by the
psychologist Jean Piaget [27], whose work represents a landmark in the theory of
cognitive development.

In a similar manner, the cognitive development of a robot should happen through
direct, continuous interaction (making use of its perceptual mechanisms) with the
environment in which it will be situated [36]. In consequence, the robot will create
its own understanding about things and will build its own reality. The cognitive
development is an open-ended, incremental and progressive process: a robot cannot
learn complex skills successfully without first learning necessary simpler ones.
Cognitive development was the

In this paper, we focus on lifelong learning as a key of how cognitive development
could be achieved. In the next section, we review lifelong learning in biological and
artificial systems. Section 3 will present some of the challenges we still have to
overcome in order to deploy lifelong learning paradigm to robotics.

4.2 Lifelong learning

This section aims to briefly review the most relevant aspects of lifelong learning both
in biological and artificial systems. A more in-depth survey could be found in [25].

4.2.1 Lifelong learning in biological Systems

The underlying biological mechanisms that are responsible for continual learning
determined the development, at a higher, cognitive level, of two separate, interacting
memory systems [21, 22, 23]. These findings were formalized as Complementary
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Learning Systems (CLS) theory, according to which the hippocampus region of the
brain is responsible for short-term memory and rapid learning of novel information
and neocortex is seen as long-term memory storage. The information stored in hip-
pocampus is replayed several times for its consolidation in neocortex [24], a process
which occurs during the rapid eye movement (REM) stage of sleep [35, 5]. Although
the hippocampus is responsible for replaying recent memories, once they are con-
solidated in neocortex, it is the role of prefrontal cortex (PFC) to recall them [12].
The hippocampus presents a high learning rate and encodes sparse representations
to minimize interference meanwhile the neocortex is characterized by a low learning
rate and builds overlapping representations of the learned knowledge. In conclu-
sion, the interplay between hippocampus and neocortex functionality is crucial for
continual learning.

As it can be appreciated from the above description of CLS, the brain developed
robust mechanisms that allow the consolidation and protection of the stored infor-
mation. Despite that, we are also prone to forget some of the previously learned
information, during our lifetime. In general we rarely witness that novel informa-
tion is interfering with consolidated knowledge (French, 1999) with the exception,
of course, of some cognitive degenerative diseases. In the next section we review
how these biological fundaments of continual learning have been implemented in
computational models.

4.2.2 Lifelong learning in artificial systems

Although humans developed a robust mechanism for continual learning, AI systems
based on deep learning do not present the same level of performance. Traditionally,
neural networks are trained in a static way, assuming that all needed data is available
in advance. However, in practice, this is seldomly the case. When trained to learn
the tasks sequentially, they are prone to ‘catastrophic forgetting’, i.e. the most recent
information replaces the old one, with a tremendous effect on network’s performance.
Recent work has been devoted in proposing several solutions to overcome this
shortcoming. Most of the solutions proposed are biologically-inspired and rely on
the mechanisms presented in the previous section. They can be roughly divided in
threemain categories: regularization-basedmethods,memory replay-basedmethods,
and architecture-based methods

Regularization-based methods.

A first group of approaches is based on weight regularization. The proposed solution
in [11] (EWC - Elastic Weight Consolidation), follows a neuro-biological model ac-
cording to which mammalian neocortex relies on a process of task-oriented synaptic
consolidation. In other words, the knowledge about how to perform a previously
acquired task is durably stored in a set of synapses which remain stable for long
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periods of time. An improved version of this algorithm (R-EWC) has been reported
recently in [15], where the authors propose a network re-parametrization scheme
which takes the form of a factorized rotation of parameter space. When combined
with EWC, this approach leads to significant improvement. In [1], the importance
of the network’s parameters is estimated online and in an unsupervised manner by
looking at the sensitivity of the output function instead of the loss. This way, changes
to important parameters can then be penalized, preventing thus the loss of important
knowledge related to previous tasks, when a new task is learned. Other regulariza-
tion approaches focuses on preventing changes in activations by using knowledge
distillation, like for instance Learning without Forgetting (LwF) [14]. Thus, when
learning a new task, the previously learned tasks are prevented from drifting too
much. A variant of LwF has been proposed in [8], where they propose to regularize
on the cosine similarity between the L2-normalized logits of the previous and cur-
rent network. Another work which builds upon LwF is [43]. In this case, the authors
noticed that there is an asymmetry between old and new classes while training: new
classes have explicit and strong supervision, whereas supervision for old classes is
weaker and communicated by means of knowledge distillation.

Memory replay-based methods.

Another group of biologically inspired approaches uses a mechanism known as
’memory replay’ or ’pseudo-rehearsal’ [30] to prevent the catastrophic forgetting.
It is called like this because it resembles the memory replay processes which take
place in hippocampus. As part of this strategy, the task being learnt is trained jointly
with samples from the previous tasks. These samples could be real ones, like in [28]
where they are called ’exemplars’, or they could be approximate representations of
real ones which are generated using Generative Adversarial Networks (GANs) [6]. A
similar approach to [28] has been pursued in [17], but in this case the exemplars are
used to constrain gradients so that the approximated loss from previous tasks is not
increased. An improved version of this approach, which overcomes some efficiency
issues has been proposed in [3].

In [34] it is for the first time that the GANs are used to create synthetic sam-
ples for memory replay. The success of this approach demonstrated that there is
no need to store real data, but this could be replaced by synthetic one generated
online. The same idea has been extended to conditional GANs in [40]. A further
extension is reported in [42], where they substitute label-conditioned GANs with
image-conditioned GANs. As an alternative to memory replay with synthetic data,
some other approaches propose to perform memory replay using features extracted
from the intermediate levels of a fixed backbone network, like in [41, 16]. The advan-
tage of feature replay relies in the fact that feature distribution is much simpler than
image distribution. Therefore, features can be efficiently generated using smaller
generators which require a reduced number of sample for training. Additionally,
replaying features requires significantly less memory than images, which makes the
approach scalable to larger datasets. Finally, several methods study compressing the
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features that are replayed, thereby significantly increasing the amount of exemplars
that can be stored in a limited memory buffer [7, 37].

Architecture-based methods.

A first category of methods from this family are those known as mask-based methods
which prevent catastrophic forgetting by isolating the parameters corresponding
to a particular task. In other words, these methods apply a mask on weights or
layer activations. In [19], by performing network pruning, they are able to pack
in a sequential manner multiple tasks in the same network, without increasing its
capacity. They exploit network’s redundancies in order to free unused parameters
and to allocate them to future tasks. This idea is further extended in [18] where they
maintain a set of real-valued weights which are thresholded in order to obtain binary
masks, that are then applied to existing weights. This strategy is improved in [20],
where they use ternary masks, but which are applied on the activations instead of
weights. This reduces considerably the number of mask parameters for each new
task. The same strategy, i.e. applying a mask on activations has been pursued in
[33]. Simultaneously to learning a new task, they also learn some binary attention
vectors which define a mask. The masks from previous tasks constrain the updates
of the network’s weights on the current task. All the previous methods have the
disadvantage that they are applied on fixed network, with a fixed capacity. This
means they don’t scale well when the number of tasks is high. Furthermore, with
each new added task, the network capacity is decreasing, thus the performance of
the last tasks is decreasing due to lack of enough capacity. In order to cope with
these limitations, a second category of methods which involve dynamic architectures
has been proposed. In [2], they sequentially add new lateral connections for each
new task, and preserve the already learned tasks. A similar idea has been pursued in
[31], where the network retains a pool of pretrained models throughout training, and
learn lateral connections from these to extract useful features for the new task. This
approach has been extended in [32], where they duplicate the network only once to
keep the number of parameters constant and combine it with EWC [11] to prevent
forgetting. Finally, in [4], they combine the concept of dynamic architecture with
memory replay to learn task-specific and task-invariant features.

4.3 Challenges of lifelong learning for robotics

Although the above references represent an important breakthrough for biologically-
inspired computational approaches, sustained effort is still required in order to get
closer to human performance. For instance, one of the strong limitations is the
fact that previous approaches have been tested on relatively small datasets. More
experiments are required in order to confirm if they are indeed scalable to large-
scale data. Below is a list of challenges we identified and that need to be overcome
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in order to endow robots with lifelong learning capabilities. For a more in-depth
discussion, please refer to [13].

Scalability

Most of the existing algorithms are still limited to a relatively low number of tasks
(order of tens as maximum). Real-world robots, existing in a real environment,
should be able to cope perhaps with hundreds or perhaps thousands of tasks. None
of the previous reviewed lifelong learning approaches could be applied directly in
this case. Therefore, new strategies should be devised.

Hardware limitations

Currently, the most successful lifelong learning approaches need big clusters with
several state-of-the-art GPUs for training. Usually, robot’s hardware is significantly
less powerful than a cluster. Since in the lifelong paradigm, the network requires
continuously training it should be adapted and optimized in order to cope with the
computational resources available onboard, both in terms of capacity and energy.
Recent advances in Edge Computing and the release of deep learning framework
for mobile devices like TinyML could pave the way for the deployment of lifelong
learning approaches on systems with limited computational resources.

Data type

While still most of the lifelong learning methods require labeled data, this would be
not possible in the case of the robots. It is assumed they are going to exist in dynamic
environments. The lifelong learning implies a continuous, online learning process:
the robot can not be shut down and updated offline. Therefore, it has to cope with
unlabeled data and decide what is relevant or not. Recent advances in active learning
[29] and self-supervised learning [10] have recently shown promising results.

Self supervision

The lifelong learning paradigm for robotics should not be task-specific, therefore it
should not require human supervision. The robot should be able to figure out and to
adapt to new tasks for which it was not programmed in the beginning. The lifelong
learning for robotics should be also an open-ended cumulative learning process,
following the curriculum learning paradigm [38], i.e. the robot should gradually
learn from simple to complex tasks. Reinforcement learning-based techniques could
tackle these problems, but for lifelong learning it has mainly applied in simulation
scenarios, e.g. video games [26, 9].
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4.4 Conclusions

Although learning continuously throughout our existence is an innate ability for
humans, deploying it to artificial systems, in general, and in robots, in particular,
is not straightforward. One of the major barriers to overcome is represented by
catastrophic forgetting, i.e. a phenomenon which refers to the loss of previously
learned knowledge when new information arrives. In this paper we have postulated
that lifelong learning could be a possible paradigm in our quest to develop robots
showing human-like intelligence. We have reviewed the most relevant approaches of
in the field together with the mechanisms to prevent catastrophic forgetting. Finally,
we have identified some of the challenges we need to overcome in order to deploy
lifelong learning strategies in robots.
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Chapter 5
An Overview of Cognitive Architectures from
the perspective of Lifelong Open-ended
Learning Autonomy

R. J. Duro, A. Romero and F. Bellas

Abstract In this paper we analyze a large set of very well-known cognitive ar-
chitectures in the literature from the perspective of their capabilities for Lifelong
Open-ended Learning Autonomy. In this line we have consider whether they con-
template learning, contextual memory systems, motivations or attention and try to
provide an idea of whether they were applied to real robot scenarios. As it turns
out, none of them are completely ready to address this challenge, but some of them
do provide some indications on the paths to follow in some of the aspects they
contemplate.

5.1 Introduction

In this paper we are concerned with the idea of making robots autonomous. Au-
tonomy implies the capability of handling variability successfully and robustly in
the situations/domains that robots face and that were not considered at design time.
Variability can be described and addressed at different levels: From slight variations
in the domains the robot operates in, where it is only necessary to adapt a skill the
robot already has; to the designer changing the goal the robot must achieve in a
given domain, in which case the robot must master a new skill; to a more difficult
situation in which domains change and the robot must find its own goals and learn to
master the skills to achieve them consistently. This last problem is generally called
the open-ended learning (OEL) problem, that is, a robot must be able to learn to
operate in domains that were unknown at design time [1], and thus, it must possess
open-ended learning autonomy. Additionally, when the domains change continu-
ously and unpredictably, often effectively preventing the robot from being able to
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master a domain in a single shot, we would be facing a lifelong open-ended learning
problem, requiring lifelong open-ended learning autonomy (LOLA).

Increasing the level of autonomy of robotic systems up to LOLA involves jointly
solving the problems of open-ended learning [1] and lifelong learning [2]. Dealing
with these problems goes beyond specific learning algorithms. It requires the ability
to manage all the knowledge that is learned so that it can be contextually related and
reused, thus facilitating further learning and exploitation. Furthermore, for robots
to learn in complex and unfamiliar domains, it is also necessary to manage their
motivations.Aswell as considering other processes, such as attention, representation,
and learning. Thus, for robots to autonomously learn to operate in domains that
were not considered at design time and build on this knowledge to address new
domains as they emerge during their lifetime, the capabilities mentioned above (and
probably some more) must be integrated and regulated. This is the job of cognitive
architectures, and these have been studied for decades. However, the purposes for
which each one was created was different and usually not related directly to LOLA.
Consequently, it makes sense to carry out a brief overview of the main cognitive
architectures found in the literature and characterize them in terms of the level of
autonomy they allow and their possible adequation to LOLA.

5.2 Cognitive Architectures and LOLA

Cognitive architectures are structures that artificially implement cognition [3]. They
allow learning, storing, using and reusing knowledge and can also contemplate de-
velopmental or other integration strategies to produce new high-level knowledge
nuggets from the elements stored in their memory. Many types of cognitive ar-
chitectures have been developed over the past four decades, each one addressing
different aspects of cognition. They generally base their operation on their abilities
to interpret, index and sort the different knowledge nuggets they require based on
their content. However, they follow different approaches to this end. Based on [4],
cognitive architectures can be classified into 3 basic groups according to the type of
representations they can manipulate:

• Symbolic: Most of the original versions traditional cognitive architectures (ACT-
R [5], CLARION [6], 4CAPS [7] or SOAR [8]) belong to this group, although
some of them have been later hybridized. These architectures are characterized
by representing concepts through symbols and having predefined instruction sets
to manipulate them. This makes them excellent systems in terms of planning and
reasoning. But for the same reason, they present grounding problems and lack
the robustness and flexibility needed to adapt to the changing conditions of real
environments. In addition to the fact that the designer assumes a high degree of
knowledge about the domains and tasks to be performed and therefore provides a
lot of knowledge in the form of specific knowledge or even complete sets of rules
in some cases. They are therefore not really ready to tackle the LOLA problem.
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• Emergent: They are based on sub-symbolic or connectionist approaches. They
often follow developmental principles that seek to progressively build system
knowledge from scratch through direct interactionwith the world. In these, knowl-
edge is often represented and distributed through neural networks. This approach
provides a direct path to the autonomous construction of high-level knowledge
without grounding problems. Thus, they aim to solve the problems of adaptation
to the environment and learning through the concatenation of multiple models
in parallel, where information flows through activation signals. However, this
introduces a high level of complexity in development and the need for very long
learning and interaction processes. It also causes the system to lose transparency,
as knowledge is no longer represented by well understood symbols and is dis-
tributed throughout the network. Some examples of these architectures are MDB
[9], GRAIL [10] or SASE [11].

• Hybrid: Finally, the group of hybrid architectures consists of those that use sym-
bolic representations at the higher processing levels, but include sub-symbolic
representations at the low level, just like the emerging connectionist paradigms.
These approaches have become quite popular for addressing low-level ground-
ing and domain adaptation problems, but they still require many adjustments to
construct symbolic information. In fact, even though there are researchers trying
to provide autonomous approaches to bridge the gap between sub-symbolic and
symbolic representations [12], they are still not very common in cognitive archi-
tectures. This makes these architectures difficult to adapt to general use cases in
robotics and their implementations tend to focus on specific functionalities. Re-
cent examples of such architectures are OpenCogPrime [13] or MLECOG [14],
or even extensions of more traditional architectures such as ACT-R [15].

From the perspective of Lifelong Open-ended Learning Autonomy, however, and
from a functional viewpoint, we must bear in mind that architectures should con-
template, at least, the following components:

• Amotivational system that enables open-ended learning, i.e., that allows the robot
to search for new goals and select which ones are active each instant of time.

• A memory system that permits storing the acquired knowledge and relate it
contextually to facilitate its reuse it in the right conditions so that lifelong learning
is made possible.

• An on-line learning system that facilitates acquiring knowledge on the different
goals discovered in the different domains, as well as about how to achieve them
during robot operation (skills).

• Some type of attention system that helps to reduce the sensory and processing
overload of the system would also be very convenient.

Table I provides a summary of the characteristics of the fifteen most relevant archi-
tectures analyzed and the requirements they meet in order to achieve LOLA. The
criteria for selecting these architectures were that their development is still ongoing
and that they have practical applications. In the following subsections we consider
the different components mentioned above.
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Table 5.1: Features of cognitive architectures

5.2.1 Learning

Starting with the last component, and even though it may seem rather obvious, it is
important to note that possessing the ability to learn is fundamental to be able to
address LOLA. However not all cognitive architectures presented in the literature
show this capability. In fact, many symbolic architectures do not implement learning
mechanisms and, therefore, their knowledgemust be introduced by the designerwhen
they are built. This implies that the domains in which the robot will operate must be
known at design time, contradicting the open-ended learning principle. Examples
of these are EPIC [16] or 4CAPS [7]. In addition, others within the symbolic or
hybrid group, such as DUAL [17], ADAPT [18], ICARUS [19], incorporate learning
capabilities, but mostly through top-level rule modification, without a versatile and
unrestricted ability to create new rules for new domains. Only within the group of
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emerging cognitive architectures, such as iCub [20] or MDB [9], and in a small
group of hybrid architectures, such as MicroPSI [21], versatile low-level learning
mechanisms can be found. Consequently, only these types of architectures would be
candidates for achieving LOLA in robots from the point of view of learning.

5.2.2 Motivational System

On the other hand, when we talk about a cognitive architecture having a motivational
system, we are talking about having a mechanism in charge of determining what the
robot should strive for in a given domain each moment in time. This mechanism
can have different functionalities, from being able to guide the robot towards the
achievement of a goal, to allowing for the selection of which goal/goals are active
at each moment in time, or even to be able to guide the robot to discover new goals.
It is worth remembering that possessing these three qualities is what may allow the
robot to be able to perform OEL. Considering these qualities, a classification of
motivational systems into different levels can be established. The levels we consider
in this paper are the following:

• Level 0: The robot has a specific goal set by the designer and the motivational
system is able to guide the robot towards the achievement of that goal.

• Level 1: The robot has a series of goals set in advance by the designer and the
motivational system is able to select which goals should be active at any given
moment in time and guide the robot towards their achievement.

• Level 2: The robot has a series of goals set in advance by the designer and the
motivational system is able to select which goals are active at any given moment
in time and is capable of autonomously generating sub-goals to reach those goals.

• Level 3: The goals/domains are not known at the time of design and the motiva-
tional system is able to discover goals, select which ones are active and guide the
robot towards their achievement.

At level 0 we find all the architectures that do not have an explicit motivational
system, since all of them allow the systems they control to achieve the specific
objective for which they are designed. Examples are symbolic architectures such as
EPIC [16], hybrid architectures such as ADAPT [18] and DUAL [17], or emergent
architectures such as SASE [11].

If we go to level 1, we have examples such as CLARION [6], which uses a
motivational system based on drives. These drives have goals associated to them
beforehand, so that the activations of the goals depend on the value of the drives. In
other architectures such as LIDA [22], the motivations of the system are set in the
form of artificial sensations and emotions. This allows it to appropriately select its
goals and, consequently, the actionswithwhich to act on the environment. Something
similar towhat happens inOpenCogPrime [13], where humanmotivations of feelings
and beliefs are modeled through a motivational system based on the concepts of
magicians and anti-magicians.
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At level 2, there are multiple different implementations of motivational systems.
Architectures such as SOAR have a motivational system that allows them to generate
their own subgoals from goals predefined by the designer [8] as a previous step to
be able to address a problem. MDB [9] also allows the intrinsic change of goals
or motivations, and the generation of subgoals by introducing a satisfaction model.
In MDB [9], the degree of fulfillment of motivations is based on both internal and
external perceptions of the agent. This is similar to how MLECOG [14] handles
motivations and their action choices based on pain/need (and other factors such
as distance and availability). Moreover, in MLECOG only a few motivations are
given to the system, with all others being developed internally. On the other hand,
MicroPSI [21] also has a motivational system based on needs and drives, so that
MicroPsi agents use pleasure/distraction signals related to the satisfaction of those
drives. Finally, in the iCub [20] architecture it is the affective state that is in charge
of providing the motivational cues. Thus, it has affective factors (motivations) that
allow it to acquire knowledge and validate it.

Finally, only two of the architectures found in the literature present a motivational
system that could be suitable for carrying out open-ended learning. GRAIL [10]
and IMPACT [23], present motivational systems composed of intrinsic motivations
based on competence. These systems allow them to autonomously learn new skills
based on self-generated goals driven by intrinsic motivations (intrinsic goals).

5.2.3 Contextual Memory

If we look at the type of memory systems presented by the different architectures, we
can distinguish two main groups. On the one hand, we have a series of architectures
that have a computer-type memory, i.e. they see the memory as a hard disk. In
them, all the knowledge generated is stored under a label. In this group we can
find architectures such as EPIC [16], 4CAPS [7] or SASE [11]. On the other hand,
we have a series of architectures that present an associative memory system, more
similar to what would be the memory of a human. These associative memories are
characterized by the fact that they are able to relate knowledge through the context
in which it can be used. Thus, as discussed in the previous section, they would be the
most appropriate to be able to achieve LOLA. This group includes architectures such
as ACT-R [15], MLECOG [14], OpenCogPrime [13] or CLARION [6]. However,
in these architectures the contextual associations are implemented by hand by the
designer and are not created autonomously, thus defeating the purpose of LOLA.

5.2.4 Attention

Finally, another component present in most of the reviewed architectures, and that
could help to cope with LOLA, are attention mechanisms. Attention is necessary
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to reduce the amount of sensory information for real-time operation and select the
sensory informationmost relevant to the current situation. Attention allows the archi-
tecture to manage real-time operation, reducing the amount of information processed
and, consequently, the reaction time of the system. Examples of architectures with
attention mechanisms are MicroPSI [21], LIDA [22], MLECOG [14] or iCub [20].

5.3 Discussion

Most of the architectures discussed abover were not created with the objective
of achieving a higher level of autonomy, but with the objective of demonstrat-
ing/imitating human behaviors. Moreover, the existing architectures work with intel-
ligent agents, but not always with real robots. So, they are not really prepared to work
in real environments and with continuous perceptual spaces. Only some emergent
architectures have been tested using real robots in laboratory experiments to verify
specific cognitive functionalities [20]. Additionally, the fact that none of the existing
cognitive architectures has been explicitly designed to address the LOLA problem,
implies that most lack some of the necessary components/functionalities to be able
to achieve it. Many implement motivational systems, although most of them are not
prepared to deal with open-ended learning and remain at lower levels of autonomy.
Also, some of the architectures include attention systems and have low-level learning
mechanisms. However, very few of them include an associative memory capable of
handling contexts and these are usually constructed by the desinger. Finally, none of
them addresses the issue of representation learning.

On the other hand, although there are no architectures explicitly designed to
address the problem of achieving LOLA in a general way, there is qute a bit of
work on different aspects of this field. Thus, there are examples in the literature of
architectures such as GRAIL [10] or IMPACT [23], that have been tested in different
OEL problems. However, they are tested in simulations [23] or they only address a
specific part of the robotic system and therefore cannot be translated to reality [10].
While other architectures such as ACT-R have faced knowledge reuse problems
[24], although without using real robots and starting from knowledge previously
introduced by the designer.

Finally, it is interesting to comment that all architectures have implicitly or ex-
plicitly assumed that robot cognitive systems are given specific and appropriate
state-space representations by their designers. That is, designers decide what is rel-
evant from the robot’s sensory flow and how these relevant features are represented.
Consequently, the learning mechanisms for architectures have focused on how to
learn whatever knowledge components the architectures require (direct or inverse
models, utility models, policies, etc.) using these predefined state-space represen-
tations. So it seems that it would also be important to start addressing the issue of
learning representations within the framework of cognitive architectures.

Although not all these blocks have been tackled under the cognitive architectures
approach, they have been addressed to a greater or lesser extent in other fields. In this
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line, the IntrinsicallyMotivated Open-Ended Learning (IMOL) framework has made
great contributions towards achieving agents capable of operating in an open-ended
manner and autonomously acquiring knowledge and skills to solve tasks that are
not known at design time. These approaches have been used in a wide variety of
applications such as state-space exploration, knowledge gathering, autonomous skill
learning or autonomous goal selection. However, despite these advances, IMOL
systems are still difficult to use in real world applications. This is because these
approaches are designed to acquire the maximum possible knowledge from the
interaction of the robot with the environment but without considering the purpose
for which the robot was designed. This results in an unbounded and unfocused
learning that is not adapted to the specific needs of a service robot. A solution
to this problem could consist of a motivational mechanism capable of considering
and balancing different topologies of motivations. However, this topic is still under
study. Moreover, another problem that is not yet solved is the design of specific
motivations to trigger representation/redescription processes. It is important to look
for motivational mechanisms that allow for seeking better representations, when
necessary, since it is something that, as has been commented before, is critical for
facilitating learning.

Regarding lifelong learning, fields such as Transfer Learning or Continuous
Learning present very promising approaches to the problems of knowledge reuse
and task learning in multiple domains, respectively. These approaches have proven
to be effective for Deep Learning or Supervised Learning. However, they are not yet
applicable to real robotic problems, since the former are not able to solve the issue of
catastrophic forgetting, while in the latter the tasks to be performed and the domains
of operation of the robot must be known in advance by the designer. Thus, not being
intended for LOLA problems, they do not fully cover their needs.

5.4 Conclusions and Perspective

Most current applications of autonomous robots consider a very limited range of
autonomy, usually dealing with a limited number of unexpected disturbances in the
domain the robot is designed for. They seldom face the problem of autonomously
setting goals in previously unknown domains (open-ended autonomy) nor, conse-
quently, using experience from previous domains (Lifelong open-ended autonomy).
Cognition and cognitive architectures have been purported as a way to address prob-
lems that require higher levels of autonomy, however the mostly programmed-in
symbolic representations of traditional general purpose cognitive architectures are
not up to the task due to their grounding and domain adaptation problems. Hybrid
approaches, on the other hand, have become quite popular to address grounding and
domain adaptation at a low level, but they require a lot of tweaking of the symbolic
information in the higher levels, thus generally making them inadequate for open-
ended learning situations. Finally, most emergent cognitive approaches have never
been completely integrated into full cognitive architectures or tested on real market
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use-cases. In fact, most develpments are incomplete and only address a specific part
of the robotic system and thus require more work to be ported to reality.

In general, there has been a lot of work on several aspects pertaining Lifelong
Open-ended Learning Autonomy, but generally within areas outside the cognitive
architecture realm and hardly ever considering the problem as a whole. These works
go from intrinsically motivated structures to provide for goal discovery, to different
approaches to knowledge reuse. Thus, the open question that needs to be addressed
now is how to integrate this work within operational cognitive architectures that
provide the structural components and the internal operational mechanisms needed
to achieve the LOLA objective in a way that does not constrain their performand and
possibilities.
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Chapter 6
An Innovative Water Index and Convolution
Network for Water Body Segmentation in
Remote Sensing Images

Mateusz Starczyk and Anna Kamińska-Chuchmała and Manuel Graña

6.1 Introduction

Segmentation of water regions in multispectral remote sensing images has been a
research topic for a long time. Some water indices combining information from
the various spectral bands have been proposed and tested in the literature. Usually,
water body segmentation is done by thresholding the water index images. Recently,
some machine learning proposals have been reported, namely approaches based on
deep learning architectures. Specifically, the combined use of water indices and raw
remote sensing data as inputs to the neural networks has show improved segmentation
results. Following this trend, we propose a new water index combining visible and
infrared bands that improves the segmentation results over the state of the art when
validated over a quite general dataset.

In this introductory section we will discuss first the state of the art regarding water
indices for the segmentation of water bodies in remote sensing images. Secondly,
we comment of the machine learning and deep learning alternatives. Finally, we
discuss available datasets for computational experiments and their shortcomings for
the intended work on validating new water body segmentation. In following sections
we present the materials and methods, the achieved validation results, and, finally,
our conclusions and lines of future work.
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6.1.1 Water indices in remote sensing images

McFeeters in his pioneering work [1] presented the first water index, the Normalized
Difference Water Index (NDWI) designed to highlight water bodies in satellite
images. It uses reflected near-infrared radiation and visible green light to eliminate
soil and vegetation features. The index is determined as the quotient of the difference
and the sum of green and near-infrared light. It is formally defined as follows:

NDW I =
Green − NIR
Green + NIR

(6.1)

The shortcomings of the above indice motivated the development of a new water
index, the Augmented Normalized Difference Water Index (ANDWI) [2] defined as
follows:

ANDW I =
Blue + Green + Red − NIR − SW IR1 − SW IR2

Blue + Gree + Red + NIR + SW IR1 + SW IR2
, (6.2)

In summary, ANDWI classifies as water pixels that have higher reflectance in the
visible bands than in the infrared bands, which, for example, can help to cancel out
the false positives generated by metal roofs of buildings in urban areas, which have
higher shortwave infrared reflectance than pure water, but still not higher than the
reflectance of the RGB bands.

Appropriate selection of thresholds to distinguish water pixels from other pixels
can significantly reduce classification errors. Studies by Li et al [3] and Jiang et al. [4]
have shown that the traditional zero threshold approach can introduce errors due to
spatial-temporal variations in contrast and brightness of satellite images. Therefore,
they tried to automate threshold selection by using the Otsu binarization algorithm
[5].

6.1.2 Machine learning for water segmentation

Intelligent detection using machine learning is a relatively new development for
water body segmentation in satellite images, ranging classification, detection, and
segmentation of objects in images.

We consider the DeepLab architecture, which has now reached its fourth version,
DeepLabv3+ [6]. It consists of two parts, an encoder and a decoder. The encoder
module records contextual information by applying pyramidal convolution (atrous
convolution) at multiple scales, while a simple but effective decoder module analyzes
the segmentation results along object boundaries. In addition, the authors recom-
mend, supporting their results, that the Xception model (a network model consisting
of three flows containing separate depth convolution layers) be used as the basis of
the network instead of ResNet-101 (a residual network model containing 101 layers
of weights).
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Artificial Intelligence methods for identifying water bodies on satellite images
give much better results than thresholding standard water indices. However, the
authors of NDWI-DeepLabv3+ have innovated the recognitionmethods by creating a
model that combines the advantages of both solutions. The combination of solutions
not only gives better results, but sets the stage for the development of intelligent
methods for water body recognition in satellite images.

6.1.3 Datasets

One of the main problems of training neural networks is the need for a suitable
dataset. For water bodies segmentation, datasets are few and most are not prepared
for machine learning, i.e., ground truth labels are not available in any way. Popular
collections used formachine learning from satellite imagery are: EuroSAT [7], SAT-6
[8], RIT-18 [9], Dstl Satellite Imagery Feature Detection [10].

Taking into account the need to use the datasets for water body segmentation, it
is necessary at first to discard the datasets suitable only for classification - EuroSAT
and SAT-6. The RIT-18 collection was taken using a drone, which can have a large
impact on the accuracy of the learned model on actual images taken by satellites.
Additionally, it does not include the shortwave infrared bands that are needed to
process images by the ANDWI index. The remaining dataset (Dstl Satellite Imagery
Feature Detection) is not an ideal set in the context of water body recognition due to
the large number of classes, which may mean that the water in the images will be a
small percentage of the total, inwhich case themodelmight showbiased performance
overestimating overall accuracy while failing to detect minority classes. However,
this is the only set that meets the conditions needed to teach the model adequately
to the problem, hence it will be used in our computational experiments.

6.2 Materials and Methods

To conduct the research, a Python software was developed to create a neural network
model, train it, and then test it. The network architecture is based on the DeepLabv3+
model and the Xception backbone network. From the four datasets for the study, the
Dstl Satellite Imagery Feature Detection dataset was selected by elimination, which
will be used to train and validate the proposed model. The purpose of this research
is to verify whether the modification of the NDWI-DeepLabv3+ architecture will
produce the intended results, i. e., an increase in the quality of water body seg-
mentation. In addition, plug-ins for the QGIS application have been implemented,
enabling water recognition on selected satellite images using the implemented mod-
els - NDWI-DeepLabv3+ and its modifications. The plugin allows you to easily
change models by replacing their files. If there are better datasets on which to learn a
newmodel, youwill be able to easily improve the plug-in’s operation by replacing the
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models. The plugin is available along with the code in the public GitHub repository
at [11].

The modification of the model was to replace the NDWI index values with the
new ANDWI index values for each pixel. The Figure 6.1 shows the diagram of the
new ANDWI-DeepLabv3+ architecture modified by changing the NDWI index layer
to ANDWI. The change should significantly improve the water bodies segmentation
results.

Fig. 6.1: New ANDWI-DeepLabv3+ model created by replacing NDWI index layer with ANDWI
index layer.

6.3 Results

Two intelligent algorithms were tested for effectiveness on three different satellite
images. The models were learned on the same dataset for 4,000 epochs, which
took about 8 hours for each model. The cross entropy function was used as the
loss function, which involves measuring the difference between two probability
distributions for a random variable or a set of events.

The Table 6.1 presents the results of the experiments performed for the two mod-
els. The first model was developed based on the NDWI-DeepLabv3+ architecture,
that is, the NDWI index values for each pixel were calculated during data prepara-
tion. The second model is a modification of it, by replacing the NDWI index values
with a new ANDWI index. Based on the resultsin figure 6.2 was created, from
which it is clear that the ANDWI model performs significantly better than NDWI.
The new model behaved as expected and significantly outperformed the standard
NDWI-DeepLabv3+ model in water body segmentation quality. The models were
unexpectedly well learned given that the dataset was not a typical dataset for learning
to recognize water bodies, so water was only a small part of its content.
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Table 6.1: Algorithms results on three images. In the monochrome images, water is highlighted in
white and black indicates the background.

Original Ground truth NDWI ANDWI

Image 1

Image 2

Image 3

Fig. 6.2: Averaged results of NDWI and ANDWI models.
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6.4 Conclusions

The aimof the researchwas to prepare amodification of the algorithm for recognizing
water reservoirs on satellite images, and then to conduct a comparative analysis of
the obtained results. In the study, a modification was made in the NDWI-DeepLabv3
+ algorithm, which consisted in replacing the layer created on the basis of the
NDWI with the layer based on the ANDWI. New ANDWI-DeepLabv3+ algorithm
presented in the paper gave promising results during the research, showing a much
higher quality of segmentation of water reservoirs than the base version of the
algorithm could stand as a basis for further research on intelligent water recognition
in satellite images. The new algorithm based on the ANDWI index has great potential
for further development, however, before further work on new improvements, new
datasets should be created for research that would contain diverse landscapes, along
with labels for water segmentation.
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Chapter 7
Air pollution models in epidemiologic studies
with geostatistics and machine learning

Manuel Ribeiro10000−0002−7890−7708

Abstract Development of air pollution models for large regions is a priority for
population-based epidemiologic studies. The rapid development of big data infor-
mation systems and machine learning algorithms have opened new grounds for
refinements of currentmodel frameworks. This commentary overviews recent contri-
butions and outlines extensions from geostatistics andmachine learning perspectives.
For the coming years, expected advances will expand the use of learning algorithms
to model spatial trends and incorporate spatial covariance models in the learning
processes. These extensions will refine existing modelling frameworks contributing
to improve accuracy of air pollution models for exposure assessment.

7.1 Overview

Cancers, respiratory and cardiovascular diseases have been themost common reasons
for premature death attributable to air pollution around the globe. Still, apart from
few exceptions, there is not a definite knowledge about the impacts of air pollution on
populations. Therefore the development of accurate models predicting air pollution
is critical to better understand the health impacts of exposure to air pollution.

Air pollution models require data collection, which often comes from monitoring
by local or national institutions [6], using a set of ground-based stations geograph-
ically dispersed over locations selected for regulatory purposes. Although these
provide air pollutants information with high accuracy and high temporal resolution,
they are sparse in space and have limited area coverage. In such cases, monitoring
data can be combined with statistical models predicting pollution gradients between
ground-based monitoring stations and in areas where no stations exist at all [32]. To
this end, remotely sensed data [14], chemical transport models [15] or Copernicus
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Atmospheric Monitoring Service (CAMS) products [26] have been used. Similarly,
meteorological data [35] and other auxiliary information such as land-use data or dis-
tance to roads are useful for modelling, predict and describe smaller-scale variations
[5, 30] and are a solution to obtain high-resolution air pollution maps [29, 33].

More traditional modelling approaches are supported on linear combinations of
potential predictors while considering their geographic locations. More specifically,
land use regressions [17, 21], employ linear regression combining geographic data
collected on air pollutants and on potential predictors, and are a relatively cheap and
practical approach to predict air pollution exposure in urban areas; spatial regressions
[36, 38], allow linear regression parameters to vary smoothly as a function of spatial
neighborhoods and increase the potential to capture non-stationary relations between
predictors and air pollutants; geostatistical models [24, 33], take into account for
spatial trends and spatial autocorrelation, capturing the intensity and direction of
the spatial processes underlying air pollution concentrations, which is especially
relevant in large regions, where variations in their intensity and direction are likely
to occur.

In the last decade, approaches integrating machine learning techniques have been
applied to handle non-linear interactions between predictors [2], and hybrid models
have been developed to account for spatial dependence of air pollutants [28]. Mostly
focused on supervised learning, some popular algortihms used are decision trees [7],
random forest [19, 37], artificial neural networks [1]. Compared to the abovemen-
tioned linear models, the superiority of these algorithms relies in their capability to
deal better with such complex non-linearities [18].

In addition to air pollution mapping, assessment of spatial uncertainty of predic-
tions (hereinafter referred to as "uncertainty") is also required, since predictions have
uncertainty that typically varies spatially and temporally. In fact, quantifying uncer-
tainty (e.g. prediction intervals) provides important information about the prediction
error in the air pollutant values used in exposure assessment, and addresses spatial
misalignment of pollutant and health data [9]. Not taking uncertainty into account
may produce misleading conclusions about the potential impacts on population´s
health and weaken the scientific validity of its findings. In Bayesian framework, un-
certainty can be assessed using a hierarchical formulation [3], or with geostatistical
algorithms using stochastic modelling [23]. Yet, quantification of spatial uncertainty
is still in its infancy.

After this first section with an overview, the commentary is divided into 2 sec-
tions (second, third): section 7.2 presents some basics on geostatistical and machine
learning and section 7.3 present some possible ways ahead in the perspective of
combining geostatistical and machine learning methods.

7.2 Models

While geostatistics is widely used in environmental applications of spatial data
modelling, it shows at the same time, difficulties to model non-linear and complex
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dependency structures. Similarly, machine learning algorithms are powerful tools to
solve complex real-world problems. Yet, they usually do not consider sample loca-
tions and spatial autocorrelation in the learning process. Combining the strengths of
both approaches extends the existing methods to model air pollution, which is chal-
lenging due to the complex non-linear physical and chemical underlying processes
and interactions affecting air pollution concentrations at different spatiotemporal
scales.

7.2.1 Geostatistical models

Geostatistics includes a set of statistical techniques suited to model spatially cor-
related data, providing optimal unbiased predictions with minimum mean squared
prediction error. Geostatistics are based on the assumption that sample data are a
single realization of a spatial random process, Y (s). In (7.1), S represents a finite
spatial continuous domain and s is a spatial index.

{Y (s) : s ∈ S} (7.1)

To model spatially correlated data variogram functions are used, and Kriging
(univariate case) or Cokriging (multivariate case) estimators are used for optimal
linear prediction. There are different types of Kriging techniques, and the choice
depends on data available and the aims of analysis. For a comprehensive review
about Kriging methods please refer to [8].

When the the objective of analysis is to assess spatial uncertainty, Kriging tech-
niques are not adequate. Specifically, Kriging techniques aim at minimizing the
prediction error, and this involves smoothing data variability. To assess spatial un-
certainty, geostatistical algorithms using stochastic simulations should be preferred,
as they reproduce the fluctuations observed in the sample data, instead of producing
optimal prediction. These algorithms generate simulated maps with similar statis-
tical properties to those of the observed data (e.g., histogram, spatial covariance),
and have been applied to quantify air quality uncertainty to assess health impacts of
exposure [23, 24, 34].

7.2.2 Machine learning models

In the past decade, many different learning algorithms have been applied to model
air pollution for epidemiology studies [2]. Currently, these models use modelling
frameworks with high dimensional input spaces including features such as air pollu-
tion (e.g., remotely sensed data, CTM, ground-based stations), meteorological-based
models (e.g., temperature, wind, pressure, humidity), other relevant biophysical and
socio-economic information (e.g., land-use land cover, seasonality, elevation, dis-
tance to roads, population density).
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Mostly focused on supervised learning regression algorithms, the learning pro-
cesses use the input features, x, for training and choose a function f (x)with parame-
ters w, that better fits the output values y. To decide which function f (x,w) provides
the best approximation to y, a measure of loss is computed. A popular choice for
regression problems is to tune w from data with the following loss function, L:

L[y, f (x,w)] = [y − f (x,w)]2 (7.2)

Random forest are one of the most used algorithms to predict air pollution [25],
as they provide an excellent trade-off between interpretability and performance,
when compared with other learning methods (e.g., neural networks, support vector
machine). Simpler learning methods such as linear regression approaches have a
long tradition in science and are also widely used [18]. Following the principle of
Occam’s razor, when no major interactions and approximately linear associations
exist, these models perform well and should be preferred instead of more complex
algorithms. Neural networks are more complex than the abovementioned algorithms
and are more efficient to solve non-linear problems. Several algorithmic variants
are well established (e.g., artificial, convolutional neural networks) in air pollution
modelling [27]. In complex non-linear and high dimensional feature spaces, this
algorithm can achieve high model performances [4].

The trade-off betweenmodel performance and the ability to generalize is a relevant
issue to be taken into consideration, as the models should avoid overfitting the data
(leading to low performance on new data). Moreover, the better performance of some
complicated models may be hard to interpret. For example, in neural networks or
in support vector machine algorithms, transfer functions and kernels used to fit the
data, are rather artificial models and hard to interpret. A clearer understanding of the
internal mechanisms leading to some output will contribute to improve their use in
environmental applications.

7.3 Geostatistical learning models

Amodelling framework combining geostatistical and machine learning methods and
explored in recent years, relies on the grounds of supervised machine learning with
Regression Kriging [12], also known as Kriging with External Drift (KED). Typi-
cally, KED decomposes a spatial random process Y (s) into a function representing
the deterministic part of the variation (e.g. linear model), m(s), and a stochastic
residual, r(s), describing the spatially dependent part of variability:

Y (s) = m(s) + r(s) (7.3)

Real-world environments are highly non-linear and exhibit spatially dependent
underlying processes. Therefore, simplistic linear model assumptions like linearity
and independency are a limitation of traditional KED technique. The performance
of the deterministic part, m(s), can be improved with machine learning algorithms,
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as they do not require normally distributed data and are able to handle interactions
and non-linear relationships between input features. In regression settings, random
forests [19] or neural networks [27] are some of the algorithmic models that could
be applied to model the deterministic part of RK.

7.3.0.1 Uncertainty

The spatial covariance model of the residual part, r(s) can be inferred from data
and incorporated in a geostatistical simulation algorithm to predict (map) spatially
continuous surface of air pollution residuals. In fact, these simulation algorithms
do characterize the spatial parameters of interest providing the means to generate
realizations that reproduce spatial anisotropic correlation structure, and the empirical
histogram of the stochastic residuals, r(s). Then, simulated results are added to the
learned/tuned model outputs to create the final simulated air pollutant maps. Two key
maps may be drawn from the set of geostatistical simulations: a pointwise median
map of the variable of interest and the spatial uncertainty attached, which can be
quantified by the pointwise interquartile range (IQR).

Parallelization and multithreading processes can be used as optimization tech-
niques to run geostatistical simulation algorithms. In fact, these algorithms provide
a measure of spatial uncertainty but at a computational high cost [10]. Several
geostatistical simulation algorithms are available to assess spatial uncertainty of
predictions (e.g., Sequential Gaussian Simulation, Direct Sequential Simulation,
or Turning Bands). The performance of different algorithms can be measured using
some loss-function, to select the best model. Readers may refer to Gómez-Hernandez
and Srivastava [11] for a comprehensive review of simulation algorithms.

7.3.0.2 Further extensions

The ability to model and predict accurately air pollution with spatial data can be
further refined by extending research in the perspective of machine learning tunning
parameters. It is well known that air pollution exhibits spatial trends and spatial
autocorrelation [22]. Relying on learning approaches based on random samples of
spatial data to tune model parameters, fails to assess a model’s performance in terms
of spatial mapping and only validate its ability to reproduce sampling data [20].
Therefore, instead of leaving spatial interactions to be learned from data, spatial
parameters or functions (e.g., geostatistical semi-variogram) could be used as tuning
parameter within the algorithmic model to control the optimal space and time ranges
to sample [13]. The idea can easily be extended to models aiming at predicting in
the multipollutant case [31], by extending the spatial tunning parameters to cross-
variograms.

The influential work of Kanevski [16] offers a solid perspective on the grounds
of machine learning developments for analysis and modelling of spatial environ-
mental data, that can be easily transferable to air pollution modelling. In future
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work, researchers could extend the model framework, considering refinements in
the assessment of spatial uncertainty, and optimization of parameters tunning by
incorporating spatial properties of data.
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Chapter 8
A Preliminary Solution for the Supervision of
River Basins based on Multispectral
Information.

Dora B. Heras0000−0002−5304−1426 and Francisco Argüello0000−0001−9279−5426 and
Alberto S. Garea0000−0001−9394−0330, Francisco Javier Cardama, and Álvaro Goldar
Dieste

Abstract The sustainable management of forests, land and water is very relevant
for different agents with different purposes that range from the health protection
of citizens to the conservation of animal and vegetation species. In this paper we
summarize the conclusions of the work previously published by the authors regard-
ing the automatic management of river basins. The work focuses on detecting the
presence of different vegetation species and non-vegetation structures as a first step
to track their evolution. The information used consists of five-band multispectral
images taken by unmanned aerial vehicles in the region of Galicia, northern Spain.
The proposed solution is a classification chain based on the extraction of spatial,
spectral and textural information previous to a hierarchical classification process.
We analyze the state and limitations of the work and some future perspectives.

8.1 Introduction

River ecosystems have been increasingly affected by population growth with a con-
sequent degradation of natural resources [1]. Different regulations [3] ensure the
protection of river basins understood as the riverbeds and the ecosystems on both
sides directly affected by them, establishing the obligation to control the watershed
situation. It requires analyzing the specific composition of the watershed related to
vegetation, the structure of the riverbanks, and the river connectivity in the riverbed
and to a distance of around 100 meters. In this context two processes can be identi-
fied in the watershed supervision if we focus on the main characteristics related to
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vegetation. The first one is to carry out inventories of the river situation from a mor-
phological point view including vegetation and non-vegetation elements. The second
one consists in analyzing the situation over time to determine the evolution of the
ecosystem, taking corrective measures when necessary and ascertaining their effect.
There is currently a lack of tools to carry out these two processes automatically and
systematically.

The main objective of this paper is to summarize the work carried out by the
authors (mainly [3] and [4]) focusing on producing inventories of the river basins
of Galicia, Spain, using five-band multispectral images taken by UAVs and image
processing algorithms.

For this work the collaboration of the local agency in charge of the management
of the river ecosystems in Galicia, called Augas de Galicia, was critical to establish
the main requirements. The software solution discussed here consists of a supervised
classification chain based on exploiting spatial, spectral and textural information at
the level of segments of the image called superpixels. The tool produces a geo-
referenced map of the river basin. Execution time and accuracy will be considered
to analyze the different alternatives that were proposed.

The rest of the article is organized into four sections. Section 2 presents the
description of the proposed solution, a classification chain involving superpixel
computation and texture extraction. The experimental results for the evaluation in
terms of classification performance and computational cost and the discussion are
presented in Section 3. Finally, Section 4 summarizes the main conclusions.

8.2 Watershed mapping solution proposed

The problem of identifying different vegetation species and non-vegetation structures
was solved as a supervised classification problem over multispectral images consist-
ing of five different bands. As the number of spectral bands is low, spatial and textural
information also needs to be exploited. Information on the spatial structures present
in the input image is added to the different spectral features available for each pixel
of the image [8]. For identifying different vegetation species, the introduction of ad-
ditional textural information has been shown to be very useful as the discrimination
among different species in the region under study can not be accurately performed
based only on spectral signatures [9]. The classification was performed by using
SVM, KELM and a CNN. As a result, a spectral-spatial texture-based classification
chain was proposed, as shown in Fig. 8.1.

Since the images are large as a consequence of the vast territory to be analyzed,
the image processing techniques and algorithms in the classification chain have been
selected for fast execution and efficient use of computational resources. The steps
involved (See Fig. 8.1) are the following: spatial information extraction, texture
codebook generation, texture feature encoding, and classification.

1. Spatial information extraction: Although different alternatives were explored
for extracting spatial information in our experiment, including the incorporation
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Fig. 8.1: Diagram of the classification chain for riverside mapping.

of different extended morphological profiles [3], the most efficient technique
turned out to be the application of a superpixel algorithm.
Superpixel algorithms are segmentation algorithms that divide the image into
segments of similar size, whose shape is adapted to the characteristics of the
image. Different parameters allow to adjust the segmentation to the image facili-
tating the the detection of objects and structures. Out of the superpixel algorithms
proposed in the literature [7], those showing the best results in our experiments
and presenting the lowest execution time are SLIC and waterpixels. Despite their
simplicity, that positively impacts the execution time, SLIC and waterpixels ad-
here well to boundaries and allow easy control of segment size and compactness.
Examples of the segmentation maps obtained are shown in Figure 8.2. In the
proposed chain, segmentation algorithms play two key roles: a spectral-spatial
structure enhancer and a data downsizer, as other further steps in the classification
chain are computed over segments instead of individual pixels.

SLIC Waterpixels

Fig. 8.2: Examples of superpixel computation with segments using SLIC and waterpixel segmen-
tation algorithms.
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2. Texture codebook generation and feature encoding The reason for using tex-
tures in the proposedl solution is to improve the accuracy in the identification
of vegetation species that are similar in reflectance properties when only 5-band
multispectral information is available. Figure 8.3 represents oak and eucaliptus
canopies showing differences in terms of their structures.
The first step in the application of textures is to generate a codebook with a set
of basic elements or primitives (called textons) that can be used to represent any
texture present in the images. The design principle is to obtain a compact and
discriminative codebook that allows classifying the textures [6, 5]. To obtain the
dictionary elements, kmeans clustering and Gaussian Mixture Modeling (GMM)
together with a CNN were considered. Dictionary elements in kmeans are the
cluster centers while GMM uses both mean centers and covariances to describe
the spreads of the clusters.
Given the generated texture codebook, feature encoding generates a representa-
tion of the image based on the codebook. The three feature encoding methods
that were compared in our experiments were Bag of Words (BoW), Vector of
Locally Aggregated Descriptors (VLAD) and Fisher Vectors (FV). BoW builds a
histogram counting the number of local features assigned to each codeword and,
therefore, encodes the zero order statistics of the distribution of local descriptors.
VLAD accumulates the differences of local features assigned to each codeword.
Finally, FV extends the BoW by encoding higher order statistics (first and second
order), including information about the fitting error [6]. In the present study, the
texture information is used to distinguish among the different elements present in
each superpixel.

Fig. 8.3: A color composition scene of oak and eucalyptus canopies and its clusterisation with
k-means using 10 classes. Left: canopies of oak (on the left) and eucalyptus (on the right). Right:
clusterisation map using kmeams.

3. Classification. Once the spatial or texture features have been obtained, the final
operation is classification. Three supervised classification algorithms are widely
used, since they are fast and provide good results: SVM, KELM, and random
forest. In the proposed classification chain, the classification is performed at
superpixel level, that is, each superpixel provides a single input sample to the
classifier, which can be the average of the pixels in the segment or the texture
feature. A hierarchical scheme of three classifiers is used, since the separation
between vegetation species is especially complicated due to their similar spectra
and individual variability. First, a separation is made into two classes: vegetation
and the other. A second classifier identifies the different vegetation classes from

62



each other. Finally, a third classifier performs the separation of the different non-
vegetation classes. This is shown in detail in the diagram of Figure 8.1. In the
case when a CNN is used for extracting the textures, the same CNN performs the
classification process.

8.3 Dataset description

With the objective of monitoring the interaction of the masses of native vegetation
with artificial structures and river beds, eight locations in Galicia were studied [2].
They were selected based on the presence of native vegetation, eucalyptus, and pines.
The native vegetation, that populates areas near the water streams due to its ability to
survive under unstable water conditions, includes oaks, birches, alders, and willows.
Different artificial structures are also present and are identified: rooftops covered by
tiles, some concrete structures, asphalt roads, stone structures, and bare soil roads.
These locations correspond to portions of the rivers Oitaven, Xesta, Eiras, Ermidas,
Ferreiras, Das Mestas, Mera, and Ulla.

The datasets were captured by the MicaSense RedEdge multispectral camera
mounted on a custom UAV. Its five discrete sensors provide spectral channels at
wavelengths of 475 nm (Blue), 560 nm (Green), 668 nm (Red), 717 nm (Edge), and
840 nm (NIR). Each flight captured data over long distances at a height of 120 m,
with a spatial resolution of 10 cm/pixel. Each dataset was built as the orthomosaic
of the frames captured by the UAV, each of which is of size 1280 × 960 pixels. The
flights were conducted during the summer months of 2018, 2019 and 2020.

The location as well as the relevant classes to be considered in the reference
classification maps were selected with the collaboration of the local agency involved
in the watershed management of these rivers, Augas de Galicia. The construction of
accurate reference data was a long-term process involving these forestry experts and
the authors of the paper. Some of the images and the corresponding reference maps
can be seen in Figure 8.4 while the characteristics of the eight datasets are detailed
in Table 8.1.

8.4 Results and analysis

This section contains information about the experiments, the classification results
obtained and their analysis. The experiments were carried out on a PC with a dual-
core Intel Pentium G3220 at 3.00 GHz and 8 GB of RAM. The code was written in C
and compiled using gcc under Ubuntu 20.04. CNN code was compiled in CUDA and
executed on a NVidia GeForce GTX 1050 GPUwith 2 GB of memory. Classification
results in terms of Overall Accuracy (OA), Average Accuracy (AA), and execution
times are presented. The proposed classification chain was run on the eight datasets,

63



Fig. 8.4: Some of the multispectral datasets used in the experiments. Color composite and reference
data for the Oitavén, Xesta, Eiras and Ermida datasets, respectively.
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Table 8.1: Datasets used in this study. The “Pixels” column indicates the number of data values in
the dataset, while the “Superpixels” column indicates the number of superpixels containing data
values, those that are available in the reference data, and those used for training, corresponding to
15% of the total.

Dataset Size Pixels Superpixels

Oitaven 6722×6689
(760×760 m2) 22.04M 78383/21650/3242

Xesta 17202×3848
(1945×435 m2) 40.00M 149727/61394/9207

Eiras 18221×5176
(2260×660 m2) 38.35M 142110/15435/2309

Ermidas 18972×11924
(2190×1390 m2) 65.56M 248742/23188/3474

Ferreiras 9219×9335
(740×750 m2) 40.19M 156331/54564/8181

Das Mestas 9040×4915
(920×510 m2) 27.17M 107979/39229/5882

Mera 22116×10718
(2770×1370 m2) 99.24M 397799/59989/8995

Ulla 16555×4220
(1420×380 m2) 46.01M 197094/1461/217

classifying superpixels corresponding to vegetation and non-vegetation elements
into ten classes.

8.4.1 Alternatives for the different steps

The aim of the first set of experiments is to analyze how the different alternatives for
the different steps of the classification chain influence the classification accuracies
and the execution times. Table 8.2 shows the results of the available alternatives for
each module using the Oitaven dataset with 15% of training superpixels. The best
accuracy results were obtained for the WP (waterpixels), GMM, FV, and KELM
algorithms, which are considered the base chain. The rest of the measurements were
taken substituting the indicated algorithm in the base chain.

A detailed discussion or the results presented here is avaliable in [4]. Here,
we only highlight the most relevant observations. When superpixel algorithms are
applied, the parameter indicating the side length of a segment is very relevant as
the assignment of pixels to superpixels depends on the structures of the image. For
the images in our experiments, a side length of 20 pixels was selected. SLIC and
waterpixels were selected due to specially low execution times but they tend to
over-segment the image, so a post-processing of the segments is applied in order to
achieve segments of a minimum of 100 pixels.
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Table 8.2: Classification accuracies and execution times obtained by the different algorithm al-
ternatives for each module. The Oitaven dataset and 15% training superpixels were used in the
experiments.

Step Algorithm OA AA
Superpixel SLIC 91.75 83.56

WP 93.03 87.18
Texture None 82.71 71.86
Codebook kmeans 91.81 84.72
Generation GMM 93.03 87.18

None 82.71 71.86
Texture BoW kmeans 82.39 72.16
Feature BoW GMM 80.12 62.99
Encoding VLAD 91.81 84.72

FV 93.03 87.18
SVM 92.51 86.00

Classifier KELM 93.03 87.18
RF 86.48 75.62
CNN 88.93 80.08

Regarding the texture codebook generation process, the best results were obtained
by the GMM clustering algorithm, followed by kmeans. GMM builds the codebook
from the pixel values using Gaussian distributions that take the mean and deviation
as parameters, while in kmeans the codebook is generated taking into account only
the cluster centers. Therefore, kmeans only considers spherical clusters, while GMM
can be adjusted to elliptic clusters. Regarding computational cost, in all the cases not
all the pixels of the dataset were considered for this process.

For the texture feature encoding, four algorithms were considered: BoW kmeans,
BoW GMM, VLAD, and FV. FV not only accumulates the differences of local
features assigned to each codeword (first order statistics), as VLAD, but also second
order statistics. Encoding a larger amount of information increases the accuracy of
the classification, but it also increases the execution time. This is the reason for its
best results in terms of accuracy but not in terms of time, as shown in the table.

Finally, for the classificationmodule, four algorithms were tested: SVM, KELM,
random forest, and CNN. The best results were provided by KELM and SVM. These
two classifiers are kernel-type algorithms that map the data to a larger feature space.
In our experiments, an RBF kernel with γ = 5 and C = 16 was used for both
classifiers. CNN does not require the texture generation and encoding modules, but
due to its computational requirements the execution was carried out on a GPU. In
our case, the CNN is composed of a convolutional layer and two directly connected
layers. For the convolutional layer, five filters of size 28 × 28, max-pooling of factor
2 and sigmoid activation function were used, while the directly connected hidden
layer contains 100 neurons and sigmoid activation functions. The precision values
obtained by the CNN are not remarkable since this type of algorithms require a fairly
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large training set to provide good results. Regarding the execution times, the best
values were obtained by SVM followed by random forest.

8.4.2 Results for the best configuration

In table 8.3, the results for the proposed classification chain running on the eight
datasets are shown. Two types of chains were considered: the one with the best
classification accuracies, and a deep-learning one. The chain with better accuracy
from the different options discussed in the previous section isWP+FV+KELM,while
the deep-learning chain consists of WP+CNN. Table 8.3 shows the classification
accuracies and execution times obtained for each chain. The average accuracies for
the eight datasets were AA=92.65 and OA=80.39 for the most accurate chain, and
AA=89.67 andOA=73.45 for the CNN chain. Regarding execution times, the average
values were t = 735, and t = 484 seconds, for the corresponding three chains.

Table 8.3: Classification accuracies and execution times obtained by algorithm chains: high accuracy
(WP+FV+KELM), and deep-learning (WP+CNN). Results are for 15% of training superpixels and
execution times displayed in seconds (t∗ indicates that the CNN was run on a GPU).

WP+FV+KELM WP+CNN
Dataset OA AA t OA AA t∗

Oitaven 93.03 87.18 217 88.93 80.08 224
Xesta 96.18 81.88 701 94.47 73.17 573
Eiras 94.45 77.58 330 91.45 62.84 236
Ermidas 94.76 87.42 981 92.11 82.27 635
Ferreiras 90.27 74.69 705 86.53 68.75 541
Das Mestas 89.27 82.35 381 86.06 75.39 378
Mera 87.65 63.98 2312 82.19 54.97 1185
Ulla 95.56 88.04 250 95.61 90.10 103
Average 92.65 80.39 735 89.67 73.45 484

8.5 Discussion

The problem analyzed imposes some limitations to be considered. In this case only
multispectral information was available and it has not been possible to use the canopy
height model. In addition, the spectral ranges of the different tree species are very
similar and overlap. In small scenarios, these issues could be compensated with very
high resolution, but this is hardly applicable to the large areas that we have in this
case.
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Taking these limitations into account, a classification based on textures has been
used in this study. Although the canopy structure of the different native species
(alders, willows, birches, oaks, etc.) is very similar, they are easily distinguishable
from pines and eucalyptus. This facilitates the identification of the areas occupied
by these invasive species. It was necessary to carry out field visits to identify the tree
species and build the reference maps.

In relation to the detection of the river course in the images, it must be taken
into account that often the vegetation in the riparian zones of Galicia completely
hides the river when viewed from above. Additionally, in summer, some parts of
the river dry up and leave rocks or bare soil uncovered. In such cases, the river
channel appears fragmented. To solve this issue, algorithms for the repair of partial
occlusions in topographic data could be added. The method used in this work has
the advantage of ease of implementation and low cost, since medium-sized UAVs
and multispectral sensors can be used. The algorithms used have been selected for
their favorable relationship between precision and execution time. It should be noted
that some parameters could be adjusted to improve accuracy or speed, but not both.

Aproblem that is common tomany remote sensing applications such as in this one,
is the scarcity of labeled samples. One possible way of mitigating the limitations of
remote sensing datasets is the use of deep neural architectures as classifiers [10, 11],
in particular, those approaches incorporating data augmentation techniques [12] or
those networks specially designed for performing data augmentation such as the
adversarial neural networks [13].

Different problems such as the application of transfer learning techniques for
extending the applicability of the classification models to other rivers not considered
yet, need to be tackled. We also face the next stage, that will require the analysis of
new images of temporal series of images of the same areas, change detection analysis
for tracking the watershed evolution.
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Chapter 9
Capturing Ready-Mix Concrete Operational
Workload: A Case Study

Pablo Cleveland

Abstract Ready-Mix Concrete industry, among many others, suffer from overbook-
ing. In this work, we propose a heuristic approach to measure the impact a new order
has on the operation workload.

9.1 Introduction

Ready-Mix Concrete is a perishable product, meaning there is a time window within
which the product must be delivered. Generally, the orders are structured in dis-
patch trains which must respect a spacing time between them (established by the
client), this further increases the strain on the operation. On top of that the distri-
bution of daily demand presents pronounced peaks and valleys, which affects the
size of the required fleet and the periods with idle resources, respectively. All of the
aforementioned factors make for a very complex and challenging decision-making
environment.

One of the biggest problems they have to face on a daily basis is overbooking,
which happens when more dispatches than those that can be processed (without
incurring in delay) are scheduled. Overbooking generates operational inefficiencies
that companies commonly pass on to the customer through prices. In general, 2
strategies are used, namely, increasing all prices, and raising specific prices. On the
one hand, applying a general price increase, although simple to put in practice, this
ends up penalizing all customers equally regardless of whether they formed part of
the cause of the inefficiency, this grants the competition the opportunity to offer a
better price which may cause some customers to flee. On the other hand, applying
a penalty to specific prices based on behavior projections using historical data can
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Industrial Engineering Department, Universidad de Chile, Santiago, Chile e-mail: pcleve-
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help to deliver a fairer treatment to customers. Other penalties used that are worthy
to take into account are: penalization based on the proximity of purchase to the due
date (e.g. concert tickets and airplane tickets) and the application of cancellation fees
(e.g. some airlines keep a percentage of the price paid when making a cancellation).
Also worthy of note is the tendency in e-commerce environments to adopt a dynamic
pricing strategy, i.e. a making the price flexible and responsive to market demands.

In this work, we propose a heuristic approach to measure the increase of strain on
the operation caused by the incorporation of a new dispatch train onto the current
schedule. Obtaining this is essential to build a dynamic pricing strategy based on
operational workload. In consequence, this strategy can then be used to tackle the
problem of overbooking by discouraging its occurrence by presenting the customer
with prices that take into account the consequences of his choice to the operation.
This strategy possesses the following advantages: it naturally rewards clients who
make purchases with anticipation, it fairly transfers the extra cost to the actor that
generates the disruption, and by presenting several differently priced options to the
consumer it accommodates both, clients that have an inflexible willingness to pay
but are willing to adapt to another option and clients that don’t mind paying extra for
maintaining their original plan.

The organization of the rest of this paper is as follows. The next section explains
the problem of the study case and its context. Section 9.3 provides the relevant liter-
ature with respect to the usual models used to deal with scheduling daily dispatches.
Section 9.4 details the proposed heuristic. Finally, in section 9.5, conclusions and
future work are presented.

9.2 Problem Description

The data used in this work was provided by a Ready-Mix Concrete Industry in Chile.
They manufacture and dispatch of various types of concrete, having to coordinate
trucks and depots to deliver the orders of their clients within the requested times (see
Fig 17.1). It is worthy of mention that concrete has specific constraints regarding its
delivery to clients, due to its perishable nature. For example, the truck cannot unload
the product before the requested time, however it is possible (but undesirable) to
start the unloading process late (within a given maximum delay). Also, there must
be a separation time between two consecutive truck unloads of a given order. The
problem that must be addressed consists of obtaining a schedule for every dispatch,
where in order to be able to start, both, depot and truck must be available, and
time windows of delivery must be respected, meanwhile attempting to minimize
the total weighted delay. This is then used to determine the operational strain in-
crease (in operational workload) by simulating the incorporation of a new dispatch
train to the pre-computed schedule. This is done for each time block to form a grid
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that reflects the different impacts depending on the time of insertion of the new order.

9.3 Related Works

Scheduling models are often used for computer and manufacturing processes [6]. A
comprehensive explanation of scheduling models in general it is suggested to see
the works of Pinedo et al. [21], Leung et al.[15]. Also, it is recommended to check
Allahverdi et al. [2] where a comprehensive survey of scheduling problems with
setup times is provided and is further expanded in their posterior works in [3] and
[1].

There are many applications where scheduling models are useful, so its conve-
nient to classify the problems that are tackled in the literature to better understand
the different branches scheduling problems can be grouped in.

First of all, a distinction can bemade between deterministic and stochastic schedul-
ing. In the former all attributes are knownwhile in the latter one ormore attributes are
uncertain. Although, as noted by Liu et al. [16], most stochastic scheduling works
focus on the case where job processing times are uncertain, there are also works
that deal with random due dates (e.g. Wu and Zhou [23]), random job arrival (e.g.
Megow, Uetz and Vredeveld [19]), uncertain release times (e.g. Liu et al. [16]), and
stochastic machine breakdowns (Gu et al. [12], Zhou and Cai [25]). However, from
here on we focus on deterministic scheduling.

According to Koulamas [14], the key components of deterministic scheduling
problems are: machine configuration, job characteristics and the objective function.
Moreover, considering the work done by Edis, Oguz and Ozkarahan in [10], we
should also add whether the possibility of additional resources is included. On this
last subject it is advised to view the work done by Blazewicz, Brawner and Finke in
[5] where they deal with discrete resources.

Firstly, considering machine configuration, previous work can be first classified
into single machine andmultiple machine problems. Themultiple machine problems
branch can be further subdivided according to the layout of the machines into
serial and parallel machines. As an example of parallel machine scheduling problem
(PMSP), the work of Balin [4] can be examined. Balin studied the PMSP with fuzzy
processing times, presenting a robust genetic algorithm approach within a simulation
model that minimizes the makespan and comparing its results with those obtained
by the use of the longest processing time dispatching rule.

Furthermore, within the parallel machines layout we can distinguish the cases
of identical, uniform, and unrelated parallel machines. The first accounts for the
case where the processing time of a job is the same regardless of the machine it
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is assigned to. The second refers to when the processing time of a job on a given
machine is obtained by the machine’s speed factor. The last represents the more
general case where processing times of jobs on different machines need not be the
same. An example of this last case can be found in [24], where Zhang, Wang and Liu
take on the unrelated parallel machine scheduling problem (UPMSP) with variable
job processing times taking into consideration learning effect, deteriorating jobs and
controllable processing times simultaneously. For a more detailed description and
classification of PMSP it is suggested to see the review published by Cheng and Sin
in [9] and for a review on PMSP with additional resources see the work of Edis,
Oguz and Ozkarahan in [10].

Secondly, regarding the objective function, most works minimize the makespan,
while some other works use a multiobjective approach like Tamaki et al. in [22]
where the performance criteria is a weighted sum of the makespan, the mean late-
ness, and the maximum lateness. Fewer papers tackle other objective functions like
the number of tardy jobs, total tardiness, lateness, or the total absolute deviation from
due dates, among others. Hence, some researches have made attempts to consolidate
works regarding a particular performance metric to speed up the reviewing step
of researches. For instance, Koulamas [14]) presents a survey of the total tardiness
problem (while also providing 2 new heuristic for the single machine case and for the
parallel machine case respectively). In this research, we choose the total weighted
tardiness as the performance measure.

For instance, Tamaki et al. in [22] study a problem of the UPMR class in a plas-
tics forming plant. The additional resource constraints correspond to the use of dies
that in combination with the machines determine the production speed. They apply
search methods such as simulated annealing (SA), genetic algorithm (GA), local
search (LS) and random search (RS) to a binary representation of feasible schedules
in order to obtain satisfactory solutions. Making a binary representation of schedules
proved to be the key to being able to apply search methods to scheduling problems.

Improving on the work by Tamaki et al. [22], Jeng-Fung [7] proposed a heuristic
procedure to obtain schedules that greatly outperforms the best of the search meth-
ods, SA, both in solution quality (regarding the performance metric) and runtime.
On average, it accomplished a reduction of 11.18% for the performance metric value
(makespan) and a 96.03% reduction for runtime.

Chen and Wu in [8] present a heuristic approach based on threshold-accepting
method, tabu lists, and improvement procedures to obtain solutions when the per-
formance metric is the total tardiness. They achieve competitive results with this
approach capable of obtaining optimal solutions for small instances. Computational
results show that this approach also outperforms Tamaki et al. SA method in both
solution quality and runtime.
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In [11], Fanjul-Peyro et al. study the unspecified dynamic unrelated parallel ma-
chine scheduling problem with additional resource and present 2 models UPMR-S
and UPMR-P, and also provide three matheuristic strategies that are able to outper-
form the MIP models on medium sized instances. Their novel model UPMR-P is of
particular interest because it is able to dispense of the time index which makes for a
more efficient approach.

On a different note, there are some other works that are of interest to our research
that do not fall under the category of UPMR scheduling problem. On the one hand,
there are some niche models for the ready mixed concrete dispatch problem like the
one presented in the works of Maghrebi et al. [20, 17, 18]. The RMC dispatching
model depicts depots and customers as nodes and a delivery is depicted as an arc,
this formulations resembles ours in this aspect. In [20], they compare a robust ge-
netic algorithm (Robust-GA) and a column generation scheme (CG) as means to
obtaining solutions for this model. They found that CG finds better quality solutions
but Robust-GA is 40% faster. While in [17] they propose a Benders decomposition
scheme and report results from a real instance. Lastly, in [18] they propose another
column generation scheme this time for large-scale problems.
On the other hand, Khatami and Salehipour [13] study the problem of coupled task
scheduling considering a single machine. They were able to obtain optimal solutions
for small instances and also proposed a heuristic that obtains good solutions for
instances where optimal solutions can not be obtained.

9.4 Solution Approach

Among the literature the family of models that resembles the problem characteristics
the most is the UPMR, although there are some differences. Thus, in our heuristic
algorithm we model the problem in a similar fashion. The proposed algorithm goes
as follows:

Data: DispatchData, NewOrder
Result: Strainsdict
BaseStrain← UPMR(DispatchData)
for d in Days do

for hblock in HourlyBlocks do
NewData← Joindata(DispatchData,NewOrder, d, hblock)
NewStrain← UPMR(NewData)
Strainsdict (d, hblock) ← NewStrain − BaseStrain

end
end

Algorithm 1: Strain Grid Algorithm
Algorithm 1 recieves as input thge information of a set of dispatches and a new

order to be inserted to the schedule. It starts by computing the base operational strain
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by solving the UPMR model over the set of dispatches without considering the new
order. Then for each possible insertion hour the algorithm solves the UPMR model
with the extended dispathces set. It ends by returning a grid containing the strain
increase for each of the possible insertions hours for the new order.

In Fig. 17.2 we show the results of applying the algorithm to a certain week of
data. The results are scaled in order to respect the company’s requests with regards
to data usage.

9.5 Conclusion

The proposed solution approach returns an approximation of the additional strain
generated by the incorporation of a new order to a established set of orders. The
resulting grid can be used as guidance for pricing strategies that take the operation
conditions into consideration.

Future work should focus on developing a strategy to convert a grid of increased
operational workload to a price grid. It is also necessary to generalize the existing
scheduling models to adapt to the case where several types of parallel machines
must be coordinated. Consequently, efficient solution methods for this new family of
models should also be researched.
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Fig. 9.1: Sketch of the the real-world case study.

Fig. 9.2: Scaled Operational Strain Grid
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Chapter 10
Simulation applications in production
management

A. Ruiz-de-la-Torre and J. Fernandez-Aguirrebena

Abstract This research presents the possibilities that simulations open in the man-
ufacturing industry, where a bibliographic analysis has been carried out. The main
objective of this study is to analyze the different main applications of simulation
in production management. The results contribute to four main areas: digital twin,
logistics, ergonomics and flow optimization and sizing among others. In all these
areas analyzed, it is highly reflected that a correct implementation of simulation and
its subsequent integration of virtual reality and augmented reality present major ad-
vances in production, enabling correct use of resources, machines and all operations
performed. Even so, simulation advances in the production area are evolving rapidly
and it will be of great importance to continue digitalizing and extending simulation
to other fields and areas in order to achieve better advances in the whole production
management.

10.1 Introduction

With the introduction of the Internet of Things, the industry as we knew it has
changed[12]. Today, in the wake of the new industrial revolution, the digital world
is becoming more important, not only for collecting data, but also for determining
how the real world works.

We have all heard of virtual reality or the simulation of reality. Thousands of
applications have been developed, in many fields, to simulate reality. For industry,
especially in production management, process simulation is not only a technological
advance, it is a resource that solves many areas of opportunity[11].

The simulation of processes or industrial processes is not new, but today, along
with Industry 4.0, the method for setting them up has changed. A process simulator
is a kind of digital or virtual model of any manufacturing process. This digital model

University of the Basque Country UPV/EHU, Faculty of Engineering, Departament of Industrial
Organization, C/Nieves Cano, 12. 01006 Vitoria-Gasteiz, Spain
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or twin is made out of various elements that are intended to manufacture a certain
product.

Thanks to this detailed design of the digital world, production is more efficient
in time, resources, accuracy and safety[7]. Because areas of opportunity may be
identified ahead of time, themargins for mistakes are greatly decreased. Additionally,
because the process simulator multiplies the calculations, future projections in many
different fields are achievable[8].

Simulation can now be used to gain a variety of advantages and benefits in
production[1,9,11]. Particularly noteworthy are:

• Decision support system and allow decisional alternatives.
• Cost savings.
• Improved performance associated with technological investment.
• Environmental benefits, reducing emissions
• Detecting and responding to opportunities or threats in the market
• Design, creation, and constant optimization of industrial plants.
• Improving production times.
• To have a preliminary view of possible work strategies and to study them.
• Simulate the use of automated machinery and work equipment.
• Model breakdowns of machines and other equipment.
• Design preventive maintenance patterns.

Simulating mitigates many risks. Manufacturing industries lose a lot of resources
every year in mechanical and strategic defects[2]. A simulation platform can ensure
the smallest detail from start to finish guaranteeing efficient production.

The use of simulation processes will become more and more common, being
essential their use for nowadays increasingly competitive environment. In this article,
we will take a closer look at the most commonly used applications in production
management.

10.2 Applications of simulations

The purpose of the study is to analyze different applications of simulation technology
in industrial plants, implemented and connected to productionmanagement field (See
Figure 1).

10.2.1 Digital twin

Before introducing the term digital twin, so widely used since the emergence of
Industry 4.0, it is important to point out that there is a variety of definitions in the
academic literature. Starting with the first definition developed by NASA in 2010,
"An integrated multi-physics, multi-scale, probabilistic simulation of a vehicle or
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Fig. 10.1: Application of simulation in production (Source: Own elaboration)

system that uses the best available physical models, sensor updates, fleet history,
etc., to mirror the life of its flying twin. It is ultra-realistic and may consider one
or more important and interdependent vehicle systems". In this article, we focus on
more current definitions such as "Digital representation of a real world object with
focus on the object itself" or "The simulation of the physical object itself to predict
future states of the system".

Actually in production the use of the digital twin is becoming more and more
widespread thanks to virtual reality, where mainly a safe experimentation environ-
ment is achieved that, anticipating reality, transformation processes can be applied
to improve efficiency and productivity, reducing costs and improving products and
processes in the life cycle of the entire product [10] (See Figure 2).

Fig. 10.2: Digital twin to support the whole product life cycle. (Source: Saracco, 2019)
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The training of employees is also being widely used due to the use of the digital
twin in the industry. Through various sensors and programs, it is possible to correctly
train employees in the tasks they perform in order to maintain efficiency at standard
levels and reduce defective parts by interacting with the digital twin, especially in
the initial stages interaction with the production line.

10.2.2 Logistics

Due to globalization and the volatility of demand, produced by constant changes in
suppliers and customers, supply chains in the logistics world that directly impact in
production are becoming more complex every day. New technological advances in
simulation and their subsequent digitalization through virtual and augmented reality
are becoming key factors. The most prominent applications are presented in the
following Table 1 [3]:

Table 10.1: Applications on augmented & virtual reality in logistics (Source: Damiani et al., 2018)

10.2.3 Ergonomics

Ergonomic issues represent one of the main factors characterizing the manufacturing
working environment. Indeed, in addition to designing a production system according
to an ergonomic approach, the working activities need to be continuously monitored,
especially when the volume of production varies, causing changes in cycle time and,
consequently, changes in working tasks and workload. [5]
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Within the scope of this multidisciplinary integrative science focused on the user,
it is necessary to contemplate the study of the complex interactions that can occur
between humans and other humans, the environment, products, equipment, Etc.

Simulation in this field is being of great help in studying and analyzing the
following applications[6]:

• Working postures.
• Material handling.
• Repetitive movements.
• Work-related musculoskeletal disorders.
• Workplace layout.
• Work organization.
• Safety and health.

10.2.4 Optimization and flow dimensioning

The problem of correctly sizing the resources of a production system is not a simple
task as has been widely encountered in literature and in practice. When talking
about limited resources, it is not possible to advance with trial and error, therefore,
modeling production plants for subsequent cost analysis is a very attractive scope for
a correct management of resources in production [4]. In addition to the simulations
indicated above, flow sizing optimization is an application in constant use by all
manufacturing industries.

10.3 DISCUSSION

With the irruption of Industry 4.0 and the new emerging technologies, industry is
changing radically and consequently the way of managing production as well.

There are many resources and areas related to production, which are difficult to
control and even more difficult to control how our production processes and the
resources involved, both machines and humans, will behave. In this sense, as has
been exposed in the document, simulation will have endless opportunities where its
integration and implementation is key in different applications.

In addition, it is important to emphasize that this digitalization through simulation
and virtual reality helps to face reality in a closer way, where it will be of great
importance to invest time and focus on existing simulation applications as well as
new applications pending to be developed in the production environment.
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Chapter 11
Retrofit Facility for Battery Optimization
Management Research

Felipe A. Nunez-Donoso 0000−0001−7564−5522, Jose Manuel Lopez-Guede
0000−0002−5310−1601

AbstractAChilean college experience is a contextual analysis by laying out another
lab for e-versatility examination and professional exercises. The creators present the
assorted commitments to a general energy productivity methodology from the elec-
tive utilization of another sort of college office. Energy effectiveness calculations are
carried out on battery the executives’ frameworks of changed over electric vehicles
for neighborhood last-mile conveyance administrations. Equal research center exer-
cises have assisted with seeing the significance of direct association in intellectual
and nearby business joining.

11.1 INTRODUCTION

Albeit the electric vehicle was created in the last part of the 1800s, its improvement
could not contend with the interest in gas-powered motors energized by the vigorous
oil industry that overwhelmed the following hundred years. Its essential disservice
was the restricted reach presented by the batteries and charging choices of the
time. Various ineffective endeavors to restore the electric vehicle followed until the
mid-1990s, when new lithium-particle-based science arose essentially lighter and
more remarkable than the lead-corrosive batteries spent up to that point [1]. This
innovation empowers the improvement of more impressive and proficient vehicle
models.

Since 2011, multiple million electric vehicles have been sold worldwide, with
China, the US, and Japan representing the more significant part of this interest.
Electric vehicles ought to turn into the global norm in providing new vehicles by
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2030 [2]. Different countries and organizations are steering steps toward this path:
Manufacturers, for example, Volvo, declared that they would never again deliver
vehicles involving petroleum or diesel as their only fuel from 2019 [3]; European
urban areas fixed traffic limitations for the focal point of their urban areas except
for electric vehicles and proposition motivating forces, for example, free leaving for
them [4]; and nations like Norway, UK and France plan not to acknowledge the
commercialization of inside burning vehicles from the year 2025, 2040 and 2040
individually [5].

Fig. 11.1: Global EV sales growth in last decade [6].

11.2 CONVERGING OBJETIVES

According to the Chilean Ministry of Energy (MEC), over 300 electric cars have
been added to the Chilean vehicle fleet by 2017. It is estimated that there will be
nearly 5 million electric vehicles in the country by 2050, representing 40% of the
total market. The MEC presented its electric mobility strategy for Chile in August
2017 [7] to drive this technological growth. Its goals include

• reducingCO2 emissions tomeet the international obligations of the signed climate
protection policy,

• promoting energy efficiency and the set energy-saving targets, and
• making the transport sector more competitive.
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The transport sector is a relevant player in the national economy, accounting for a
third of the country’s energy consumption and 20% of its CO2 emissions [8].

As per the Chilean Ministry of Energy (MEC), north of 300 electric vehicles has
been added to the Chilean vehicle armada by 2017. It is assessed that there will be
almost 5 million electric vehicles in the country by 2050, addressing 40% of the all-
out market. The MEC introduced its electric portability system for Chile in August
2017 [7] to drive this innovative development. Its objectives incorporate diminish-
ing CO2 emanations to meet the global commitments of the marked environment
insurance strategy, advancing energy productivity and the set energy-saving targets
and making the vehicle area more serious. The vehicle area is a significant player in
the public economy, representing 33% of the country’s energy utilization and 20%
of its CO2 emanations [8].

This work seeks the assembly of new advances and scholarly projects. As quality
exploration subsidizing is scant in emerging nations, it is of central interest to make a
great illustration of different positive results from a solitary financing authority. The
introduced scholarly encounters should fill the exploration need and, by implication,
reach out to proficient execution and local area manageability programs. This paper
sums up the exploration offices and the principal exercises coming about because
of the preliminary examination work on EV retrofits and the battery proficiency of
the executives. From that point onward, extended scholarly utility is shown through
standard profession programs, supplemented by the understudies’ close cooperation
in the examination research facility.

11.3 PROBLEM SOLVING

The limits of independence are as yet expected to be met for the business utilization
of electric vehicles. Once more, the energy stockpiling innovation in batteries should
be improved for the conveyance of items and administrations on these vehicles to be
dependable.

The item conveyancemarket has developed consistently since web-based business
in the last part of the 1990s. Web organizations like eBay or Amazon have become
quicker than retail goliaths like JCPenny or Walmart, which base their business on
the crowd entering their stores in shopping centers [10]. The new plan of action of
these arising associations relies upon tremendous circulation places and the resulting
appropriation of their buy solicitations to far off beneficiaries. These organizations
have an advanced plan of action, however their dispersion and conveyance organiza-
tion to the end client, known as Last-Mile Delivery (LMD) isn’t completely tackled
at this point. Their endeavors to get packages to their clients inexpensively via mail,
hikers, bikes, and different means, for example, flying robots are notable, in any
event, offering free delivery as an optimal deal.

The primary advances in electric vehicles deals have been focused on traveler
or sports vehicles, drove by the American organization Tesla. This organization
has demonstrated starting around 2008 that, an electric vehicle can be a favored
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choice over a gas-powered motor vehicle, inciting the other makers to contend in
this fragment and shield their pieces of the pie [11]. In any case, the deals of
heavier vehicles are gradually developing behind. In this fragment of light cargo
vehicles, lies a chance for innovative work. At long last, there is an association
among electromobility and LMD as a future chance for Chile’s vehicle industry.

11.4 LOCAL RESOURCES

The absence of specific HR is one of the primary impediments to creating and
benefiting from this chance for Chile’s investment in this developing business sector.
Transport vehicles are complicated apparatus in their plan, assembling, and support.
Another metropolitan framework is related to the presentation of electromobility in
the auto market. So, the market and society are not yet ready for the rising interest
in electric vehicles.

There is anything but a current car fabricating industry in Chile. There are unfa-
miliar get-together plants in Latin America that need extreme human preparation and
innovative experience, aggregated more than a hundred years of improvement from
European and North American brands [12]. This absence of Chilean information in
the auto business addresses a critical hindrance to the section that can be presently
tended to by neighborhood advanced education schools, with demonstrated R&D
ability to review and carry out these innovations to close existing holes in their
understudies.

Specifically, the University of Chile (CHILE) presents ten years of exploration
on energy capacity issues with versatile and fixed applications. Then again, the
INACAP Technological University, with its coordinated arrangement of Technical
Training Center and Professional Institute, with over forty years of preparation in
the car support industry. Both perceived colleges can each cooperate in their space
of hypothetical and pragmatic improvement on a logical and specialized research
project to advance electromobility in Chile [13]. Likewise, the two establishments
marked a self-obligation to electric versatility and the MEC, which is re-established
every year.

These scholarly groups from CHILE and INACAP can address the electromobil-
ity theme through research on energy capacity in its batteries as a component of the
LMD plan of action. Given the condition of charge of the battery and the support
of its utilization time, through an armada, the board framework for electric vehi-
cles empowers the enhanced conveyance of items. Another workroom is expected
to oblige the examination group and gear at the Osorno INACAP grounds. Each
square foot of property is sought after in an all-around packed building. Standard
homerooms and labs for understudies are essential for the establishment. In any case,
this administration-supported research project, joined by massive speculation from
conspicuous nearby business firms, put suitable accentuation on looking for the ideal
area.
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Carrying out an e-portability standard lab addresses a vast improvement and
challenge to the customary office [14]. The new office is essential for the Automotive
scholastic field currently present nearby, in standard gas-powered motor support or
auto mechanic’s shop. A piece of the new lab comprises an encased space with
new electrical instrumentation for battery the board and DC frameworks, detached
devices, a vehicle lift crane, and different instruments, as in figure 2 shown. As per
neighborhood norms, security rules are executed with outlined regions for electrical
and mechanical techniques. While working with electric battery charging stations
and raised vehicles, wellbeing methodology is a critical concern while working with
understudies.

Fig. 11.2: Electromobility research laboratory.

Fig. 11.3: Electric car retrofit process.
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11.5 ONGOINGWORK

Colleges in Chile carry out electric transportation themes in their undergrad and post-
graduate projects. The understudies’ developing interest in environmentally friendly
power sources and uses, which are essential for Chile’s monetary procedure [9],
fills in as a future reason for growing new neighborhood information on energy
proficiency strategies and feasible vehicle.

This new system for executing scholarly examination, pointed toward receiving
however many comparative rewards as could reasonably be expected from a special
open door, hasmade a beginning stage for formal investigations on electric versatility.
For this situation, INACAP is sending off new vocation courses spent significant time
in electric versatility, and this task surely assists with setting its very own illustration.

This undertaking suggests beginning conversation starters for conceivable un-
derstudy research subjects on charging frameworks for electric vehicles through
sustainable power lattice associations in other related regions. Automobile fabricat-
ing methods by changing inward burning over completely to electric vehicles (Figure
3) and natural procedures executing e-portability are valuable yearnings for dirtied
urban areas like Osorno

11.6 CONCLUSIONS

The paper introduced addresses business related to a nearby accomplishment of a lit-
tle college grounds in the southern piece of Chile in understanding numerous advan-
tages from a solitary subsidizing an open door. In a concentrated nation where most
speculations are made in Santiago, the capital of Chile, the included venture helps
set an illustration of energy-proficient innovation rehearses. With an e-portability
lab execution in an unassuming community that could somehow, or another have
not been the best option. This execution might be applicable to the neighborhood
economy and general local area, who could feel nearer to the advantages of future en-
vironmentally friendly power frameworks connected with e-versatility undertakings,
for example, sunlight based, wind, and battery stockpiling frameworks.

Proceeding with training in innovative fields is currently a reality for far off
understudies. Corresponding exercises got from an administration supported venture
might help advanced education foundations. Prepared employees, who approach
subsidizing for state-of-the-art innovation research on energy-related issues, give a
wellspring of financing to institutional financial backers and new offices.

To act as an illustration of a drawn-out scholarly system, the future exercises of
the new lab might relate to exploration and understudy work programs. Extended
research subsidizing in cutting edge regions for unassuming community scholastic
establishments is vital for non-industrial nations. Nearby organizations intrigued
by hardware productivity and environmentally friendly power hotspots for modern
cycles or vehicle transportation are presently a nearer reality.
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Chapter 12
Motivating Artificial Intelligence and Natural
Computation Students with NetLogo

P. B. de Moura Oliveira, E. J. Solteiro Pires, and M. S. Fraga

Agents become a mandatory topic in most artificial intelligence courses worldwide.
Introducing intelligent agents and multi-agent systems to undergraduate students
can be facilitated by an easy to use agent-based modeling and simulation tool.
This is the case of NetLogo. Also, in more specific postgraduate courses, such
as Natural Computation, NetLogo can be successfully used to model nature and
biologically inspired phenomena. This work reports two NetLogo case studies that
have been successfully used as laboratory assignments by undergraduates of an
artificial intelligent course and master’s students of a natural computation course.

12.1 Introduction

Living in the twenties in the 21st century, both teachers and students face new
challenges in the teaching/learning methodologies used. This century students are
quite different from the 20th century ones. However, it is well known that some
lecturers still teach with last century (and older) methodologies. Some of the key
questions currently faced by teachers are the following: How to increase students’
motivation? Which innovative teaching techniques and technologies to use? How
to increase students critical thinking? How to reduce student’s passivity in classes?
These questions concern teachers of different scientific areas, including computer
science. This article addresses the use of an agent-based modelling and simulation
software called NetLogo, developed by [1].

P. B. de Moura Oliveira, E. J. Solteiro
Department of Engineering, University of Trás-os-Montes and Alto Douro (UTAD), Vila Real,
Portugal

all authors
INESC-TEC Technology and Science, Campus da FEUP, Porto, Portugal {oliveira@utad.pt;
epires@utad.pt; milenesofiaa@hotmail.com}

95



NetLogo is a freely available tool [1] which has been applied in a wide range of
different domains [1] to model multi-agent systems. Examples of studies addressing
the use of NetLogo within the scope of the above stated questions are the follow-
ing: motivating students and increasing their participation based on participatory
simulation is reported in [2-4] as a form to actively involve students in the learning
process, by simulating complex dynamic systems; the encouragement of critical and
scientific thinking is addressed both for high-schools and undergraduate students
in [5, 6]; within computer science intelligent agents teaching and complex system
modelling and simulation [7-10].

In this paper, two case studies are reported: the first concerns a practical assign-
ment proposed to undergraduate students of artificial intelligent. This assignment
was proposed the year 2021-2022, relates to one of the first topics addressed in
this course: intelligent agents. The second case study addresses the modeling and
simulation of covid-19 virus (SARS-Co-V-2) using a multi-agent system. An early
version of this case study was proposed as a natural computation course assignment
in the 2019-2020 year. Since covid-19 appeared a myriad of techniques have been
used to modelled and try to forecast its spread. Examples of studies addressing this
problem using multi-agent systems and NetLogo are the following: the modelling of
the covid-19 transmission within facilities and evaluate strategies for its reduction is
addressed by [11]; the spread of covid-19 in Iran and China is addressed, respectively
in [12,13]; a study analyzing the effects of mobilities and travel is reported in [14];
effects of using masks and keeping the social distance to control covid-19 is reported
in [15]; the efficacy of measures to control the indoor virus transmission is presented
in [16]; the virus transmission in sports facilities is analyzed in [17].

12.2 Case Study I: Grass Planting Agent

The first case study reports an assignment regarding rational agents executed by
computer engineering undergraduate students in an artificial intelligence introduc-
tory course. The problem addressed is the plantation of grass if an empty field,
which represents the world. The machine planting the patches of grass is represented
by an agent, designated planter. The planter has two operating modes: planting and
maintenance. Initially he must plant all the field patches to obtain a perfect lawn.
The world origin and start position for the planter is defined as the left lower cor-
ner (see Fig. 1). From that position the grass can be planted by selecting several
modes (serpentine, strait ahead, etc.). Students should implement several planting
algorithms.The following premises/rules must be fulfilled:

• The field patches can have two states: not planted (represented by brown color) a
planted (represented by green color). • The planter heading direction can only be
directed to four angles: 0º, 90º, 180º and 270º.

• The planter can only perceive the single patch state located in front of it.
• The planter can only move one patch in each discrete time step (tick).
• In the planting mode, the planter can only plant over a non-planted cell.
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When all the field is planted the planter agent changes to a maintenance mode, with
the main task to repair damaged patches of grass. At this stage another specie of
agent is introduced: the mole. Moles can be introduced in the field in a random
location and with a random heading direction, manually by the user or automatically
following a probabilistic law. When moles appear in the field, they destroy the grass
in the respective patch where they are located. The following additional rules must
be fulfilled:

• The activity of moles is determined by a probability value defined by the user
using a graphical slider. As this probability value increases the more active should
moles be, circulating more in the field and damaging more patches.

• If the planter shocks with a mole in the same patch, the mole dies.
• If two moles move to the same patch a new mole may be born and inserted into

the field. Another variable defines the probability of two moles generating a new
one.

Besides implementing the proposed predefined protocol, which includes the interface
design and respective agent’s behavior programming code, students must propose
and implement alternative ideas for agent’s behavior. They can also include other
species of agents with different goals. Part of the grade obtained by students in this
assignment depends on the “novelty” associated with the variants proposed. Besides
the agent-based learning skills, the aim is to promote critical thinking. In total 90
students executed this assignment both in some laboratory classes and within their
individual study component. Students were organized in groups of two, and oneweek
after the deadline to conclude the assignmentmust deliver awritten report. All groups
performed a brief oral assignment defense to the teaching staff. As an example, a
screenshot is presented in Fig. 1, illustrating the graphical user interface developed
a group of students. The feedback received from students both in laboratory classes
and in the oral assignment defense was quite positive. Overall students were clearly
motivated to develop different agent behaviors.

Fig. 12.1: Screenshot of a graphical user interface developed by a group of students.
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12.3 Case Study II: Covid-19 Virus Spread Simulation

The second case study idea reported here started as a simple assignment protocol
proposedwithin a natural computation course and evolved into amaster’s dissertation
topic carried out by this paper third author. It is important to state that the students
background attending this course ranges from informatic engineering, biomedical
engineering and bioengineering, with diverse interests in terms of intelligent agents’
applications. The global objective of this work is to explore and develop multi-
agent models which can be used to simulate the Corona (SARS-Co-V-2) virus
spread, generally referred as covid-19 virus. The scenario can consider a small
village or a University population. Initially, there are two basic types of agents: non-
contaminated with covid-19 (represented with red color) and contaminated with
covid-19 (represented with yellow color). An illustration is presented in Fig. 2.

a) Initial situation. a) Initial situation. b) Evolution after 100 ticks.

Fig. 12.2: Covid-19 contamination evolution: case 1. Agents with no masks.

Adiscrete time-step (tick) can represent a day in the simulations presented. Differ-
ent model versions were developed with different complexity levels. The following
cases are reported here:

• Case 1: An agent is contaminated if it is in the same patch as a contaminated
agent. This case represents the almost total lack of information available to the
general population regarding the covid-19 spreading at the end of 2019 and early
2020.

• Case 2: there are three types of agents circulating in the world: non-contaminated
without mask (represented by red color); non-contaminated with mask (repre-
sented by blue color) and contaminated (represented by yellow color). This mod-
els the early 2020 months, with the recommendation adopted in most European
countries to use masks to prevent the covid-19 spreading.

• Case 3 (see Fig. 3): there are four types of agents circulating in the world: non-
contaminated without mask (represented with red color); non-contaminated with
a mask (represented by blue color), vaccinated (represented by green color) and
contaminated (represented with yellow color). This case corresponds to the sit-
uation in which a user defined population percentage is vaccinated. As it can
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be observed from the results presented in Fig. 3, the covid-19 diffusion curves
generated by this model are oscillatory with cyclic increases and decreases re-
garding the number of infected agents. The number of agents can be adjusted by
the user. In this case the number of initial agents contaminated was set to 20, the
non-mask agents were 400, the agents with masks were 2300 and the vaccinated
300. The probabilities of the different types of agents to be contaminated are the
ones specified in the slider presented in Fig. 3. Note, that a variable was defined
corresponding to the number of days that, without other complications, an agent
is considered seek with covid-19. This value can also be changed, has it has been
adjusted over time and it may differ from country to country (e.g. 7 days or 14
days). So, if a contaminated agent respects its quarantine period and keeps itself
isolated, the proposed models consider that it does not contaminate other agents
during that period. Also, another variable defines a time window corresponding
to the average number of days that an agent, after being infected with covid-19,
is considered immune. Thus, in this case, even if an agent is in the same patch as
another contaminated agent, it is not contaminated.

Fig. 12.3: Covid-19 contamination evolution: case 3. Agents with masks, no-masks and vaccines.
Evolution after 1 year.

12.4 Conclusion

Two case studies concerning the use in classes of participatory simulations involv-
ing multi-agent systems were reported. The agent-based modelling and simulation
environment used is the NetLogo. The courses in which these teaching/learning
experiment took place are artificial intelligence for informatics engineers under-
graduates’ students of and natural computation for master’s students. The results
obtained in terms of student’s engagement and active participation in mainly labora-
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tory classes, but also in theoretical ones, are quite positive. The feedback received by
students, mostly from oral statements and from statements included in pedagogical
enquires, confirms that students really enjoy using NetLogo. Regarding the grass
planting agent case study, presenting innovative variants to the original protocol pro-
posed by staff, motivated an interesting competition among students, which naturally
motivated them to work hard on the project.
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Chapter 13
Airplane Boarding Simulation using NetLogo

João Costa, Rodrigo Pereira0000−0002−6623−8084, E. J. Solteiro
Pires0000−0003−3224−4926 and P. B. de Moura Oliveira0000−0003−4283−1243

Abstract Airplane turnovers are one main worry for airline companies because they
can cost airline companies thousands of Euros and impact customer satisfaction due
to delays. Airplane boarding is one of the most critical events, and it is necessary to
have an appropriate boarding strategy to reduce boarding time. Several strategies are
used by companies, such as random boarding, boarding back-to-front, or boarding
by blocks. Other more efficient strategies exist but are difficult to implement in real
life. In this work, the most used strategies used by companies were simulated using
the NetLogo, a multi-agent system, to analyze and clarify the best boarding strategy
and compare it to one of many ideal boarding strategies Wilma. A scenario was
defined for a narrow-body airplane with one entrance with 24 rows and six seats
per row to analyze the boarding performance. Excluding unpractical strategies, the
random boarding strategy presented an efficient way of boarding passengers into the
airplanes requiring little support from staff.

13.1 Introduction

The airplane has become an integral part of our everyday transport. According to the
Federal Aviation Administration (FAA), there are over 20,000 commercial flights per
day in the US [4]. The competitiveness among Airline companies requires keeping
the airplanes running as long as possible. The boarding is an inevitable process set
that can influence the total time on the ground. Also, the passengers’ satisfaction is
closely associated with the boarding process, which in return, influences the business
strategy of airline companies [3]. Airline companies use several boarding strategies
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to board passengers, such as rear-to-front, Wilma (Windows-Middle-Aisle), random,
and blocks, among others [11]. In this work, some methods of boarding passengers
are studied using multi-agent systems (MAS) and analyzing them to identify the best
strategy to board an airplane that takes a minor time.

Intelligent agents are systems capable of automatically understanding and mod-
ifying their surrounding environment to find the best results. An agent is anything
that can perceive its environment through sensors and act upon the environment
through actuators [7]. Intelligent agents are commonly used to solve and analyze
optimization problems through MAS.

Some works addresses the boarding problem. Audenaert et al. [1] study the
boarding problem via multi-agent-based simulation considering several boarding
methods were studied, including some disturbances, such as passenger compliance,
passengers’ groups, and transit passengers. The strategies to board the airplane used
in their paper consider a division into blocks of similar size so that passengers
assigned to the same block board the plane simultaneously. The order in which a
block of passengers can board the plane can be ascending or descending according to
their block number. Another strategy used divided the plane into six blocks that start
at the bottom of the plane, and then three blocks are skipped, and when there are no
more blocks, the ordering restarts again from the back of the plane. Another strategy
considered the rows in blocks that can be board mixed and divide the two aisles of
one row into two half-blocks. Another strategy used was to perform boarding from
windows to the aisle, possibly alternated. Another strategy used was to call every
passenger by their seat number individually. Finally, the last strategy used blocks,
which will be further refined in sub-blocks using the seats of the same columns, and
these sub-blocks are ordered via a pyramidal structure. It is important to note that
more strategies were used that are sub-variants of those explained above. Audenaert
et al. concluded that the passengers’ strategies to board based on the seat number
and the strategy by pyramid are not very passenger-friendly and costly to implement.

Climer et al. [5] experimented six boarding methods using an agent-based com-
putational model and suggested a new method that reduced the boarding time signif-
icantly. The boarding methods compared were found in the literature and focused on
the following methods: Random, that all the passengers board without order; Wilma,
that all passengers seated at the windows are boarding in the first group, followed
by the middle seat group and the aisle seat group; Back-to-front, that is boarding
from the back to the front with the passengers from the window boarding at first;
Blocks, that boarding is in four-row blocks were the back four rows are the first
boarding group, followed by the front block and finishing with the center four rows
block; Steffen [9] proposed a method where adjacent passengers in line are sitting
two rows apart from each other in corresponding seats (e.g., 12A, 10A, 8A, 6A, etc.).
Kautzka’s model combines three methods: Wilma, Back-front, and parallel luggage
stowing. The Netlogo tool was used to evaluate the different methods, where differ-
ent variables were used to improve the simulation, such as passengers with luggage
and if a passage is delayed, among others. The authors conclude that the method
proposed by Steffen and the model proposed by them in a theoretical way is very
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effective. These authors also mention that these arrangements for passengers do not
seem to be realistic because passengers are not used to them.

The rest of the paper is divided into four sections. Section 13.2 presents the
boarding challenges. Next, Section 13.3 describes the used strategies. Section 13.4
shows the results obtained. Finally, Section 13.5 draws the main conclusions.

13.2 The challenges behind airplane boarding

Anairline company generally onlymakesmoneywhen it is flying. The time lost on the
ground, either boarding or deboarding passengers, is the turnaround. The turnaround
time is a traditional metric used to measure the efficiency of airline operations and is
the very basis of the company’s sustainability in terms of generated costs. Turnaround
is defined as the period between the airplane’s arrival, and departure from an airport
[6]. Steiner and Philipp [10] estimate that the per-minute cost for each airplane is
between $30 and $77 during the turnover period. So, it is valuable time and money
that airline companies always try to reduce.

Various strategies [2] are used by airline companies to board passengers as fast as
possible. The most used strategies are the Back-to-Front strategy, where passengers
seated in the last rows enter first. The random strategy, where the passengers enter
the plane without any order. The block strategy, where passengers are divided into
blocks, and the boarding procedure is made one block at a time. From a theoretical
point of view, these strategies are not very efficient, as shown in various papers.
Thus, new boarding strategies have emerged, as seen before, but these strategies are
very hard to implement in the real context, mainly because the time and cost of
organizing the passengers at the result do not compensate for the time that might be
saved. In this work, the main strategies (Random, Back-to-Front, and by Block) are
analyzed that can be applied and used by airline companies. Moreover, the Wilma
method (the more efficient method) was implemented to serve as a reference in the
comparison [8].

This work focused on implementing a simulation system for the vast majority
type of airplanes currently in operation are narrow-body airplanes. These airplanes
can take around 250 passengers and mainly do short and medium-haul flights. It was
also considered one boarding gate because many airports used by these airplanes
have only one boarding gate attached to the aircraft.

13.3 Strategies to solve the problem

The NetLogo tool is used to achieve the objective of this work. This tool is a Multi-
Agent programmable model environment and can be used to create and program
simulation models that can be very useful for analyzing efficiency problems, par-
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Color Rows Block
Pink 1 – 6 1
Yellow 7 – 12 2
Blue 13 – 18 3
Red 19 – 24 4

Table 13.1: Block colors Fig. 13.1: Passengers Blocks

ticularly airplane boarding. This tool has a counter named tick considered the time
unit.

This work simulates passengers boarding an aircraft. In this simulation, an exam-
ple of a narrow-body aircraft like Boeing B737 or Airbus A320. This aircraft only
has one entrance, which is in the front, to all passengers enter. There are 24 rows of
seats, and each row of seats has three seats on the left and three seats on the right,
with the aisle in the middle.

To make the simulation more accurate, each passenger will take 2 or 3 units
of time to sit in their seat if the row that he will seat is not already occupied by
another passenger. If the row that the passenger will sit is already with any other
passenger seat, it will be added 2 more time units to their sitting time. For example,
if a passenger has a window seat on the row number 1 on the left side of the plane
and if the aisle and the middle seats are not occupied, the passenger will take 2 or
3 units of time, but if the aisle or middle seat has already someone seated, it will
be added 2-time units to their sitting time. If the aisle and middle seats are already
occupied, 4-time units will be added to their sitting time. The sitting time variable
applied to any passenger has the objective of simulating the time that passengers will
be occupying the aisle, fitting their luggage in the overhead bins, and sitting.

To better understand the behavior of the passengers, colors will be assigned colors
to their representation, based on their seat row as indicated in Table 13.1 and Fig.
13.1.

The strategies analyzed in this work are the following:

• Random Entrance: All the passengers enter the airplane without any order.
• Sequential Entrance: The passengers enter by blocks from the end of the plane to

the beginning (Block 4→ Block 3→ Block 2→ Block1).
• Alternated entrance: The passengers enter by blocks but alternated (Block 4→

Block 2→ Block 3→ Block1).
• Window-Middle-Aisle Entrance: The passengers enter by columns from the rear-

to-front of the plane to the beginning (Column F→ Column A→ Column E→
Column B→ Column D→ Column C).
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Fig. 13.2: Sequential boarding strategy Fig. 13.3: Random boarding strategy
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13.4 Simulation results

Several simulations were executed to assess the models’ performance. In figures 13.2
and 13.3, two strategies simulations are illustrated, namely: sequential and random
strategies.

To analyze all the models, it is necessary to run each strategymultiple times due to
its stochastic nature. Therefore, to achieve this, the “Behavior Space”, an integrated
software tool of the NetLogo, is used to perform experiments with models, running
each multiple times and storing the results of each run. Each strategy was performed
601 times, with their results recorded. This value was a representative number of
runs, allowing particularly fast or slow variations of random passenger allocation
to be averaged out while also not taking very long to compute all the runs. After
recording the runs, themedian number of passengers seated at each tickwas evaluated
for each strategy, depicted in Fig. 13.4, and the density probability and density were
calculated, illustrated in Fig. 13.5.

With the results obtained (see Figs. 13.4-13.5), the following analysis can be
made:

• Sequential Entrance: Although this strategy seems, at first glance, a good strat-
egy by ensuring that the passengers are seated from back to front, we can see by
the simulation results that it is, in fact, one of the slowest strategies. This method
took, on average, 450-time units (ticks) to seat all the passengers.
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• Alternate Entrance: This strategy is equivalent with the Sequential Entrance,
with an average of 440-time units (ticks) to seat all passengers.

• Wilma Entrance: This is by far the fastest strategy, taking only an average of
300-time units (ticks) to sit all passengers properly. Although it can see by the
graph in Fig. 13.4 that there are significant time gaps where no one is sitting
(for example, from tick ∼50 to ∼70), it is followed by a period where passengers
quickly get to their seats. This strategy is split between a preparation and a sitting
phase, where each row of passengers walks to their seats (preparation), followed
by a quick sitting phase where the entire row seats almost simultaneously.

• Random Entrance: Almost counter-intuitively, this is the second-fastest strategy
of those tested, with an average of 409-time units (ticks) to seat every passenger.

The random entrance strategy has a better performance than both the alternate
and sequential entrances because, as the passengers and distributed randomly, it
allows for more parallelism in sitting – passengers are more likely to reach their seat
at the same time, cutting down on time waiting in line – while this is rarer with the
alternate and sequential strategies, as there are a fewer number of rows ready to sit
(only one Block is ready to sit at any given time).

13.5 Conclusions

Airplane boarding strategies are an area that is being studied with some interesting
and efficient strategies proposed. However, the most efficient technique can not be
applied in the real world since the time and cost necessary to organize the people to
enter the airplanes in the right order. Analyzing the experiments performed in this
work leads to conclude that the various boarding strategies used by airline companies
do not differ a lot from each other. However, in practice, the randomboarding strategy
is more efficient because it introduces some aleatory to the boarding allowing, for
example, three or more passengers can sit down at the same time in different rows.
Also, the MAS used in this work, recurring to the tool NetLogo, can simulate and
analyze efficient strategies that can be applied tomany other industries and problems.
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Chapter 14
Artificial Intelligence for Advanced
Manufacturing Quality Control

Fátima A. Saiz0000−0001−6065−7029, Iñigo Barandiaran 0000−0002−8080−5807 and
Manuel Graña

AbstractThis paper describes thework plan to be carried out inmyPhD thesis,which
deals with the development of quality control systems for the manufacturing industry
by applying advanced computer vision techniques based on artificial intelligence. The
development of these systems involve different challenges that need to be addressed
throughout the thesis, such as the difficulty of acquiring images of very specular
surfaces, the lack of defective samples or the design of reliable and fast defect
detection networks. This paper shows an introduction to these problems and the
motivation that leads me to research on these challenges, as well as the planning and
progress developed so far.

14.1 Introduction

The inspection stage in the quality control processes of the manufacturing industry
is fundamental to avoid a defective final product. This quality control must be not
only assured in the final products but also must be present throughout the entire
production process.

Techniques such as statistical process control (SPC) are often used in production
processes. However, the arrival of automated computer vision and Artificial Intelli-
gence (AI) systems involve a significant change, as they allow the inspection of all
products in a reduced timeframe. This generates significant benefits for organisations
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due to the reduction of waste, rejects, claims and returns, resulting in lower costs
and higher productivity.

Currently, many of these inspection procedures are carried out manually or only
a few samples of each batch are inspected. The lack of full automation of the process
has several drawbacks:

• No data traceability.
• Human error due to fatigue and other factors.
• Limited analysis.
• Data does not generate process knowledge.

However, by using automated computer vision andAI systems the data is collected
properly. Its exploitation allows decision-making at different stages of the industrial
process, leading the organisation towards Industry 4.0 [18].

The trend of organisations moving towards the integration of AI into their pro-
cesses is a reality. The emerging impact in terms of labour productivity, personali-
sation, time savings and quality is on a growing trend and is expected to continue
to increase in the coming years, as shown in the study "Harnessing the economic
benefits of Artificial Intelligence" by the European Commission. [1].

14.2 Motivation

The motivation of this PhD thesis is to develop AI-based machine vision systems
that are capable of improving current quality control systems throughout all stages
of the production process. More precisely, the thesis is focused on the research of
the current Deep Learning challenges. To this end, the following key points will be
addressed:

14.2.1 Image acquisition methods

The success of any vision system depends largely on the quality of the data, im-
ages in this context. The selection of a suitable acquisition system is not an easy
task, especially in an industrial environment, which has different particularities and
challenges, such as:

• Metallic specular surfaces.
• Small defect size.
• High production rate.

All these characteristics require the use and/or the development of image acquisi-
tion techniques that provide optimal "rawmaterial", i.e. images, for training machine
learning algorithms. To avoid these problems, the application of the photometric-
stereo technique will be studied [8].
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14.2.2 Synthetic data generation

In any given components manufacturing process, the number of defective parts is
very low. This fact negatively impacts the process of training a defect detectionmodel,
due to the lack of defective samples. Given this limitation, synthetic data generation
is a powerfull and a promising tool. Thanks to approaches in AI, major advances are
being made in the development of controllable generative image models.

One of the goals in this task is the quantification of uncertainty. Current generative
models such as GANs do not provide good estimates of uncertainty in image gener-
ation. This problem leads to a lack of reliability in the outputs or decisions of these
models. To improve reliability progressive uncertainty-driven learning techniques
are currently being applied to improve the generalization and performance of these
networks [2].

14.2.3 Anomaly detection

The aim of deepening into anomaly detection is to minimise the number of training
samples needed. As stated previously, due to a limitation in the number of defective
samples is essential to research methods for minimising requirements such as the
number of required samples or the dataset size. A growing number of studies propose
anomaly detection approaches to get over these limitations, such us [9][10]. The result
of this technique is to select/identify and/or segment that which is not normal.

14.2.4 Model visualization

This task involves understanding visually which image features are the target of
the model during training and inference. The generation of visualizations allows
decision-making on model architecture design and on the image processing opera-
tions in order to achieve optimal results. [3]

Neural networks are becoming a fundamental tool in the manufacturing industry
to obtain a human-like level of learning in certain tasks, such as classification or
detection. Yet, due to their opaque character, it becomes impossible to understand
why a neural network makes a decision and whether that decision is trustworthy [4].
Similarly, we expect that the neural network will make decisions that we consider
legal, ethical and fair, trying to minimize the biases that may exist.

Ideally, these decisions should be supported by some kind of justification so that
the user can successfully understand what process has led the neural network to
make that decision. This makes applicability and auditability features currently in
demand. For this reason, in recent years a large number of studies and methods have
been developed with the aim of providing an explanation of decision making and
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giving auditability to a neural network [5][6][7], thus giving rise to a new field of
study.

14.2.5 Model Optimization

The models need to be adapted to the environment in which they will be deployed
and therefore there are several actions that need to be carried out in order to optimize
their performance. One of them is to apply transfer learning techniques [13]. This
type of approaches are based on developing models that take advantage of the expe-
rience of other models to use their knowledge to solve related problems. This type
of techniques help to reduce the number of training samples, improve performance,
reduce training time and memory requirements among many other advantages. An-
other applicable technique is the adjustment of training hyperparameters, which have
an important significance in the final performance of the model. The search of these
hyperparameters can be tedious if done manually, so there is a tendency to automate
this study using genetic, bayesian or evolutionary algorithm techniques [11] [12],
among others.

14.3 Planned approach

The Gantt chart shown in Figure 14.1 shows the planning of the thesis.
The proposed development approach is as follows: first a design of the thesis is

made, where the objectives to be covered as well as the projects that can help to
achieve these objectives are defined. Subsequently, a state of the art is made, which
will be updated periodically throughout the thesis. In addition, the possible contri-
butions to be made are defined. In the next task, the experiments to be performed are
defined. These experiments are designed to solve real problems of component quality
control in industrial manufacturing. Once completed, validation will be performed
on real industrial prototypes. The last tasks are focused on the dissemination results
and the writing of the thesis.

Below, the milestones of the Gantt chart are described:

• T1: Initial version of the Research planning.
• T2: Thesis objectives definition.
• S1: State of the art.
• P1: Paper about the contributions of the acquisition techniques for specular sur-

faces.
• P2: Paper about the dataset generation (synthetic data).
• P3: Paper about data augmentation techniques using GANs.
• P4: Results of the training of anomaly detectionmodels on industrial components.
• P5: Paper about the developed tools to visualize the activations of each layer.
• P6: Paper about the mathematical optimization of models for their convergence.
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Fig. 14.1: Gantt Chart of the thesis

• D1: State of the art section of the thesis report completed.
• D2: Description of the results written in the thesis report.
• D3: Submit complete thesis.

14.4 Current State and Future Direction

As previously mentioned, advances in experimentation were developed and the
results obtained were disseminated. The publications are listed in the following
lines, together with a brief description of the work:

• Photometric Stereo-Based Defect Detection System for Steel Components Man-
ufacturing using a deep Segmentation Network [14]: This paper presents an
automatic system for the quality control of metallic components using a pho-
tometric stereo-based sensor and a customized semantic segmentation network.
This system is designed based on interoperable modules, and allows capturing
the knowledge of the operators to apply it later in automatic defect detection.
A salient contribution is the compact representation of the surface information
achieved by combining photometric stereo images into a RGB image that is fed
to a convolutional segmentation network trained for surface defect detection. We
demonstrate the advantage of this compact surface imaging representation over
the use of each photometric imaging source of information in isolation. An empir-
ical analysis of the performance of the segmentation network on imaging samples
of materials with diverse surface reflectance properties is carried out, achieving
Dice performance index values above 0.83 in all cases. The results support the
potential of photometric stereo in conjunction with our semantic segmentation
network.

• An Inspection and Classification System for Automotive Component Reman-
ufacturing Industry Based on Ensemble Learning [15]: This paper presents an
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automated inspection and classification system for automotive component reman-
ufacturing industry, based on ensemble learning. The system is based on different
stages allowing to classify the components as good, rectifiable or rejection ac-
cording to the manufacturer criteria. A study of two deep learning-based models’
performance when used individually and when using an ensemble of them is
carried out, obtaining an improvement of 7% in accuracy in the ensemble. The
results of the test set demonstrate the successful performance of the system in
terms of component classification.

• Synthetic Data Set Generation for the Evaluation of Image Acquisition Strategies
Applied to Deep Learning Based Industrial Component Inspection Systems [16]:
Automated visual inspection is an ongoing machine vision challenge for industry.
Faced with increasingly demanding quality standards it is reasonable to address
the transition from a manual inspection system to an automatic one using some
advanced machine learning approaches such as deep learning models. However,
the introduction of neural models in environments such as the manufacturing in-
dustry find certain impairments or limitations. Indeed, due to the harsh conditions
of manufacturing environments, there is usually the limitation of collecting a high
quality database for training neural models. Also, the imbalance between non-
defective and defective samples is very common issue in this type of scenarios.
To alleviate these problems, this work proposes a pipeline to generate rendered
images from CAD models of industrial components, to subsequently feed an
anomaly detection model based on Deep Learning. Our approach can simulate
the potential geometric and photometric transformations in which the parts could
be presented to a real camera to faithfully reproduce the image acquisition be-
haviour of an automatic inspection system. We evaluated the accuracy of several
neural models trained with different synthetically generated data set simulating
different transformations such as part temperature or part position and orientation
with respect to a given camera. The results shows the feasibility of the proposed
approach during the design and evaluation process of the image acquisition setup
and to guarantee the success of the real future application.

• A robust and fast deep learning-based method for defect classification in steel
surfaces [17]: The final product quality control is critical for any manufacturing
process. In the case of steel products, there are different inspection methods that
are able to classify the defects, but they usually require human intervention. In
this context, a deep learning-based automatic defect classifier method for steel
surfaces is proposed. The method combines some traditional Machine Learning
techniques with a Convolutional Neural Network (CNN). Different experiments
were carried out in order to obtain the best classifier parameter setup. To verily the
robustness of the classifier some additional experimentswere done, obtaining high
classification rate against some sources of noise such as illumination changes or
occlusions. The proposed method achieves a classification rate of 99.95% taking
0.019 seconds to classify a single image. The method is compared with seventeen
related methods and outperforms them on a publicly available dataset, with six
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types of defects and 300 samples for each class. The source code of the proposed
method is publicly available.

The future direction of this thesis is the publication of an optimised defect seg-
mentation network tested on stereo photometric images. Different experiments in
the research direction of training hyperparameters optimization using genetic al-
gorithms are being carried out. We are also developing performance experiments
in order to compare with well-known segmentation architectures of the current
state of the art.

References

1. European Comission - Advanced Technologies for Industry - Harnessing the economic
benefits of Artificial Intelligence, https://ati.ec.europa.eu/reports/technology-watch/harnessing-
economic-benefits-artificial-intelligence. Last accessed 4 May 2022

2. Upadhyay, U., Chen, Y., Hepp, T., Gatidis, S., Akata, Z. (2021, September). Uncertainty-Guided
ProgressiveGANs forMedical ImageTranslation. In International Conference onMedical Image
Computing and Computer-Assisted Intervention (pp. 614-624). Springer, Cham.

3. Husain, S. S., Ong, E. J., Bober, M. (2021). ACTNET: end-to-end learning of feature activations
and multi-stream aggregation for effective instance image retrieval. International Journal of
Computer Vision, 129(5), 1432-1450.

4. Xie, N., Ras, G., van Gerven, M., Doran, D. (2020). Explainable deep learning: A field guide
for the uninitiated.

5. Arrieta, A. B., Díaz-Rodríguez, N., Del Ser, J., Bennetot, A., Tabik, S., Barbado, A., ... Herrera,
F. (2020). Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and
challenges toward responsible AI. Information fusion, 58, 82-115.

6. Carvalho, D. V., Pereira, E. M., Cardoso, J. S. (2019). Machine learning interpretability: A
survey on methods and metrics. Electronics, 8(8), 832.

7. Mueller, S. T., Hoffman, R. R., Clancey,W., Emrey, A., Klein, G. (2019). Explanation in human-
AI systems: A literature meta-review, synopsis of key ideas and publications, and bibliography
for explainable AI. arXiv preprint arXiv:1902.01876.

8. Klette, R., Kozera, R., Schlüns, K. (1998). Shape from shading and photometric stereo methods.
Handbook of computer vision and applications, 2, 531-590.

9. Liu, K., Li, A., Wen, X., Chen, H., Yang, P. (2019, September). Steel surface defect detection
using GAN and one-class classifier. In 2019 25th International Conference on Automation and
Computing (ICAC) (pp. 1-6). IEEE.

10. Heger, J., Desai, G., El Abdine, M. Z. (2020). Anomaly detection in formed sheet metals using
convolutional autoencoders. Procedia CIRP, 93, 1281-1285.

11. Xiao, X., Yan, M., Basodi, S., Ji, C., Pan, Y. (2020). Efficient hyperparameter optimization in
deep learning using a variable length genetic algorithm. arXiv preprint arXiv:2006.12703.

12. Victoria, A. H., Maragatham, G. (2021). Automatic tuning of hyperparameters using Bayesian
optimization. Evolving Systems, 12(1), 217-223.

13. Zhu, W., Braun, B., Chiang, L. H., Romagnoli, J. A. (2021). Investigation of transfer learning
for image classification and impact on training sample size. Chemometrics and Intelligent
Laboratory Systems, 211, 104269.

14. Saiz, F. A., Barandiaran, I., Arbelaiz, A., Graña, M. (2022). Photometric Stereo-Based Defect
Detection System for Steel Components Manufacturing Using a Deep Segmentation Network.
Sensors, 22(3), 882.

15. Saiz, F. A., Alfaro, G., Barandiaran, I. (2021). An Inspection and Classification System for
Automotive Component Remanufacturing Industry Based on Ensemble Learning. Information,
12(12), 489.

117



16. Saiz, F. A., Alfaro, G., Barandiaran, I., Garcia, S., Carretero, M. P., Graña, M. (2021).
Synthetic Data Set Generation for the Evaluation of Image Acquisition Strategies Applied to
Deep Learning Based Industrial Component Inspection Systems.

17. Saiz, F. A., Serrano, I., Barandiarán, I., Sánchez, J. R. (2018, September). A robust and fast
deep learning-based method for defect classification in steel surfaces. In 2018 International
Conference on Intelligent Systems (IS) (pp. 455-460). IEEE.

18. Posada, J, Toro, C., Barandiaran, I., Oyarzun, D., Stricker, D., de Amicis, R., Pinto, E.B.,
Eisert, P., Döllner, J., and Vallarino, I. (2015). Visual Computing as a Key Enabling Technology
for Industrie 4.0 and Industrial Internet. IEEE Computer Graphics and Applications 35(26-40).

118



Chapter 15
Towards the study of high-throughput
quantitative imaging in breast imaging

João Pedro Fontes130000-0003-4773-5576 and Miguel Angel Guevara
Lopez230000-0001-7814-1653

Abstract In the last ten years, the computing revolution in artificial intelligence
(AI), driven mostly by deep learning and convolutional neural networks, has also
pervaded the field of automated breast cancer early detection and diagnosis, which
represent a significant contribute to improve traditional computer-aided diagnosis
systems (CADx). CADx are utilised in medicine to assist doctors in their diagnosis
tasks. Early diagnosis is crucial to identify relevant factors before therapy and might
support implementing suitable and personalised conditions for patients and bypass
potential side effects. Aligned with the new paradigm in radiology, this work aims to
highlight the impact of quantitative imaging for enhancing the prediction algorithms
in breast cancer early detection and diagnosis. In particular, the use of quantitative
imaging biomarkers (QIBs) has proved helpful to improve the performance of differ-
ent algorithms in identifying and analysing pathological lesions. The identification
of QIBs directly linked to clinical outcomes (i.e., tumour malignancy, cancer pheno-
types, metastases) for breast cancer can be a more suitable way to use with different
imaging modalities, i.e. without focusing on a specific screening approach, thus
improving with the usage of diverse sources of information: digital content (mam-
mography, MRI, ultrasound, CT-scan, or hybrid imaging) and associated metadata.
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15.1 Introduction

Medical imaging has evolved drastically since its first use in the 19th century. The use
of medical imaging is vital to avoid exploratory surgeries that cause harm to patients,
avoiding potentially severe side effects. Beginningwith the application ofmore intru-
sive methods like X-rays until modern techniques like hybrid imaging, i.e., Positron
Emission Tomography–Computed Tomography (PET-CT) and Positron Emission
Tomography–Magnetic Resonance Imaging (PET–MRI)). These modern techniques
have aided doctors in achieving earlier diagnosis and choosing personalised (more
specific) treatment options for their patients. Among the recent developments, we
can find the emergent advances in the field of Quantitative Imaging (QI), which
seeks to discover numerical or statistical features representing a particular biological
process. To those features, we call QI Biomarkers (QIB). A QIB is a characteristic
that is measured and evaluated in medical images, which can identified / describe
the occurrence of a biological process (e.g. a pathogenic process or the response to
a prescribed treatment) [12]. QI and in particular radiomics techniques has taken
an essential part in the new "multi-omics paradigm" in medicine. Multi-omics data
integration is currently an emergent trend in the field of precision medicine.

This position paper aims to highlight the importance of using QIBs in breast can-
cer diagnosis (BCD). This work’s main proposal lies in the possibility of QIBs from
current mainstream imaging modalities in breast cancer diagnosis, benefiting from
an expanded availability of data to improve its performance. The use of combined
imaging techniques can provide different perspectives and, alongside the extraction
of QIBs, give a valuable source of information in the diagnosis task. Relying on an
assured diagnosis using imaging techniques can avoid or reduce employing more
invasive exams and exploratory surgeries that cause harm to patients. Alongside this,
current BCD systems can also benefit from modern improvements in Artificial Intel-
ligence (AI) algorithms to perform better. Deep Learning (DL) approaches represent
a logical evolution of classical Machine Learning (ML) methods, giving a theo-
retical boost in precision imaging and thus, precision medicine tasks performance.
ML techniques profited from recent advances in technology (i.e. the introduction of
faster CPUs and GPUs) and data availability to overcome their earlier restrictions
and achieve results already predicted some years back. The discrepancy between
modern DL and older ML algorithms performance is significant, performance-wise,
when we increase the amount of data available for training.

In the remaining sections of the manuscript are presented the main ideas behind
the hypothesis stated above. Also, it is provided some counter-arguments to the
declared position and submits reliable references in its contrary. Finally, we present
our view of current and future research trends in image-based breast cancer diagnosis.
Some conclusions of the work are also described.
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15.2 Background

Medical image analysis is a field mainly supported on computer vision that concerns
on extracting critical knowledge and describing medical images/exams like X-ray,
ultrasound or MRI [6]. After gathering medical images, computers analyse them to
ascertain the presence or absence of lesions, which are difficult to see to naked eye.
The influence of medical imaging diagnosis has experienced a continuous increase
in clinical decision support systems in recent years, providing a "second opinion" to
medical experts, and thus increasing the possibility of physicians to save more lives.

The process of examining these images started to be made only by experts, who
would decide the existence or absence of these lesions through the visual analysis
of the images collected. With the progress of technology, medical image analysis
through computer systems become an aid to specialists, since it helped diagnos-
tic processes using computer vision algorithms. Certain processes became easier,
such as organ segmentation [11] or lesion classification [19]. These algorithms and
methods proved their usefulness between the 1970s and the 1990s. With the advent
of ML algorithms, it was possible to "teach" the machines how to diagnose based
on extracted features from the images captured using medical imaging techniques.
Medical experts extracted a certain set of handcrafted features from the images and
fed those features to ML algorithms to help in the medical expert’s diagnosis. By
using variety-rich datasets, covering a significant number of possible causes, it ends
up being possible to obtain good diagnostic results. The example proposed in [14]
shows how to identify cases of breast cancer using machine learning tools.

Traditional machine learning algorithms reached a point where it was not con-
ceivable to obtain better results than the ones obtained at the time. With this, Deep
Learning algorithms became the first line of research in medical image analysis. As
shown below, Deep Learning algorithms can learn features directly from raw data
(e.g. image pixels), so the intervention of an expert for hand-crafted feature extrac-
tion is no longer necessary. The medical expert is nevertheless required to increase
the algorithm’s performance by adding human knowledge to the one extracted by
the algorithm. These algorithms can achieve a better performance than traditional
machine learning techniques, which will lead to better results in diagnostic and an
increase in successful cancer prevention.

15.2.1 Existing approaches

Currently, to improve the performance of Breast cancer CADx systems is one of the
biggest research interests in medical image analysis. Since the introduction of DL
methods, these have been used both for early detection tasks in screening images and
assisting medical experts on classification / diagnosis tasks with a second opinion.

The first uses of DL methods in CADx systems to support breast cancer diagnosis
were made by Sahiner et al. in 1996 [17], where a CNNwas used to classify between
mass and normal breast tissue. This approach had a prepreprocessing stage, where
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a region of interest was selected, followed by a series of operations (e.g. filters) to
facilitate the learning process by theCNN. This two-stage approachwas used by other
solutions, varying the preprocessing techniques and the input image type (by using
mammographies, MRI or tomosynthesis (3Dmammography)). Mammographies are
the most used exams for detection / classification tasks [17, 8, 10, 7], although MRI
[4] and more lately tomosynthesis [9] are starting to get some approaches, despite
not being so expressive for lack of samples to train the DL models.

Although recent strategies aim to use feature learning (features extracted au-
tomatically) approaches to train classification models, there are some approaches
[7, 13, 1] that combine DL feature extraction with handcrafted features designed by
experts that demonstrated an increase in the performance / accuracy of the models.
The objective is use all the knowledge extracted to train ML and DL models, which
in general achieves better results than using more discrete groups of features for
training.

15.3 Benefits of Quantitative Imaging in Radiology

The potential of using Quantitative Imaging and discovering QIBs comes with
increased benefits: reduced diagnosis time, a standardised way of analysing images,
increased automation in getting an initial response and a broader range of possibilities
for discovering patterns previously impossible to see for the human eye [18]. The
measurement of QIB values is useful to determine the direction that a particular
treatment is taking and, consequently, to define future steps based on the observed
evolution. QIBs are very useful in cancer treatment, where a robust assessment of the
tumour’s progression is necessary to adapt the treatment to it [20]. Figure 15.1 shows
an example of a QIBs measurement workflow in breast cancer MRI [15]. Moreover,
quantitative imaging holds unique potential for radiotherapy purposes but is still
not used routinely. Thus, and with the potential described, the research community
seeks to develop QIBs that can assist radiologists in their tasks and achieve better
diagnostic results.

With already several published research works on the development of QIBs that
allow evaluating several diseases of the human body [3, 2, 5, 16], breast cancer
is still one of the type of cancer that does not represent a high percent of these
works. Therefore, the research community seeks solutions to enhance the results
in one of the deadly diseases with high incidence in the world. Since the use of
Quantitative Imaging is a core part of the new "quantitative paradigm" in radiology
aims to improve personalised medicine, this approach will be useful for enhancing
the performance of current CADx methods. This is why, we propose a systematic
and combined effort in the development of QIBs, but linked to clinical outcomes to
address breast tumours for improving the performance of current Machine Learning
methods. Since current methods (usually convolutional neural networks) already
detect features using filters, the resulting images can be a starting point to boost the
feature discovery and development of new QIBs.
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Fig. 15.1: Example of a QIB measurement workflow in breast cancer MRI [15]. The radiologist
starts by manually segmenting the tumour, which is then analysed as a single 3D volume. Hence, 3
quantitative features are extracted.

With the embodiment of new discovered QIBs in biomedical data analysis
pipelines / clinical workflows, healthcare professionals will have at their disposal
a series of new tools that will easy their tasks. QIBs are expected to provide new
precise knowledge and potentially accelerating the diagnosis of suspected breast
cancer pathological lesions .

Taking into account the arguments presented, it is expected that the develop-
ment of QIBs can provide a useful tool for radiologists / physicians in their diary
tasks. Moreover, the potential shown by quantitative imaging techniques leads us
to believe that the CADx systems already used today can benefit from a boost in
their performance, leading to better decisions and better results in the treatment of
different types of cancer, but also in others chronic non-transmissible diseases like
neurodegenerative diseases.

15.4 Discussion

Breast cancer diagnosis systems have already shown that they can be an asset to
healthcare professionals. Thus, the construction and validation of a greater number
of these systems will be essential to further increase the treatment given to patients
and increase their expectation of correct diagnosis and recovery. Since these systems
are already highly accepted by the medical community, they are still not 100%
utilised on a day-to-day basis because they are catalogued as "substitutes". Thus,
the scientific community must seek to improve these systems to show themselves
as real aids and facilitators of diagnosis, and not as the so-called substitutes in
which solutions based on artificial intelligence are now being called. In addition, the
correct validation and testing of these new systems are fundamental in overcoming
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the reluctance of health professionals to use these systems, showing that they can
facilitate their work and provide a better quality of service to their patients.

15.5 Conclusions

This work emphasises the importance of developing new systems to help radiolo-
gists/physicians through the formalisation of advanced structures called Quantitative
Imaging Biomarkers. QIBs through the calculation of properly tested and validated
quantitative features allow the establishment of threshold values indicative of a cer-
tain variables / clinical outcomes. Validated QIBs have demonstrated to be very
precise and capable of providing health professionals with a variety of potentially
useful data (indicators) in the discovery or validation of a diagnosis.

The biggest challenge presented by the QIBs approach is to ensure a direct link
between the discovered QIBs and clinical variables, i.e. clinical endpoints and/or
surrogate endpoints. Another major challenge concerns the acceptance of QIBs,
which involves accurate and extensive validation prior to their deployment in clinical
workflows.

Summing-up, we believe in the theoretical and practical power of QIBs-based
solutions to improve medical imaging based diagnosis tasks. In particular, breast
cancer is a case study that is at the forefront as one of the most promising applications
where this kind of imaging techniques can have a high impact. Mainly, when it is
need to examine some imaging modalities like breast MRI and breast CT.
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Chapter 16
Trends and regulation in drone delivery logistics

Julian Estevez

AbstractUnmanned aerial vehicles (UAV) or drone last mile deliveries are receiving
a lot of attention from startups and big companies like Google, Amazon, and UPS.
Around the world there are already examples of successful small scale delivery op-
erations utilizing drones. Despite all the hype and excitement around this topic, there
is surprisingly little research done on understanding the capabilities and technical
tradeoffs among drones that are currently available in the market

16.1 Introduction

From filming movies or researching a pod of whales to delivering medication or
delivering an explosive payload, Unmanned Aerial Vehicles (UAVs) are increasingly
being utilized for a wide range of tasks. Since 2002, when the Predator drone was
first used by the U.S. military in Afghanistan [8], drones have become smaller
and cheaper, making it feasible for people to imagine alternate uses for UAVs,
like delivering freight. Since 2011, big names such as UPS, Amazon, and Google
[3] have thrown their hat into the UAV delivery ring, while other lesser known
companies, such as Matternet and Zipline, have actually started delivery service in
Rwanda, Australia, Switzerland, and Bhutan. UAVs have become a popular topic of
conversation and an exciting source of speculation around how they might change
the status quo of many businesses. UAVs that deliver cargo are already in operation
in several different countries. Mostly, these UAVs were specifically tailored to meet
the specific demands of the job or service. For example, in Rwanda, there is a great
need for life-saving blood medicines in the rural parts of the country, but the road
infrastructure is very poor. A company called Zipline has started using fixed-wing
autonomous drones to deliver these medicines via parachute faster than any other
kind of transportation available [1].
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In Switzerland, the Swiss Post and Matternet are in the final stages of testing
the use of drones to transport medications and lab samples between two hospitals
in Lugano, a town in southeastern Switzerland near the Italian border [7]. The two
hospitals are only about 1.5 km apart from each other in the middle of the town,
but the roads take delivery vans along a circuitous 12 minute route. Drones would
make hospital deliveriesmuch faster andmuch cheaper. Even in theUnited States, the
FAA (Federal Aviation Administration) has allowed a company in Virginia to test the
effectiveness of drones delivering medical supplies to low-income rural areas in the
Appalachian foothills from mobile medical vans. Some recent reports forecasts that
consumer preferences are likely to push new business models and delivery systems
where drones are likely to have a major role in future last-mile logistics systems [2].

The academic literature has already documented the advantages that UAVs can
provide to deliver medicines in remote locations [9]. Other researchers have analyzed
UAVs potential applications and challenges for smart city applications such as data
collection and some authors have focused on the regulatory barriers that can preclude
large UAV deployments. The logistics services company DHL has identified higher
last-mile efficiency, reduction of accidents, and faster deliveries as key potential
UAV benefits; key potential challenges associated to UAVs are security, privacy,
congestion, and regulatory concerns [6]. UAVs may also present clear benefits in
terms of sustainability and CO2 emissions for rural deliveries but the sustainability
of drones for urban deliveries are affected by several factors such as customer density,
ground vehicle efficiency, and delivery route characteristics [4]. For small payloads
and speedy deliveries, UAVs may be competitive with ground vehicles especially
in remote areas. Some of the existing literature compares the capabilities of an
UAV against the current method of performing a certain task, while others compare
UAV’s particular components, such as propulsion systems and orientation sensors.
For example, a recent 2017 paper [5] surveys UAV technology and their subsystems
(frame, propellers, motors and batteries, payloads, and data processing) with a brief
discussion of potential applications in spraying of liquids, and logistics.

Although there is a lot of excitement about how drones could change how freight
transportation networks are designed and operated, there is very little research on
the actual capabilities of the products that are currently on the shelf. The main
goal of this research is to analyze, based on a survey state of the art UAVs, main
capabilities and limitations of UAVs in the freight industry. As discussed throughout
the paper, the potential is high but currently the limitations are serious in terms of
capabilities and unsolved problems for urban deliveries such as the tradeoffs among
UAV logistical capabilities, sustainability (in terms of energy consumption and CO2
emissions), and safety concerns. The paper ends with conclusions and a discussion
of future research avenues.
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16.2 Regulation

In 2016, the Federal Aviation Administration (FAA) issued restrictions on the non-
recreational use of unmanned aerial vehicles which effectively prohibited freight
delivery using drones in the USA. Some restrictions do not affect the drones surveyed
(400’ maximum altitude, 45 m/s (100 mph) maximum land speed). However, other
restrictions prevent any business from currently utilizing drones in a freight delivery
service. For example, drones must be flown using VLOS (visual line of sight) at all
times which would greatly reduce the size of the service area, especially in forested
hilly terrains or dense areas with skyscrapers, and reduce the economic benefit of
not having a human pilot in the UAV. Furthermore, the communication range of
most of the surveyed drones is shorter than the theoretical flying range. Hence, a
VLOS mandate further restricts the range for most drones currently available in the
market. According to 2016 FAA rules, drones must not be flown over populated
areas, less than 400’ from any structure, when visibility is a less than three miles,
and reduced daytime visibility. These restrictions allow freight to be delivered in
rural environments over short distances and on very clear days. The 25 kg (55
lb) weight limit, which includes payload, does affects only one of the drones we
surveyed, the Vader HL, most are well under that limit. In summary, most of the
available multicopter drones’ basic capabilities, e.g. speed, altitude, and payload; do
not violate FAA’s restrictions. However, restrictions governing where/what the drone
can fly over, how it can be piloted (beyond line of sight or autonomously), and how
far it can fly from its origin severely limit UAVs business and geographical scope.

The FAA is partnering with NASA to study when drones can be used in U.S.
National Airspace and in what capacities. NASA is working on an air traffic man-
agement system for drones similar to what exists for today’s air traffic, except that
the UAV air space resides mainly within altitudes from 200’ to 500’. This is critical
to ensure that the digital aviation infrastructure that would be designed to organize
the many different paths of the UAVs prevents drones from crashing into one another
or flying into a restricted zone. Other countries where regulation is more “relaxed”
are likely to see more progress. In Australia, a commercial operator can procure a
Remotely Piloted Aircraft Operator Certificate and operate within 15 meters of a
non-company person but requesting their consent first. Also, the Australian certifi-
cate enables the operator to apply for permission for other flight procedures such as
night flying and Beyond Visual Line of Sight flying. In September 2016, the Aus-
tralian government reduced the kinds of commercial operations that would require
a remote pilot’s license or operator’s certificate, making it easier to utilize drones in
certain circumstances. In the UK, drones weighing 7 kg or less including maximum
payload are allowed to fly in all airspaces including those around the busiest airports
over “congested areas”.

In the UK, drones are regulated into three groups according to their mass and the
potential harm that can result from a midair malfunction. For example, the heaviest
category, 150 kg or higher, is regulated at the same level as manned aircraft. Privacy,
safety, and noise are issues that may problematic in urban areas though not a major
(or so important) problem in rural areas. A privacy backlash may restrict the flying
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space in urban areas if some neighbours do not allow unannounced or unauthorized
aircrafts over their properties. Safety is also a major concern, different kinds of
problems could result from thousands of drones zipping through the sky. Not only is
there potential for collisions to power lines, buildings, and monuments resulting in
property damage, but also the more important risk to people. Falling from the sky
or crashing at maximum speed could be fatal. For a drone to be allowed to fly within
15 meters from a non-company person, the Australian government required that it
be fitted with a kind of motor redundancy that would prevent it from falling from the
sky.

In the UK, any flight that will go over a populated area must submit a “safety
case” that includes the potential Kinetic Energy Limits that a free-fall from 400 feet
high or that a collision at maximum speed would create. In addition to danger from
a system malfunction, there is also the threat of people using it as a terrorism device.
In response, some American manufacturers have created multicopter drones that can
seek and capture enemy drones with netting.

Finally, noise is another aspect that can be subject to regulation. There is a
concern in populated areas of added noise pollution coming from drones flying
nearby. A few drone manufacturers state the noise level of the aircrafts as a function
of distance or flying speed. In general, noise levels increase with the size of the
drone and with the proximity to the aircraft. According to one study the movements
from hexcopter and quadcopter style UAVs can emit decibel levels in the low to mid
70s, which is about as loud as a vacuum cleaner or “living room music.”. There
is ongoing research by NASA to lessen the noise pollution emitted by drones by
improving propeller technology. One way being explored is by having each propeller
rotate at varying speeds, which prevents the collective whines of the propellers from
amplifying themselves. That particular kind of technology, though, is not available
on the market yet.

16.3 Conclusions

This research presented novel data and linear relationships among current multi-
copters payload, take-off weight, and energy efficiency. A novel contribution of this
research is the discussion of tradeoffs among UAV logistical capabilities, sustain-
ability (in terms of energy consumption), safety, and last yard delivery constraints.
The data shows that there are clear economies of scale in terms of energy consumed
per unit distance travelled and per kilogram of payload delivered. Based on our
comparative analysis range, payload, size, and cost are positively correlated and tend
to increase together. Unfortunately, potential safety, noise, and last yard constraints
also increase as drone capabilities and size increase. The survey seems to indicate
that currently available UAVs can fill a delivery service niche in sparsely populated
areas with a low number of customers and density. In rural areas, the regulatory
landscape and last yard delivery constraints are also more relaxed. The majority of
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existing applications for delivery drones have been in rural areas, e.g. rural Africa,
the Appalachian mountain villages or islands near a mainland.

In rural areas the economic benefit brought about by reducing the cost of a driver
to visit remote customers are obvious but in this environment UAV range is a key
consideration. UAVs for package delivery have a lot of potential to improve logistics
productivity and reduce environmental externalities such as trucking diesel engine
pollution. However, safety concerns and last yard constraints are likely to limit the
benefits that can be achieved through economies of scale. Future research efforts
can compare UAVs and ground vehicles in terms of safety and last mile efficiency.
It is expected that multicopter UAV technology, capabilities, and costs will improve
substantially in the near future. Hence, there are still many areas to research and
model in terms of UAVs costs, markets, potential benefit, and supply chain impacts.
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Chapter 17
A Path Planning Approach for an Autonomous
Wheeled Mobile Robot

Imane Nizar and Mohammed Mestari

Abstract The approach we present in this short paper, aims to solve the problem
of path planning and optimization for a four-wheeled robot. Our goal is to enable
the robot to avoid collisions in a dynamic environment, under the assumption that
the environment is known, and the upcoming obstacles can be identified a priori
by a control unit. The navigation starts from an initial position, where the first safe
and optimal path is previously planned, and due to the changing environment, the
path could become dangerous. At that moment, the control unit will compute other
intermediate paths, allowing themobile robot enough flexibility to avoid collisions in
almost real-time, and navigate safely toward the final position. To resolve this nonlin-
ear problem, we make use of the Decomposition-Coordination Method (DCM). The
principal of this method consists in breaking down the nonlinear system into several
interconnected subsystems, which allows the non-linearity to be treated at a local
level, then we use the Lagrange multipliers to achieve coordination. Consequently,
parallel processing minimizes massively the computation time. A demonstration is
given to verify the convergence and the stability of the method, and we present as
well the simulation results to confirm the potential of our approach.

17.1 Introduction

Autonomous robots have an important place in our lives, nowadays robots have
become increasingly used in the most vital areas like medicine , military, industry,
and more [1]. After the emergence of the industry 4.0 and its solutions that lie in the
complete automation of the production processes, we can clearly see that man’s life
depends highly on robotics. Thus, if you are not using one yourself, you are most

Imane Nizar and Mohammed Mestari
Laboratory: Informatique, Intelligence Artificielle et Cyber Sécurité (IIACS), Ecole Normale
Supérieure de l’Enseignement Technique (ENSET), University Hassan II, Casablanca. Moham-
media 20800, Morocco.
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likely using products and devices that have been manufactured by means of robots
[2]. In this paper, we focus on the four-wheeled mobile robot, which is the most
popular robot used laterally for all the previously mentioned applications and more .
Amobile robot can be defined as a mechanical artificial agent, usually a machine that
is guided by a computer program or circuit board. An important problem in mobile
robotics is the path planning that allows the robot to reach a particular position from
its current position [3]. The path represents the set of points through which the center
of the robot passes during its movement towards final position. Yet, there may be
different paths to the target position, depending on the constraints imposed by the
environment or by the robot, however, the objective is always to reach the destination
in the most safe and optimal way [4].

Autonomous navigation in dynamic environments is still a technological chal-
lenge, the study described in this paper focuses on the development of a global
control strategy to address this problem. Using a decomposition-coordination al-
gorithm [5], we succeeded in computing the control that ensures optimal and safe
navigation. First, we define our multi-objective optimization problem using the kine-
matic model of the four-wheeled mobile robot [6], taking into account the constraints
and objective functions.

The multi-objective optimization problem is transformed to a single-objective op-
timization problem, and then broken down into smaller separable sub-problems that
may be addressed simultaneously and in a reasonable time. The DC supports a de-
composition technique that handles non-linearity at the local level and accomplishes
coordination by utilizing Lagrange multipliers [7].

A second algorithm addresses the collision avoidance task, based on the informa-
tion obtained from the robot’s exteroceptive sensors. Its principle is simple: whenever
an obstacle appears, the robot veers from the unsafe path by a small value deltaq,
and proceeds to the re-computation of the new optimal path using the DC algorithm,
starting from its current state. We achieve the optimal and obstacle-free path once
the robot reaches the desired state [8].

This paper is structured as follows: Section II depicts the modeling of the mobile
robot. Section III concentrates on problem formulation and transformation. Section
VI, is dedicated to the analysis and resolution of the scalar optimization problem,
followed by the discussion of appropriate convergence and stability criteria for the
proposed technique. The obstacle avoidance approach is introduced in section V.
Section VI shows how resolving such a complicated system allows us to compute
the control input and compute the optimal path. The last section provides a brief
conclusion.

17.2 Model of the robot

To model the four-wheeled mobile robot we used the following assumptions:

• The robot navigates on a plan surface,
• The rolling is slip-free,
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• The velocity is null when the wheel is in direct contact with the surface at a
geometrical point,

• The tires deformation is neglected.

Fig. 17.1: Four wheel robot

The central point of the rear axis is defined by O of coordinates (x, y), the robot
heading orientation φ, the steering angle ϕ, and D the distance between the front
wheels and rear axes. Then we put the state vector q = (x, y, φ, ϕ)T , and the control
vector u = (ν,η)T (See Fig.17.1).

For a small time step δt, the four-wheeled robot would move in a direction
enforced by the rear wheels direction. As the time interval approaches 0, it implies
that: dy/ds = tan(φ). Since the the rolling is slip free, the wheel can only move
perpendicularly to the direction to its rotation axis.

The non-holonomic constraints may therefore be written in parametric form as
follows:

Ûq =
©«

cos(φ) 0
sin(φ) 0

1
D tan(ϕ) 0

0 1

ª®®®¬ ×
(
ν
η

)
(17.1)

We put: B(q) =
©«

cos(φ) 0
sin(φ) 0

1
D tan(ϕ) 0

0 1

ª®®®¬
So that the kinematic model can be simply represented by:

135



Ûq = B(q).u (17.2)

To implement our method of DC correctly, we need to express the robot’s kine-
matic model in discrete time. 

Ûx =
xk+1 − xk

δt

Ûy =
yk+1 − yk

δt

Ûφ =
φk+1 − φk

δt

Ûϕ =
ϕk+1 − ϕk

δt

(17.3)

Which implies:

qk+1 − qk
δt

=

©«
cos φk 0
sin φk 0
tanϕk

D 0
0 1

ª®®®¬ ×
(
νk
ηk

)
(17.4)

We obtain the following kinematic model in discrete time:

qk+1 = B(qk)uk + qk = f (qk,uk) (17.5)

With B(qk) = δt
©«
cos φk 0
sin φk 0
tanϕk

D 0
0 1

ª®®®¬
The control matrix at time tk , qk = (xk, yk,Φk, ϕk)

T and uk = (νk, ηk)T , are
respectively the state and the control vector at time tk .

Fig. 17.2: Overall system made up of N interconnected subsystems.
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17.3 Problem formulation

The discrete-time nonlinear system described below is assumed to be an appropriate
formulation of the problem: {

qk+1 = f (qk,uk)
q0 given

(17.6)

With qk ∈ IRn and uk ∈ IRm are respectively the system’s state and control at
time tk . Wewant to find the best control input that will get us to the target state in time
tk . Every problem involves a set of objective functions Ji that integrate the constraints
to be satisfied. Since the objective functions are conflicting, the final design must
achieve a balance between them, given that in general, there is no absolute optimal
solution that meets all the objectives at once;

J1(y
∗) ≥ J1(y), J2(y

∗) ≥ J2(y), ... , Jp(y∗) ≥ Jp(y).

The solution to a collection of competing objective functions is dependent on locating
a set of acceptable solutions in the decision space. TheMinimax technique [5], which
offers the lowest value of the maximum values of all the objective functions Ji , is
one important method. ωk is defined as the weight of the objective functions Jk ,
where

∑p
k=0 ωi = 1.

With:

E(q,u) = max(1 ≤ i ≤ p){wi Ji(q,u)} (17.7)

The associated optimization problem is then defined as:
min{u∗

k
/0≤k≤N−1}E(q,u)

s.t qk+1 = f (qk,uk)
q0 = q(0) given,

(17.8)

Where qk = (xk, yk,Φk, ϕk)
T and uk = (νk, ηk)T are respectively the state and the

control at time tk . The significant amount of processing required, which might grow
exponentially, makes addressing such problem a tough task.

17.4 Problem analysis

The first step in addressing the problem (17.8) is to decompose the system into a set
of N connected subsystems arranged in a basic serial structure (See Fig.17.2). We
describe zk as the output of the subsystem k.

zk = f (qk,uk), k = 0, . . . ,N − 2 (17.9)
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qk = zk−1, k = 0, . . . ,N − 1 (17.10)

So that, the problem (17.8) may be expressed as follows::
min{u∗

k
|0≤k≤N−1}E(q,u)

s.t zk = f (qk,uk)
q0 = q(0) given,

(17.11)

It should be noted that even if all functions Ji(q,u)) are differentiable, the cost
function E(q,u) will have corners where differentiability fails, which means that
the cost function has discontinuous partial first-order derivatives at points where
two or more functions Ji(q,u) are equal to max(1 ≤ i ≤ p){wi Ji(q,u)}. To solve this
derivation problem for the cost function,we construct the ordinaryLagrange function:

L0 =
1
N

E(q,u) + µT0 ( f (q0,u0) − z0) (17.12)

Lk =
1
N

E(q,u) + µTk ( f (qk,uk) − zk) + βtk(qk − zk−1)

f or 1 ≤ k ≤ N − 2 (17.13)

LN−1 =
1
N

E(q,u) + µTN−1( f (qN−1,uN−1) − qd)+

βTN−1(qN−1 − zN−2) (17.14)

The Lagrange multiplier µk ∈ IRn and βk ∈ IRn take into account the equal-
ity constraints (17.8) and (17.9). The equality-constrained minimization problem
(17.11) can be transformed into a set of differential equations through the derivation
of the ordinary Lagrange function (17.13). The equilibrium point (q∗

k
,u∗

k
,µ∗

k
,β∗

k
,t∗
k
)

meets the KKT conditions and satisfies:

∇qk L =
1
N
∂E
∂qk
+ µ∗k

T
+ β∗k

T
= 0 (17.15)

∇uk L =
1
N
∂E
∂uk
+ µ∗kB = 0 (17.16)

∇µk L = Bu∗k + q∗k − z∗k = 0 (17.17)

∇zk L = −µ∗k − β
∗
k+1 = 0 (17.18)
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∇βk L = q∗k − z∗k−1 = 0 (17.19)

The equality constrained minimization problem (17.11) is addressed by solving
the related system of differential equations (17.15) - (17.19).

17.4.1 Decomposition-Coordination (DC) method

Based on the serial architecture of the coordinating subsystems, and using our DC
approach [5], the problem is split into two layers of difference equations that co-
ordinate to find the best solution. The procedure begins by dividing the treatment
of the linked system of differential equations (17.15) - (17.19) into two levels (see
Fig.17.3). An upper level that addresses the equations (17.18) and (17.19) and fixes
zk and βk , then transfers these values to the lower level, to solve equations (17.15)-
(17.17). The global problem (17.11) is solved locally after the equations are satisfied
(17.15)-(17.17).

Using forward Euler rule, the system of differential equations (17.15) - (17.17) is
turned into a system of difference equations to process the system in discrete-time.

q(j+1)
k

= q(j)
k
+ λq

(
1
N
∂E
∂qk
+ µ
(j)
k

T
+ β
(j)
k

T
)

(17.20)

u(j+1)
k
= u(j)

k
+ λu

(
1
N
∂E
∂uk
+ µ
(j)
k

B
)

(17.21)

µ
(j+1)
k
= µ

(j)
k
+ λµ

(
Bu(j)

k
+ q(j)

k
− z(j)

k

)
(17.22)

In the resolution process, the coordination between the upper and lower level is
critical. It allows the transfer of the required information to the lower level, in order
to achieve the overall optimization (i.e., satisfaction of (17.15)-(17.19)). To achieve
such coordination, the first level works on the variables β(j)

k
(k = 1, ...,N − 1) and

z(j)
k
(k = 0, ...,N − 2) at the same time. z(j)

k
and β(j)

k
are the coordination variables,

assumed to be known within the second level, and used to allow for a local resolution
of the system of difference equations (17.20) - (17.22) and to find values of the
variables q∗

k
(z(j)

k
, β
(j)
k
), u∗

k
(z(j)

k
, β
(j)
k
) and µ∗

k
(z(j)

k
, β
(j)
k
) that satisfy equations (17.20),

(17.21) and (17.22) respectively. The outputs q∗
k
(z(j)

k
, β
(j)
k
) and µ∗

k
(z(j)

k
, β
(j)
k
) of the

lower level are sent back for the upper level, to validate or correct the previously
proposed values if needed. z(j)

k
and β(j)

k
are given by the following equations:

z(j+1)
k

= z(j)
k
+ λz

(
µ∗k(z

(j)
k
, β
(j)
k
) + β

(j)
k+1

)
(17.23)
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β
(j+1)
k

= β
(j)
k
+ λβ

(
q∗k(z

(j)
k
, β
(j)
k
) + z(j)

k+1

)
(17.24)

The system of difference equations (17.20)-(17.22) is therefore solved repeatedly
until acceptable coordination is found, i.e. fulfillment of coordination equations
(17.23) and (17.24). The defined approach is presented in Fig.17.3.

Fig. 17.3: Information transfer between the upper and the lower level

17.4.2 Stability analysis

This section demonstrates that the convergence of the algorithm described in Fig.17.3
may be shortened to that of the coordinating level. To make things easier, we will
use the notations shown below:
vk =

(
qk
uk

)
, with v∗

k
(z∗

k
, β∗

k
),µ∗

k
(z∗

k
, β∗

k
) ,z∗

k
and β∗

k
the ideal solution.

The values v∗
k
(z(j)

k
, β
(j)
k
) and µ∗

k
(z(j)

k
, β
(j)
k
) have to be generated by the lower level

(17.20) - (17.22), in order to solve the equations (17.15)-(17.17) locally, and adjust
the coordination parameters z∗

k
and β∗

k
at the upper level through the coordination

loop.

We put as well:
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Gk =

(
∇qk L
∇uk L

)
Pk = ∇µk L
Rk = ∇βk L
Hk = ∇zk L

(17.25)

Using 17.25, the system of differential equations (17.20)-(17.24) can be repre-
sented as follows:

G(j)
k
=

(
∇qk L
∇uk L

)
=

(
1
N

∂E
∂qk
+ µ
(j)
k

T
+ β
(j)
k

T

1
N

∂E
∂uk
+ µ
(j)
k

B

)
= 0

P(j)
k
= ∇µk L = Bu(j)

k
+ q(j)

k
− z(j)

k
= 0

(17.26)


R(j)
k
= ∇βk L = q∗

k
(z(j)

k
, β
(j)
k
) − z(j)

k−1 = 0

H(j)
k
= ∇zk L = −µ∗

k
(z(j)

k
, β
(j)
k
) − β

(j)
k+1 = 0

(17.27)

The optimal solution is:

G∗
k
=

(
1
N

∂E
∂qk
+ µ∗

k
T + β∗

k
T

1
N

∂E
∂uk
+ µ
(j)
k

B

)
= 0

P∗
k
= Bu∗

k
+ q∗

k
− z∗

k
= 0

R∗
k
= q∗

k
− z∗

k−1 = 0

H∗
k
= −µ∗

k
− β∗

k+1 = 0

(17.28)

We define the errors calculated at iteration j of the coordination loop as follows:
e(j)vk = v∗

k
(z(j)

k
, β
(j)
k
) − v∗

k
(z∗

k
, β∗

k
)

e(j)µk = µ
∗
k
(z(j)

k
, β
(j)
k
) − µ∗

k
(z∗

k
, β∗

k
)

e(j)zk = z(j)
k
− z∗

e(j)βk = β
(j)
k
− β∗

(17.29)

Let us consider the Lyapunov function below:

Θ( j) =
1
2

N−1∑
k=0

e(j)zk
T

e(j)zk + e(j)βk
T

e(j)βk (17.30)

With:

∆e(j)zk = e(j+1)
zk − e(j)zk = −λH(j)

k
(17.31)
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∆e(j)βk = e(j+1)
βk
− e(j)βk = −λR(j)

k
(17.32)

Where λz = λβ = λ.

The change of the Lyapunov function is:

∆Θ = Θ( j + 1) − Θ( j) = A( j)λ2 + B( j)λ (17.33)

With A( j) =
N−1∑
k=0
∆e(j)zk

T
∆e(j)zk + ∆e(j)βk

T
∆e(j)βk

and B( j) =
N−1∑
k=0

e(j)zk
T
∆e(j)zk + e(j)βk

T
∆e(j)βk

Using the two theorems below [5], will allow us to prove the convergence of the
algorithm:

Theorem 1 Let e(j)vk , e(j)µk , e(j)tk and e(j)βk be the errors computed at the iteration j of
the coordination loop. Then: e(j)vk → 0 and e(j)µk → 0 if e(j)tk → 0 and e(j)βk → 0.

Theorem 2 The convergence is guaranteed if one of the matrices
∂G∗

k

∂vk
(k =

0,1, . . . ,N − 1) is positive definite and the others are only positive semi-definite and

if A( j) , 0, λ should be chosen as: 0 ≤ λ ≤
�� B( j)
A( j)

��.
The convergence of equations 17.28 is thus dependent on the satisfaction of the

criteria stated in the theorems above the detailed mathematical demonstration may
be found in [5].

17.5 Obstacle avoidance

The obstacle avoidancemodule is used to find the best collision-free path. Its primary
aim is to perform the optimum control sequence, which will allow the robot to drive
autonomously and effectively while avoiding collisions. We suppose that perception
of the environment is done through the usage of exteroceptive sensors that collect
several types of environmental information and measurements.

The algorithm that creates the route is represented as follows:

• Compute the optimal path T0 without any obstacle from the initial
state q(0)0 to the final state qf , with m = 0.

• As qf is not reached yet :
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– if an obstacle appears:
· Then m = m + 1
· Correction of the path, we put:

· x(m)0 = x(m)
obs
+ δx

· y
(m)
0 = y

(m)
obs
+ δy

· θ
(m)
0 = θ

(m)
obs
+ δθ

· ψ
(m)
0 = ψ

(m)
obs
+ δψ

· and then compute the optimal trajectory Tm from q(m)0 to qf .
– Otherwise continue to execute the previous path.

• Optimal safe path reached.

With:

• m: Number of obstacles.
• Tm: The optimal path computed from the mth obstacle.
• q(m)0 (x

(m)
0 , y

(m)
0 , φ

(m)
0 , ϕ

(m)
0 ): Coordinates of the initial starting from the mth obsta-

cle.
• qobs(x

(m)
obs

, y
(m)
obs

, φ
(m)
obs

, ϕ
(m)
obs
): Coordinates of the mth obstacle.

17.6 Simulation

This section describes the simulation findings for the four-wheeled mobile robot,
which meet the convergence conditions. The initial position is q0 = (0,0,0,0), and
the robot’s target is qf = (5,5,0,0).

The Fig. 17.4 shows the ideal path formed by the set of optimal states determined
at each tk = kδt, of the coordination loop iteration.

Fig. 17.5 illustrates the adjustment of the control uk for each state qk. u1 and u2
are the variation of νk and ηk respectively.

The curve in Fig. 17.6 confirms the fast convergence of the algorithm.

17.7 Conclusion

In this paper, we proposed a new solution for a four-wheeled robot to address the
problem of optimal navigation within a changing environment by integrating the
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Fig. 17.4: Optimal obstacle free path from initial q0 to final q f .

Fig. 17.5: The variation of the optimal control u1 = ν and u2 = η for the obstacle free path.

decomposition coordination method with an obstacle avoidance algorithm. The po-
tential of this technique comes from the problem’s decomposition, which lies on
the principle of the assignment of computing operations to several interconnected
sub-systems, allowing for considerable reductions in processing time and, as a con-
sequence, allowing the mobile robot to be more reactive in a tough environment.
Our simulation findings validate the method’s efficacy. The fast convergence of the
adaptive coefficient demonstrates the stability and convergence of the DC method.
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Fig. 17.6: Evolution of the adaptive coefficientλ adjusted according to the condition 0 ≤ λ ≤
��B(j)
A(j)

��.
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Chapter 18
SIMARGL - Secure Intelligent Methods for
Advanced RecoGnition of malware and
stegomalware

Aleksandra Pawlicka1,2 and Marek Pawlicki1,3 and Rafał Kozik1,3 and Michał
Choraś3,4

Abstract Ensuring cybersecurity equals protecting the availability, confidentiality
and integrity of data. The paper discusses the EU-funded SIMARGL project - one
of the initiatives aimed at enhancing the cybersecurity level of Europe. The project
has particularly focused on stegomalware, i.e., the novel use of the techniques of
hiding information. The SIMARGL project has been successful in achieving both
its strictly technical and other, "softer" objectives. The paper briefly presents how
SIMARGL contributed to a safer Europe, by providing effective attack detection and
mitigation solutions, participating in the scientific research and dissemination, and
addressing the cyber skills gaps and raising the awareness of the employees of the
law enforcement agencies.

18.1 Introduction

In the recent years, the humankind has completely changed the way they work, shop
and socialise, owing to the development of cyberspace. However, the rapid develop-
ment of the Internet did not bring advantages only. Along with people’s increasing
dependency on the digital and online services, there emerged a plethora of potential
threats to data and assets, no matter if they belong to individual citizens, companies,
organisations or critical infrastructures alike. The cyberspace became the new, fertile
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ground where cybercrime can bloom. The catalogue of cyberthreats is very vast and
besides computer viruses, it includes financial frauds, malware, ransomware, and
many more. Ensuring cybersecurity equals protecting the availability, confidential-
ity and integrity of data. The EU-funded SIMARGL project has been one of the
initiatives aimed at enhancing the cybersecurity level of Europe.

SIMARGL, standing for Secure Intelligent Methods for Advanced RecoGnition
of malware and stegomalware, begun in 2019 and has recently finished. The project
has particularly focused on stegomalware, i.e., the novel use of the techniques of
hiding information in messages, images or other files (steganography), employed
maliciously to cloak the malicious traffic.

The SIMARGL’s strategic objectives have been as follows:

1. To propose, implement and validate innovative machine and deep learning
methods do detect malware (including stegomalware), ransomware and network
anomalies.

2. To significantly improve current solutions (already at advanced TRL) owned by
SIMARGL consortium partners such as Thales, Airbus, Pluribus-One and ITTI.

3. To ensure privacy by design and security by design within our solutions, as well
as to analyse and meet legal and ethical requirements.

4. To provide training, especially for LEAs and other end-users focusing on threats
using information hiding techniques, such as stegomalware.

5. To integrate, deploy, demonstrate and validate our results at realistic use-case
sites.

6. To communicate and disseminate the results.
7. To provide relevant training of our innovative solutions, including the raise of

awareness about risks of information-hiding-capable threats such as stegomal-
ware.

8. To transfer the results to market and to generate wide impact to European societies
and economy

In order to help mitigate cyberattacks, SIMARGL has provided an integrated
toolkit, incorporating state-of-the art algorithms and advanced methods of network
analysis, such as deep learning techniques and advanced signal processing and
transformations, able to adapt and detect novel, emerging malware.

18.2 The SIMARGL Toolkit

One of the innovative features of the SIMARGL project has been that it was delivered
int the form of a toolkit. The SIMARGL Toolkit was designed in order to bring
together a vast range of high-end components designed and supplied by the partners,
as well as leverage the approaches adopted by them. As a result of their collaboration,
an advanced malware detection platform was developed. Owing to its design, the
platform is able to cover various attack surfaces and detect a great range of attacks,
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including the ones which employ steganography - which are otherwise particularly
difficult to uncover.

The SIMARGL toolkit offers their users effective protection against malware
and stegomalware, as well as means of in-depth analysis. The toolkit’s high-level
overview has been shown in Fig. 18.1.

Fig. 18.1: A high-level overview of the SIMARGL toolkit

As shown in the Figure, the Toolkit has been formulated around three broad
categories of events: network events, web events and file events.

The solutions protecting the various aspects of network encompass the BDE Plat-
form (a machine-learning-based network intrusion detection component, detecting
cyberattacks by using flow-based features), Honey Net (a system simulating a sub-
network of an existing information system, deploying Honey Pots for attackers), the
extended Berkeley Packet Filter Framework (eBPF; collecting information on the
hosts’ behaviour and the network traffic), and the Punch Platform / ML Detection
(a component employing various algorithms for threat identification, based on the
CYBELS Sensor data).

In order to monitor and protect the web services, the Toolkit employs theWebAp-
plication Security component. Safe Internet use is provided by the Internet Security
tool, by detecting such threats as malware, phishing or scams.

Lastly, the File Events aspect includes the tools such as the Orion Malware (a
solution for file analysis, featuring five antiviruses), MAVIS, (for the detection of the
Least Significant Byte Steganography), and JPEG StegoChecker (detecting image
manipulation). The Toolkit’s User Interface serves as the command and control
center for the user.
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Before the SIMARGL, there were no available, effective general countermeasures
to stegolmaware, so the solutions and concepts that SIMARGL has proposed have
already enhanced the European cybersecurity by advancing the cybersecurity tools,
contributed to better protection of sensitive data, and as a result, helped reduce the
cost of the potential damage done by cyberattacks.

However, the project has also made other significant, non-strictly-technical con-
tributions. The further part of the paper will discuss some of them.

18.3 Real-life Use Cases

The effectiveness of the SIMARGL Toolkit was validated and demonstrated in
seven Pilot Use Case Scenarios, among them Orange Poland, part one of the largest
European mobile service providers, and RoEduNet, a Romanian educational and
research network.

The following scenarios which covered the use cases identified in the project were
implemented at the end users’ premises:

1. Phishing Attack with cryptomalware
2. IPv6 Network Covert Channels
3. Reconnaissance and Denial-of-Service attacks
4. Internal Network Escalation
5. Production Ingress Traffic Intrusion Detection
6. Banking & Financial malware Banking & Financial malware
7. Least Significant Bit based Steganography in PNG files using Invoke-PSImage

Giving priority to testing the SIMARGL Toolkit within the scenarios covering the
identified use cases, and its successful implementation made it possible to confirm
the Toolkit’s usefulness outside the lab, in real life.

18.4 Project branding

Tomake the project more recognisable, and disseminate its results in a more effective
manner, the SIMARGL project, similarly to market products, has received its unique
branding. Its specific identity was enhanced by defining the name, visual identity,
color palette, typographies, etc. An important element of SIMARGL’s visual identity
has been the logo, depicting a winged wolf - the Slavic deity the project got its name
from. The logo was used in the common presentation template for use in conferences
and meetings with end-users/industry, as well as in a variety of branding products,
such as T-shirts, hoodies, face masks and various gadgets.

The SIMARGL logo has been presented in Figure 18.2.
As this approach of treating a project as product has proved successful with

SIMARGL, it is a valuable lesson for the future project managers.
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Fig. 18.2: The SIMARGL logo

18.5 The research on cyberspace threat actors

It is worth noting that as part of the extensive, multi-faceted research within the
SIMARGL activities, the nexus of cyberspace actors was carefully scrutinised and
systematised. Thanks to the study, it was possible to identify the broad range of
actors who employ cyberattacks as their tool of trade:

1. Nation states
2. Cyberterrorists
3. Hacktivists
4. Cybercriminals
5. Cyber militias
6. Trolls
7. Geeks, script kiddies.

The outcomes of the study and the resulting reflections on the cyberthreat actors have
both contributed to understanding the threat landscape better, and inspired further
research.
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18.6 The scientific impact of the Project

Besides achieving tangible, concrete technical and scientific results, SIMARGL has
also been engaged in disseminating the results outside the consortium, both to the
scientific community and the wider audience. So far, the results of the various fields
of research conducted as part of SIMARGL have been published in a number of high
ranking publications. During the project’s runtime, close to 50 peer-reviewed pub-
lications, including journal articles, contributions to conferences and book chapters
were either published or accepted for publication. Even after the project has ended,
its results will further be disseminated in future publications.

Some of the publications included: [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], and
[11]. Not only have the several dozens publications helped make the results known,
but they have also contributed to making them last, as the SIMARGL legacy.

SIMARGL has also attended and took active part in workshop organisation at
esteemed, yearly conferences such as: ARES (International Conference on Availabil-
ity, Reliability and Security) - the CUING workshops, European Interdisciplinary
Cybersecurity Conference (EICC) - the DETONATOR workshops, and IEEE Inter-
national Conference on Network Softwarization (NetSoft) - the SecSoft workshops.

18.7 Law Enforcement Agencies Training

Another of the SIMARGL’s objectives was to develop a syllabus and pilot training for
a series ofmodular training courses in cyberattacksmanagement, advanced assurance
and protection and provide training for the Law Enforcement Agencies (LEAs),
to improve their capabilities. Although the preliminary plan included providing
2 training modules, eventually, eight full training modules were put at the users’
disposal. The contents of the modules were tailored to the stakeholders’ needs, after
having analysed the cyber skills gaps of the LEAs.

As a result, SIMARGL provided the following training modules:

1. S1 Introduction to Cyber Threats
2. S2 Introduction to Cyber Attack Management
3. S3 Introduction to Malware Analysis
4. S4 Cyber Range (live event)
5. S5 Information Sharing Analysis and CTI
6. S6 Stegomalware
7. S7 Hidden Networks
8. S8 SIMARGL toolkit

The provision of training to LEAs has been very successful. The number of
participants also greatly exceeded the preliminary anticipated numbers. On top of
that, the training was well-received, with the feedback from participants being very
favourable.
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The training materials and the lessons learnt are though to become another part
of the lasting legacy of SIMARGL.

18.8 Conclusions

The SIMARGL project has been successful in achieving both its strictly technical
and other, "softer" objectives. By providing effective attack detection and mitigation
solutions, participating in the scientific research and dissemination, and addressing
the cyber skills gaps and raising the awareness of the LEAs employees, not only has
it contributed to a more cybersecure Europe, but also paved the path for the future
cybersecurity-related projects and initiatives.
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Chapter 19
SWAROG – fake news classification
for the local context

Pawel Ksieniewicz, Rafał Kozik, Pawel Zyblewski, Andrzej Kasprzak, Michał
Woźniak

AbstractDisinformation has recently become one of the most important propaganda
tools to steer public opinion, and thus a contemporary source of political power in a
way that pursues the interests of specific groups, which are not necessarily consistent
with the well-being of the general public. Therefore, the fake news classification has
become a critical issue, going beyond the standard framework of natural language
processing methods. Proper solutions to this problem require a specific approach
to content annotation, taking into account the phenomenon of concept drift and –
above all – the local specificity of content in national languages. The following article
presents the concept of the swarog project, which, based on the latest achievements
of nlp, proposes processing methods that will allow – in the example of the Polish
language – to build a reliable fake news classification model resistant to temporal
degeneration.

19.1 Introduction

In the light of the brutal attack by the Russian Federation on independent Ukraine
that has been going on for over two months now, it is difficult not to notice the critical
role of the media, especially social media, in building a political mood of society.
Both in Ukraine – where reports from the front become one of the main elements
building the morale, in Russia and Belarus – where government propaganda tries
to hide the reality of its actions from citizens. It affects also the Western world,
where come both uplifting news about the heroic defending the homeland, as well
as unconfirmed information about aggressive refugees, depleting supplies at gas
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stations, or the utterly unjustified necessity of taking Lugol’s iodine, to mention
examples from the first weeks of the war.

Even though we can intuitively associate this specific information war front with
modern times, disinformation, even in the armed conflicts, has been with us basically
from the beginning of written history. Around 1280 BC, one of the best-documented
battles of the ancient world took place in what is now Syria at Kadesh. The Hittite
armies, led by Muwatallis II, clashed with the Egyptian army led by Ramesses II.
On the eve of the battle, the Egyptians arrested two Hittite Bedouins who were spies
sent there deliberately to mislead the Egyptians about the location of hostile troops.
This crafted information led to a partial dispersion of the Egyptian forces, thanks to
which the battle itself ended with a draw. The information influenced the course of
military operations.

Of course, the potential for disinformation grows with each new invention that
improves the replication and distribution of messages. Since the printing press,
through the telegraph, radio, television, and finally, the Internet, we are gaining
faster and more accessible tools that allow us to reach the other end of the world with
our message in fractions of a second, regardless of the author’s attitude to the truth. In
modern times, propaganda and disinformation are spreading on the Internet, where
it does not have to wait for the printing press to end its work, nor is it limited by
newspaper circulation. Of course, this phenomenon has been noticed by both public
opinion and scientists, who have given it the keyword fake news [4]. Since 2017, we
can see a significant increase in publications that try to tackle this topic [1]. After
five years of intensified efforts by the scientific community, we can already conclude
that it has been initially recognized.

In line with this preliminary diagnosis, a swarog (Artificial Intelligence Disinfor-
mation Detection System) project proposal has been developed, which is motivated
by three main processes and challenges:

• The development and characteristics of social networks – including the biggest
problem, i.e. the fact that the opinion of an expert is currently as important and
significant as the opinion of an amateur (non-expert), and even of a person who
intentionally misleads the recipients of the content.

• Changes in traditional media - both in connection with recent events and due
to dynamically changing financial requirements, one can observe changes and
processes in traditional media that reduce the role of the editorial office, making a
gradual emphasis on remote work of journalists, forcing more and more frequent
use of online sources than reporting.

• The impact of fake news on the security of the state and citizens – social networks,
as well as traditional media, have become an element of state security because
disinformation and fake news produced by internal and external actors may ma-
nipulate readers, creating an unnecessary debate in topics organically irrelevant
to society, having a degenerating effect on the quality of discourse, causing fear
of citizens, and threatening the security of the state.
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19.2 SWAROG project overview

The project involves the development of artificial intelligence algorithms for the
automatic classification and detection of fake news. As a result of the project, a
service based on artificial intelligence algorithms will be created, determining the
credibility of information published in public space – particularly on the Internet and
social media. The solution will be prepared to take into account the current model
of information distribution – in which the recipient more and more often functions
in his closed information bubble, and synchronized activities of many small sources
produce false information.

The solution will be based on the latest achievements in the fields of Natural
Language Processing, social network analysis and machine learning, mainly in the
field of data classification. Advanced supervised learningmodels, including classifier
ensembles, will be used. The target solution will also consider the streaming nature
of fake news and thus the non-stationarity of the model [2], i.e., the occurrence of the
model drift phenomenon that requires the predictive model to adapt to the changing
parameters of the stream of analyzed messages [3].

In order to counter the phenomenon of fake news, the swarog project proposes
the following solutions:

• Open architecture for computer fake news prevention systems.
• Advanced machine learning methods for detecting fake news based on text anal-

ysis in English – the most frequently used language by journalists, even in a
traditionally non-English-speaking world (including Al Jazeera or RussiaToday).

• Development of a representative database of annotated texts in Polish (with false
and true information).

• Advanced machine learning methods for detecting fake news based on text anal-
ysis in Polish.

Commercial recipients of the swarog project may include traditional polish
editorial offices and media, incl. pap, tvp, rmf fm, tvn or Polsat, modern media like
bloggers, podcast authors, social network operators, and independent journalists.

19.3 Project aims and goals

The target result of the project will be the development of a website that allows
verifying the belonging of texts available at a given url to the fake news category.
The website will provide a standard user interface in the form of a web application
and a programming interface (WebAPI) consistent with the rest architectural design
pattern. Implementing the programming interface will extend the availability of the
website functionality, enabling the development of native and mobile apps and plug-
ins for popular web browsers using the resources and methods offered by the swarog
service.
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After feeding swarogwith the url of the article, the user will receive information
about the belief that it belongs to the fake news category. In the case of an extended
form of service subscription, information about the probability of belonging to the
thematic fields and support for the classification of fake news in each of them will
be provided.

The critical element of the service will be the recognition model using the su-
pervised learning paradigm. As part of the planned architecture of the predictive
system, it will be:

• hierarchical – using the ensemble learning paradigm, allowing both the pro-
cessing of heterogeneous data and the prediction of many objective functions for
the implementation of domain models,

• streamable – following the incremental learning paradigm, which will allow
both effective work on large volumes of data and the introduction of adaptive
mechanisms, increasing the potential survival rate of models.

It should be emphasized that the swarog service will not directly use the models
developed as part of the design work, and they will only constitute the initial state
of the production system. A significant disadvantage of the vast majority of publicly
available predictive systems is a stationary approach to the problems analyzed by
them. While they can guarantee correct solutions, for example, in classical medical
systems, where the definition of a disease entity is not dependent on time, in the case
of problems defined in the social or cultural context, which include the detection
of disinformation, they lead to the construction of models whose the maximum
efficiency is achieved for the moment of acquisition of the training set. Such a
system – already at the moment of publication – is outdated. During its use, it further
degenerates, in parallel and proportionally, to the changes in the properties of the
dynamic recognition problem classes, called the concept drift.

A partial solution to this problem is the use of the incremental learning paradigm
proposed in the swarog project, in which we do not look at the problem stationary,
and in solving it, we can observe, analyze and take into account the dynamics of the
concept changes in the prediction provided to the user. The predictive model in such
an approach is often not a single classifier. Its decisions are agreed upon by (a) a
diverse and (b) mutually independent set of historical classifiers using an adequately
constructed combination rule. Such fuser is taking into account the measurable
competencies of each member classifier at the level of general predictive ability, at
the level of individual classes, and individual regions of the attribute space.

A necessary complement to this partial solution is to provide the system with
access to real labels for new cases of the evolving disinformation problem. A recog-
nition system that accumulates and constantly revises its knowledge as part of in-
cremental learning must be able to constantly, uninterruptedly verify the current
predictive ability. We must be aware that it is impossible to manually develop labels
that constitute the so-called human bias necessary to update the supervised learning
model for all documents resulting from frequent acquisitions to ensure the system’s
viability (lifelong learning). It is, therefore, necessary, separated in the dedicated
project task, to develop an effective acquisition and annotation module, which, using
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the active learning strategy, will allow for the identification of key documents for
updating the model, allowing for rationalization of the work of annotators, making
maximum use of the human factor necessary to ensure the continuity of service
provision [5]. It is not possible to treat this task as a routine work, because in order
to ensure the maximum possible and – above all – lasting quality provided by the
prediction service, it will be necessary to actively select data for annotation using the
knowledge previously accumulated in the predictive model, which will be a critical
research challenge.

In order to build an additional processing context and increase the predictive
potential of the system, the description of each document (both for model training
and for documents verified in the system by users) will be extended with the content
spread analysis, included in a separate subtask of the project. The swarog system,
in every element of its functionality, will be able to handle documents in Polish and
English, having the ability to identify the document’s language and process mixed
bilingual content.

19.4 Conclusions

Funded by The National Centre for Research and Development’s program infos-
trateg, swarog aims to develop and utilize advanced natural language processing
and machine learning algorithms in order to perform automatic detection and clas-
sification of fake news in both English and Polish.

The prepared solutions will be made available to users in the form of a website
and a programming interface, enabling easy analysis of the credibility of the texts at
the given url address. It will also allow the development of mobile applications and
browser extensions. More information about the project is available at its webpage1.
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Chapter 20
SocialTruth - content verification for the digital
society

Michał Choraś, Andrzej Kasprzak, Rafał Kozik, Paweł Ksieniewicz, Michał
Woźniak

Abstract The fight against the fake news phenomenon has become one of the most
critical challenges facing democratic governments, societies, and scholars in various
fields. As seen in the conflict caused by Russia’s attack on Ukraine, disinformation
is one of the primary weapons. Therefore, the issue of fake news has become one
of the most critical problems affecting society. Fake news spreads rapidly through
social media. That is why they should be identified as soon as possible to avoid their
negative impact on decisions made by citizens (e.g., during elections). The fight
against disinformation is no longer local but requires a holistic approach to multi-
source data analysis. This paper will present the selected results of the SocialTruth
project, which, based on an innovative data processing architecture, offers a user-
friendly environment to support fact-checking. The system architecture uses state-of-
the-art technologies emphasizing performance, scalability, and openness, allowing
for additional components and analyzers developed by the fact-checking community.

20.1 Introduction

Fake news has been with us for hundreds of years. Most historians indicate that
one of the first instances of fake news used in political combat occurred over 2,000
years ago when the Roman Republic was threatened with civil war by Octavian and
Mark Antony. To gain public support, Octavian began spreading fake news against
Mark Antony, claiming that Mark Antony disrespected traditional Roman values,
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was addicted to Egypt’s Queen Cleopatra, and abused alcohol. Octavian used coins
on which he placed the information mentioned above as a way to reach the public 1.

With the advent of digital media, including social networks, fake news became a
real scourge. However, the real boom of fake news is connected with the emergence
of mass media and its popularity began to grow. On the one hand, they are often used
to increase the interest of Internet users to encourage the increase of traffic to a given
website, and thus revenues related to the sale of their products or advertisements.
On the other hand, fake news has been recognized as an essential tool of political
struggle, which was brutally and blatantly used by Donald Trump’s team during
the 2016 election campaign. Today, disinformation is used widely including during
the current conflict triggered by Russia’s brutal assault on Ukraine. Nowadays, in
addition to fake articles, falsified images or videos are increasingly used, often
modified using DeepFake models, which aim to replace one person’s face with
another person. Such a technique was also used during the current conflict in Ukraine
2.

Although most intuitively understand fake news, there is no universal agreement
on its definition [1]. However, it can be assumed that fake news is false information
disseminated in the media, in print, or on online social media sites. There are several
methods to combat fake news. However, the most popular method is manual fact-
checking. In many cases, this method is difficult, time-consuming and expensive.
For example, in Lithuania, a network of elves has been set up to gather volunteers
who manually detect fake news and report it to the authorities 3. Furthermore, there
is a risk that manual fact-checking may be biased, as it is subject to the subjective
judgment of the annotator and thus may be unreliable. One can, of course, strive to
have each message annotated by a group of annotators or choose some sort of dispute
resolution rule of the 2+1 type of annotation. However, this significantly increases
the cost and time of such an annotation. Therefore, the community is looking for
various automatic detection solutions to streamline and speed up this process. Since
manual annotation is not possible by a human, so machine learning methods have
begun to be used to detect fake news.

Therefore, the goal of the SocialTruth [2] project is to create a system for classi-
fying digital data and certifying its trustworthiness. It is aimed at both professionals
and ordinary users of media and social networks. The technical solution proposed
and developed by the project consortium is based on emerging technologies and
trends such as NLP (Natural Language Processing), sentiment analysis, image con-
tent modification detection algorithms and ML-based text classification.

1 https://storymaps.arcgis.com/stories/03206d2d092f4aa6bbc5a8827bf6d6a9
2 https://www.youtube.com/watch?v=CPqGI3Hg83s
3 Michael Peel, Fake news: How Lithuania’sLithuania’s ”elves” take on Russian trolls, Financial
Times, Feb. 4, 2019, https://www.ft.com/content/b3701b12-2544-11e9-b329-c7e6ceb5ffdf
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20.2 SocialTruth project overview

The SocialTruth system is designed to combat fake news using the latest technology.
The project’s originality is based on creating (in a fully decentralized environment)
an open, democratic, pluralistic, and distributed ecosystem for easy access to various
verification services, ensuring scalability, and building trust. High reliability is the
system’s distinctive feature based on blockchain technology for distributed reputation
and trust and enhanced security.

Moreover, SocialTruth is a multicultural, multidisciplinary European project.
It is developed by an international consortium of 11 partners and led by ICCS
from Athens. The consortium covers 6 European countries, namely Greece, Poland,
France, Italy, Romania and Great Britain, which pose the required variety of chal-
lenges and great importance for the EU. Onboard of the consortium, there are:

• Three research institutions: ICCS - Institute of Communication and Computer
Systems (Athens - GR); UTP (Bydgoszcz - PL); LSBU-London South Bank
University (London - United Kingdom).

• Three technical partners, developers, and software vendors: Thales (Paris -
France); Expert system France (Paris - FR), and Qwant (Paris - FR); together
with two experienced management consulting companies: Tecoms (Rome - IT)
and Zanasi & Partners (Modena - IT).

• Two main news and media groups: Adnkronos (Rome - IT) and DeAgostini
Scuola (Rome - IT) and InfocoCons (Bucharest - RO), a very active consumer
organization.

20.3 Platform architecture

While designing the SocialTruth solution, we have adapted the microservice archi-
tecture style that promotes the single responsibility paradigm and recommends a
loosely coupled module system.

In general, there are different approaches to the problem ofmonolithic systems de-
composition. This process aims to divide the original application into many smaller
autonomous components (minimizing dependencies, decoupling possibilities, busi-
ness relevance and maintenance, etc.).

When the application is broken down into a set of separate services, they need to
communicate to provide complex business capabilities [4]. That capability usually
needs to assemble the results obtained from multiple services. Depending on the
specific application usage, this could impose several difficulties. There are two forms
of organizing how the different microservices will communicate and work with one
another to produce the final requested result.

If an application is split into separate services, they must communicate to provide
complex business functions. This feature typically requires collating the results from
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multiple services. Depending on the specific design of the application, this may pose
several difficulties.

To overcome these challenges, we adapted a modern technology stack (Fig. 20.1).
In general, it can be broken down into the following logical elements:

• physical elements (nodes) and their orchestration,
• messaging and event processing.
• verification services,

The physical layer is located on top of an infrastructure composed of virtual
and hardware machines. This layer is intended to implement automated resource
management, and thus it facilitates the entire platform with such capabilities as
flexibility, scalability, and fault tolerance. It is the responsibility of the orchestration
layer to effectively deploy the services on the available computational nodes (both
physical and virtual). It is achieved thanks to sandbox containers containing the
implemented service and all the software dependencies (libraries and execution
environment). The services can be easily migrated between the computational nodes
and deployed in this form.

physical layer

node 1 ... node n

 messaging and event processing

text verification
service

video verification
service ...

ha
rd

w
ar

e
or
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tra
tio

n 
 

services
orchestration  

Fig. 20.1: The Proposed Platform - a general overview of the architecture and technology stack

For messaging and event processing we have adapted Apache Kafka technology.
Our goal was to establish bilateral and persistent communication channels between
different parts of the SocialTruth systems. Apache Kafka is a distributed stream-
ing platform implementing the publish-subscribe model. Once the ingested data is
published to one of Kafka topics, it can be simultaneously consumed by various ver-
ification services and/or stream processing applications. Once the services finalize
their computations, theymake the results available on anotherKafka topic, which can
be consumed by other services again. Moreover, on top of the Apache Kafka system,
the Complex Event Processing engine was deployed. It is used to pre-process the
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data before storing and presenting it to the end-user or the verification service. For
example, this technology was used to join the data streams produced by verification
services of the same type. In that regard, the user can be presented with analysis
results obtained from different classifiers.

As for the verification services are the key building blocks of the system and
are deployed as dedicated micro-services. For instance, the verification services
enable the SocialTruth system to detect fake news in text and images. We mainly
focused on developing innovative solutions for unstructured text analysis and fake
news detection (e.g., Transformer-based solutions [3]).

20.4 Conclusions

Funded by the EU research and innovation program Horizon 2020, SocialTruth
aims to benefit individual users by testing content credibility on social media and
stopping disinformation in their footsteps. In addition, the project aims to help media
organizations, content authors, and journalists improve their research resources with
a better option to match different media sources and create a more sustainable,
quality, and safety-oriented network and social media ecosystem. The advantage of
the architecture lies in its openness so that other services (methods, e.g., for image
analysis) can be added and run on the deployed platform. More information are
available at the project’s webpage 4 and Twitter 5.
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Chapter 21
Malware Detection in IoT Network by
Convolutional Neural Network in the Smart City

Mustafa J.M AlHamdi, Jose Manuel Lopez-Guede, Javad Rahebi, Jafar AlQaryouti

Abstract Attacks on networks connected to smart cities or on intelligent transporta-
tion systems endanger the security of these networks. Studies show that IoT attacks
can cost the network millions of dollars. DDoS attacks by malicious botnets and
nodes on the IoT network are among the most malicious attacks on the network and
can disable IoT application servers. The importance of identifying these attacks is
that a machine or node infects a large number of machines on the network with
malware and then launches attacks against network services, challenging network
performance to provide customer service. Therefore, it is important to create a secu-
rity layer on the surface of SDN switches because it does not allow traffic to be sent
from the bottom layers to the servers in the top layer or cloud.

21.1 Introduction

An important challenge is attacks on today’s computer networks, such as smart cities,
that can be life-threatening. For example, cyber-attacks on a dam at a country’s
nuclear power plant or rail network can cause catastrophe and death for many.
Studies show that the number of attacks on the network is increasing day by day, and
for example, in the period from 2018 to 2019, from about 9000 attacks in 2018 to
28,000 attacks in early 2019.Attacks such asDDoS and firearms can cause significant
damage to infrastructure by disrupting service providers, and studies show that in
2019 alone, network attacks were about $ 120 billion [1].

Although sensors are used to capture data moving across network in network-
based IDS (NIDS), they are analyzed to look for abnormal activity [2]. Such systems
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may operate independently at the protected network’s entry point, capturing and
inspecting each incoming and outgoing packet. Theymay also be relocated to another
network section. Local area network (LAN) and wide area network (WAN) traffic
may be routed to key nodes through tap devices placed in them for examination. As
will be described, NIDS may operate on a rule-based or anomaly-based basis. Both
kinds have their advantages and disadvantages. This distinction is established by
two methods based on a broad categorization of anomaly-based intrusion detection
systems. To begin, models are constructed using statistical methods by conducting
statistical tests on past events. Then, for each occurrence, the classification model
is compared [2].Second, machine learning techniques, will be described in detail in
the next paragraphs.

21.2 Literature review

Network is important at least in terms of reducing the harm of attacks and its effects,
and this research is in this direction and a number of studies in this field are reviewed
below:

In the study [3], in 2020, they introduced a scalable and reliable decentralized
participatory intrusion detection system for the IoT network. An intrusion detection
system can issue alerts to users about attacks by deploying a tracker that continuously
monitors network traffic. Inmost studies, an attempt has beenmade to have a network
system play the role of a network intrusion detection system, but in this study, a group
approach has been used to detect network intrusion. In the proposed method, several
systems in the network and their participation are used to detect network intrusion.
However, creating distributed and effective intrusion detection systems, especially
for the Internet of Things, poses many challenges. Recent trends and advances in
blockchain technology that ensure the distribution of trust and secure immutable
storage can be well used in the design of group and distributed intrusion detection
systems. Their studies show that the use of China Blockchain technology to detect
intrusion can increase the effectiveness of this technology in detecting common
attacks on IoT networks.

In the study [4], in 2020, they introduced an intrusion detection system based
on intelligent anomalies for devices connected to the Internet of Things. Protecting
cyber threats is one of the most challenging areas of information technology research
today, and the number of Internet-connected devices that can transmit personal data
over the Internet is growing dramatically. IoT protection is very important and vital
because there are usually several IoT-based data sources in different applications in
this network, and attacking any of these objects can make the use of the Internet
network challenging. In this research, an intelligent intrusion detection system called
Pasban has been presented and introduced to protect the IoT network. An important
feature of their proposed solution is that it can be installed directly on the very
cheap gateways of the Internet of Things. Their proposed intrusion detection system
is capable of various types of malicious traffic, including port scanning, password
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guessing attacks and Identify flood attacks on the Internet of Things at high speed
and with very low false positive rates and satisfactory accuracy.

In the study [5], in 2020, they introduced the detection of anomalies in the
penetration of the Internet of Things using machine learning. Increasing the security
of IoT networks is one of themost important issues facing the IT community.With the
development and deployment of large-scale IoT devices, the ability to communicate
securely and without compromising on the performance of these devices has become
a challenging issue.

21.3 Proposed work

One of the major challenges in the IoT network is network attacks and network
infrastructure. IoT attacks can be carried out by botnets or malware-infected nodes.
In this method of attack, there is a main node in the network that the hacker uses
to prepare the attack. In this method of attack, the hacker infects a large number
of network nodes with malware or a virus, and these machines in the network
inadvertently attack network servers. In this way, attacks by any of the machines
infected with malware or bantenets can make false claims against servers, similar
to those seen in DDoS attacks. In the advanced type of these attacks, it is observed
that the botnets do not focus against the server, but act against the links connected
to the server, as can be seen in CrossFire attacks. A good way to detect botnets is to
use security layers on the bottom and bottom layers of the Internet of Things. These
methods try to analyze the data in the sensor layer of the IoT network, and if this
data and traffic have a pattern of bnetnet attacks, then they are filtered. A centralized
intrusion detection system takes a long time to process in order to analyze all network
traffic, and this is even more challenging when it comes to the IoT network because
IoT network traffic is so large and its traffic analysis so much. It takes time. Using
a centralized intrusion detection system can threaten network security because in
some cases the system itself is attacked and it is better that the intrusion detection
system is focused on several systems in the distributed network.

A decision tree is a type of technique that helps an institution or organization
understand preferences, risks, benefits, and goals. It is also a decision support tool
that can be applied in many important investment areas and is used to examine
various decision points related to interrelated chance events [6]. It is a way to view
an algorithm that contains only conditional control statements. A decision tree is a
method used to help determine the strategy most likely to achieve a goal. It is widely
used in the investigation of complex problems, especially in decision analysis. It is
also a common tool used in machine learning.

In statistics and machine learning, ensemble methods combine the results of mul-
tiple training algorithms to improve forecasting accuracy over the use of a single
training algorithm alone. [7][8][9]. In contrast to the statistical ensemble in statistical
mechanics, which is usually infinite, the ensemble of methods in machine learning
consists of a specific finite set of alternative models, but usually allows for signif-
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icantly more flexible structures. In the field of deep learning, convolutional neural
networks are a branch that is used to analyze visual data. Image and video recog-
nition, recommendation systems, and other similar applications are common [10],
image classification , medical image analysis, and natural language processing [11].

21.4 Results

For evaluation of the results the criteria of sensitivity, accuracy, F1-score and preci-
sion have been utilized to approaches ofMalware detection. The accuracy percentage
in best and worst cases have been respectively 0 and 100, and the proximity to the
value of 100 has been an indication of proper accuracy of the algorithm of classifi-
cation. The comparison between the results is shown in figure 1.

Fig. 21.1: Comparison between the results

For comparison of the results, we used the Decision tree, SVM and Ensemble
method. As seen from the figure the best result for the Sensitivity and Recall obtained
from proposed method and it is 92.88% and 95.18% respectively. For Sensitivity,
Specificity, Accuracy, Precision and Recall the proposed method has highest per-
centage and it has 92.88%, 95.18%, 94.00%, 97.74% and 92.43 respectively.

21.5 Conclusion

Due to the problems introduced to design an efficient intrusion detection system
to detect attacks and malware-infected nodes in the Internet of Things and smart
cities, an efficient and effective method is presented. In the proposed method, each
of the switches of SDN network should be used as a traffic analysis system and its
incoming traffic should be analyzed with deep learning methods. It is recommended
that each switch use CNN to identify important network traffic features and use
these important features to teach the LSTM method. The role of CNN network
in the proposed method is to select the feature and reduce the dimensions of SDN
switches, and the role of LSTM is to classify network traffic into normal and abnormal
categories. In the proposed method, SDN switches can share a malicious IP if they
detect it, and actually exchange the blacklist.
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Chapter 22
Machine Learning Methods for Predicting
Adverse Drug Reactions in Hospitalized Patients

Patricio Wolff, Sebastian Rios,and Claudio Gonzales

AbstractAdverse Drug Reaction (ADR) in hospitalized patients have significant im-
pacts on costs as well as on morbidity and mortality. A subset of ADR is preventable
at the moment of prescribing. The use of supervised learning tools has been shown
to be a good alternative to predict ADR, but more research is needed to make it a
standard. A study was conducted to demonstrate how the use of machine learning
methods can strengthen the ability to predict ADR in hospitalized patients. Binary
classification models were constructed using three class balancing, feature selection
and supervised learning approaches known as deep learning, random forest, and
gradient boosting trees. Five-fold cross-validation and various evaluation metrics
such as AUC, recall and F-measure were used to evaluate the models’ performance.
Gradient boosting trees models was the approach that performed best, exhibiting a
recall level of 78.3% and an ROC curve AUC of 0.81. Findings on attribute impor-
tance were also generated, which should thus prove useful in developing tools for
clinical applications. Our predictive models’ results outperform those reported in
the recent literature using traditional statistical methods. In this work we have shown
the enormous potential of ML tools in this field and their great contribution to the
development of information systems that use them.

22.1 Introduction

An adverse drug reaction (ADR) is defined by theWorldHealthOrganization (WHO)
as any clinical manifestation or response to a drug that is noxious and unintended, and
which occurs at doses normally used in patients (World Health Organization, 1975).
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ADRs in hospitalized patients have significant impacts on costs (due to increased
hospital stays and treatment complexity) as well as on morbidity and mortality. Their
occurrence puts additional pressure on health systems given that hospital staff must
treat them as well as the affected patients’ primary pathologies. Although not all
ADRs originate in a medication error, a subset of them is preventable at the moment
of prescribing [7,8]. ADRs are often confused with the symptoms of a patient’s
underlying clinical condition [39,40], thus complicating timely intervention; and
due to the multifactorial nature of ADRs, multiple interventions are required if they
are to be detected in time [9]. For these reasons, there is considerable interest in
developing and improving models for predicting ADRs in hospitalized patients. The
existing academic literature on building ADR or ADE (adverse drug event) risk
prediction models focuses mainly on identifying risk factors for use in developing a
risk scoring method [15]. The use of such models has been reported for subsets of
patients such as the elderly [15, 16, 17,18]. According to a recent study published
in the Joint Commission Journal [12], alerting systems based on advanced data
science methods can identify medication prescribing errors that might be missed by
traditional clinical decision support (CDS) systems using statistical or expert-opinion
models. This is so because existing CDS systems are typically rule-based and thus
can only detect errors that have been previously identified and programmed into their
alerting logic. Various automatic learning approaches for the problem of predicting
ADRs or ADEs already exist, with variations depending on their intended function,
the available data, the target user, etc. Another alternative is supervised learning
models [13], which have demonstrated excellent predictive abilities for other patient
risk prediction problems [14]. However, this approach involves the construction of
data labels, a complex procedure based on expert opinion or clinical results that are
often unreliable or simply unavailable. Most publications on ADR or ADE calculate
risk using strategies such as logistic regression [15, 16,17,18,19,20]. Segal et al.
[21] present a model based on outlier detection to predict prescription errors and
ADE at the moment of prescribing. Another study uses deep learning to predict
ADEs with data labeled by the International Classification of Diseases (ICD-10)
code group [22]. Jamal et al. (2019) [23] used machine learning-based (Random
Forest) approach for cardiovascular (CV) ADRs prediction. The performance of
models reported in the recent literature (see Table 1) has generally been evaluated
in terms of the Area Under the ROC Curve (AUC) indicator. The score achieved
by these models is in every case less than 0.81. Other studies attempting to predict
ADE or ADR attained a high AUC, but its focus was confined exclusively to surgical
patients [24], pediatric patients [25], or a specific type of ADR [26].

The present article reports on a study in which a number of ADR binary pre-
diction models were constructed using machine learning methods and implemented
with real-world ADR data on hospitalized patients. The results were evaluated to
determine which type of model performed best and how they compared with the
results reported in the recent literature. Our findings suggest how the use of such
techniques could improve ADR prediction. The outcomes are also discussed in terms
of usability in real-world clinical environments.
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22.2 Materials and Methods

22.2.1 Data

Our data were takenfrom a recent study conducted at the Onofre Lopes University
Hospital in Natal, Brazil [19], which are available on the website of the journal where
the study was published. The dataset related to adult patients hospitalized for more
than 24 hours who had received at least one medication during their hospital stay.
Only first hospitalizations of patients registered between June 2016 and December
2017 were considered. The average patient age was 52.3 years and 58.8% were
women. Excluded were patients admitted for ADRs, transplants or chemotherapy, as
well as those hospitalized in the intensive care unit and pregnant women.

The data gathered for the original Brazilian study were obtained using observa-
tional methods that identified a set of 343 patients with ADRs and 686 controls.
Each ADR case was detected through an active search of all patients carried out
by three clinical pharmacists and four pharmacy students. Various sources of in-
formation were checked such as medical and nursing records, laboratory tests and
prescription changes. Cases were considered only if they were definite, probable or
possible according to the Liverpool Adverse Drug Reaction Causality Assessment
Tool [27] and moderate, severe or lethal on the Hartwig’s Severity Assessment Scale
[28]. For each suspected case, two other patients were chosen at random to serve as
controls. Patients in whom an ADR was confirmed were assigned to the set of posi-
tive cases; all others were put in the control group. For each patient identified as an
ADR case, the original study collected data on 84 variables, including age, sex, race,
self-reported daily intake of alcohol and annual cigarette packs smoked, intravenous
substance use, number of prior hospitalizations, admission type (medical, urgent
or elective surgery), previous ADR history, body mass index, ICD-10 classification
chapter ofmain diagnosis, comorbidities included in theCharlsonComorbidity Index
[29], Charlson Comorbidity Index score, Glasgow Coma Score, assisted ventilation,
urine output, laboratory data, the total number of drugs prescribed, number of drugs
prescribed for each of the first levels of the Anatomical Therapeutic and Chemical
(ATC) Classification system, number of drugs prescribed by route of administration,
number of drug interactions at different risk levels, and number of pharmaceutical
incompatibilities.

22.2.2 Study design

One of the first difficulties to arise in this type of problem is that the dataset is
intrinsically imbalanced. This is due mainly to the fact that ADRs are not as frequent
as the number of prescriptions written by a hospital. The result is that there are
datasets for low-risk classes withmany cases and others for high-risk classes with few
or very few cases. However, there area number of techniques for addressing the class-
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imbalance problem [30] that have been used in a variety of applications. In particular,
the synthetic minority over-sampling technique (SMOTE) [31] has been employed to
increase the minority classes. The SMOTE algorithm generates new minority-class
samples through random interpolation between k randomly chosen minority-class
neighbors (we choose k=5 and equalize the number of cases in both classes). The
interpolation is performed within the convex hull of the reference samples. In the
present study, we used a genetic algorithm method to choose a subset of the most
important characteristics for our prediction problem [32]. This class of algorithms
has proved to perform well in many areas including pharmacovigilance [33].We
test the genetic algorithm operators with our three different approaches and select
the best result of AUC. The performance indicator employed was AUC, evaluated
after five-fold cross-validation of the best model. A minimum of 10 attributes and
a maximum of 300 generations were considered. The selection scheme used was
Tournament with 0.25 size. The initial probability to be switched on and crossover
were defined as 0.5. The probability of mutation was defined 1/n where n was the
number of attributes. uniform crossover-type was selected. We used Rapidminer
Studio 9.6 package for the feature selection stage (Evolutionary optimize selection
operator).

Two of the approaches we implemented are based on decision trees, which were
first introduced in scientificwork in 1984 [34] and recognized in themachine learning
literature two years later [35].Random Forest (RF) [36] is an approach based on an
ensemble of decision tree sets trained on random subsets of the original data, each
subset trained independently. Each node of a tree is a division rule for a specific
attribute where the number of variables on each tree is smaller than the total number
in the whole model and are chosen randomly. The trees are then combined in order
to reduce variance by combining the results of various weak classifiers (bagging). In
this study, the maximum tree depth used with RF was 8 and forests of 100 (RF100),
500 (RF500), 1,000 (RF1000), 3,500 (RF3500) and 5,000 (RF5000) trees were
tested. For each experiment and each case we tested 15 RF models, applying three
different splitting criteria: information gain (i), Gini index (gi) and gain ratio (gr).
We used Rapidminer Studio 9.6 package for RF models implementation.

The second tree-based approach, known as gradient-boosted trees (GBT) [37] is
widely used due to its excellent performance on supervised learning problems. As
with RF, it is based on constructing weak decision trees that are added to the model
at each iteration in order to build a more exact formulation. The tree parameters to
be added are determined by calculating the gradient descent that minimizes a loss
function (which is pre-defined). GBT differs from bagging models mainly in that, in
the former case, tree construction adapts to the predictor at different segments of the
training set sequentially. With this method the maximum tree depth used was 5 and
forests of 100 (GBT100), 500 (GBT500), 1,000 (GBT1000), 3,500 (GBT3500) and
5,000 (GBT5000) trees were tested in 5 different models. We used the H2O version
3.8.2.6 package [38] for GBT models implementation.

The third approach we implemented was deep learning (DL). This family of
methods is considered to be state of the art based on its excellent performance
in various pattern-recognition tasks [39]. To obtain good results, DL requires high
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volumes of data for training.We used the H2O version 3.8.2.6 package [38], a library
that uses a multi-layer artificial neural network trained with back-propagation (using
the stochastic gradient descent). The two activation functions of the neurons in the
hidden layers were the rectifier (rect) and the hyperbolic tangent (tanh). We explored
different network topologies, choosing the ones that delivered the best results. These
were: (DL2x50), with two hidden layers made up of 50 neurons each; (DL10x50),
with ten hidden layers made up of 50 neurons each; and (DL2x500), with two hidden
layers made up of 500 neurons each. The 6 resulting models were trained over 50
epochs. The adaptive learning rate method (ADADELTA) [40] was utilized to avoid
slow convergence. Other parameter values used were epsilon=10 e-8 and rho=0.99.

The experimental setup shown in Figure 1 is the framework for the evaluation of
machine learning-based ADR prediction. We used the H2O version 3.8.2.6 package
[38].

Fig. 22.1: Study design schema.

22.2.3 Evaluation metrics

To evaluate our results, we employed five-fold cross-validationwith random stratified
partitions of the initial set and a number of prediction error evaluation functions
that are widely used in the literature. For each model developed we evaluated its
performance in predicting an ADR, using the following metrics for dichotomous
classes: recall, F-Score (or F-measure), precision by class and accuracy. Also used
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were measures such as the ROC curve and the area under the ROC curve (or the
c-statistic) [41].

22.3 Results

The preliminary application of an attribute selection algorithm found just 23 of the
84 variables in the original study. Thus, for each patient only the following variables
were used: age, sex, race, body mass index, height, weight, heart rate, systolic
pressure, temperature, ICD-10 chapter classification of main diagnosis, previous
ADR history, days since admission, mechanical ventilation, and the presence of the
following: acquired immune deficiency syndrome, cardiovascular disease, diabetes,
hemiplegia, leukaemia, liver disease, lymphoma, metastases, peripheral vascular
disease and renal disease. With these variables thus selected, we ran 26 models
based on the above-described techniques plus logistic regression. The best result as
measured by AUC was 0.81, generated by the GBT model with 5,000 trees . The
best result as measured by AUC was 0.81, generated by the GBT model with 5,000
trees. The ROC curve for that model is shown in red in Figure 2.

Fig. 22.2: ROC Curve for the Best Model (GBT5000)

The models were run on the same computer, powered by an Intel Core i7-8750H
up to 4.1 GHz processor with 8 GB DDR3 of RAM. For comparison purposes, the
ROC curves for the best model obtained with each method employed in the study are
plotted in Figure 3. As can be seen, on the AUC metric GBT5000 outperformed not
only logistic regression but also RF and DL (pairwise t-test p<0.005). The statistical
significance of the difference in results betweenDL andGBT isminor, as is suggested
by their respective curves in the figure. Also evident is that the two decision tree-
based models (GBT and RF) perform better (pairwise t-test p<0.005) than either DL
or logistic regression. GBT5000 exhibited a high recall level (true positive rate) of
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78.3% with a relatively low level of false positives of 35%. By contrast, at that same
recall level the corresponding false positives for DL and logistic

Fig. 22.3: ROC Curves for the Best Result by Approach

22.4 Conclusions

Models for predicting adverse drug reactions in hospitalized patients were con-
structed under several different machine learning methods and implemented with
real-world data. The results of the models showed that they significantly outperform
traditional statistical methods, which typically attain an AUC level of about 72%.
The approaches that performed best in our experiments were gradient boosting trees
(AUC=81.1% +/- 1.4%) and random forest (AUC=80.1% +/- 3.0%). These outcomes
surpass the best-performing model we found in the recent literature [22], which re-
ported an AUC for deep learning of 77%. Unfortunately, few earlier studies report
their results for standard deviation so no comparisons on that indicator could be
presented. Hopefully, future published work in this area will include standard devia-
tion results given the importance of determining model reliability for application in
real clinical settings. A noteworthy finding in the present study was that for the best
GBTmodel, 40% of total attribute importance was imputable to only three variables:
ICD-10, age and heart rate. A simple model using only these attributes attained AUC
levels of about 70%. This is of particular interest given that the other attributes used
in our models are, for the most part, biometric variables subject to capture errors
and often costly to obtain. By contrast, ICD-10 and age should be relatively simple
to determine accurately while heart rate is a biometric that is routinely measured,
though it may depend on factors not related to medication. The implementation of
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electronic methods for clinic record-keeping and drug prescription has demonstrated
that they can be powerful tools for reducing incidents relating to the use of medica-
tion incidence of medication errors that may pose a serious danger to patients. The
potential of these methods can be significantly increased if they are combined with
clinical decision support systems. The present study has shown that machine learning
methods are capable of greater predictive ability than traditional statistical methods
and their incorporation in such systems should therefore be seriously considered in
efforts to improve the quality and safety of medical attention.
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Chapter 23
Alzheimer’s Disease Diagnosis using Machine
Learning and Reduce Dimensions of Features
Based on Metaheuristic Method

Omer Asghar AKBAR, Jose Manuel Lopez-Guede, Hasan Issa Alyaqoobi, Javad
Rahebi

Abstract The advantage of this method is the use of new methods of group intelli-
gence to improve image threshold in Alzheimer’s diagnosis. The proposed method
has another advantage and that is the use of group learning methods by majority
voting. The challenge of this method is the uncertainty of meta-heuristic methods in
solving optimization problems.

23.1 Introduction

Alzheimer’s disease is the most common type of dementia in elderly people. It
is an intermediate stage before dementia, and MCIs progress to AD at a rate of
10-15% per year. While healthy individuals of the same age develop dementia at
a rate of 1-2% per year. So far, there is no definitive diagnosis or treatment for
this disease, and there are only ways to slow the progression of the disease. The
timely diagnosis of the disease is very important to slow the progression of the
disease. So far, various methods have been developed to evaluate the function of the
maze. The most widely used method for diagnosing maze defects and its adaptations
today is the fMRI 9 method. In addition to the fMRI method, the other methods are
the same. Electroencephalography (EEG), magnetoencephalography (MEG), and
positron emission tomography (PET) are also used to determine the location of
neural activity and various malignancies in the brain. The EEG and MEG signals
directly show the activity of the maze. However, in the fMRI [1] and PET methods,
the resulting image is a mediator. It is a non-invasive imaging technique that has a
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good spatial resolution and has been shown to be sensitive to mesenteric lesions in
the early stages of the disease. Comfort fMRI (rs-fMRI) is a good way to understand
the effects of disease on the body. The fMRI method only examines the function of
the maze without considering the structure of the maze. In this article, in addition to
rs-fMRI method, sMRI method has been used to examine the structure of the jaw in
order to predict Alzheimer’s disease.

23.2 Literature review

In previous studies, it has been shown that the integration or combination of two
or more types of imaging leads to an increase in quality or efficiency [2]. In this
study, the aim is to increase the quality of classification. Due to the complexity of
Alzheimer’s disease prediction due to the similarity of the brain network of patients
in both classes, it is necessary to extract the maximum number of features from the
brain. Extraction of the largest number of features creates problems, including the
complexity of the block and the number of selected features and the identification
of large areas of the brain. Therefore, it is necessary to use the method for selecting
and combining features, which reduces the number of features as much as possible,
and secondly, the best features are selected to increase the accuracy of the binding.
In this paper, three feature selection methods based on soft computing algorithms
are proposed, which are single-objective and multi-objective feature selection using
genetic algorithm (1) GA, multipurpose load-based genetic algorithm (NSGA) and
particle swarm optimization algorithm PSO.

With the advancement of machine learning methods, automatic diagnosis of
diseases has become possible using pattern recognition methods. In addition to
being more accurate and faster, an automatic diagnostic method is less expensive
than specialist-based diagnostic methods. Therefore, the main purpose of this paper
is to provide an automated and accurate method for predicting AD. In addition,
finding areas affected by Alzheimer’s disease with the help of statistical methods
and also using the results of machine learning methods is the focus of this article.

In [3] predictions of Alzheimer’s patients were performed using a combination
of sMRI scans, cognitive criteria and age. The prediction accuracy is 82%. In this
article, Ms. Moradi and her colleagues tried to remove low-resolution features by
selecting feature from sMRI scans. In a similar step to Ms. Moradi’s article in
2112, in article [4], using cognitive criteria and combining it with the characteristics
of sMRI and PET images, they predicted Alzheimer’s disease. In this article, by
examining patients with Alzheimer’s disease for 24 months, they were able to predict
Alzheimer’s disease with 78% accuracy.

In 2111, [5], an attempt was made to predict Alzheimer’s disease using a combi-
nation of sMRI and cerebrospinal fluid (CSF) tests. In this paper, which is one of the
first instance in the field of combining image augmentations with other parameters
in order to predict AD, we can accurately predict 12%. In another article [6], the
use of cortical thickness pattern and white matter volume of the brain is 71% and
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34%, respectively, for separation and not hand prediction. By combining these two
statistical parameters and other parameters, they were able to improve this accuracy
slightly.

23.3 Proposed method

In this study, the feature extraction phase is performed by a deep learning algo-
rithm such as convolutional network and the image classification phase is performed
by methods such as backup vector machine. The challenge of these methods for
diagnosing Alzheimer’s disease is as follows:

• Feature extraction with convolutional network can be prone to error and some
features can be ignored for learning.

• In these studies, the feature selection phase was not performed intelligently or did
not exist at all.

• A special method is used for classification, such as artificial neural network or
support vector machine.

The affected areas are not identified in the image and only the images are classified
into normal and abnormal categories.

23.4 Results and discussion

To analyze and evaluate the proposed method, error or classification indices can
be used. Here, there are two important indicators of mean square error and mean
accuracy.

rmse =

√
1
m

(
Ŷi − Yi

)2

Accuracy = TN+TP
N

Here, m is the number of instances, Ŷi is the class number of an instance that can
be healthy or sick, and Yi is the actual class number of an instance. In the second
relation, to calculate the accuracy, one can calculate the True positive number (TP),
the True negative number (TN), the false positive number (FP) and the True negative
number (TN), and to measure the evaluation indicators it is necessary to use test
data. The ROC diagram and AUC rate of the proposed approach are shown in Figure
(1).

This curve is known as one of the most important evaluation criteria, which is
a measure of the efficiency of classification or clustering operations in a system. In
general, the ROC curve is a graphical representation of the degree of sensitivity or
true prediction versus false prediction in a binary classification system in which the
separation threshold varies. The ROC curve is also shown by plotting the correctly
predicted positives versus the incorrectly predicted positives. The area below the
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Fig. 23.1: ROC chart and AUC rate.

ROCcurve is a numerical one thatmeasures and evaluates one aspect of performance.
This area under the curve is called the AUC. Which is a value between zero and one.
A value of 0.5 is a random prediction, and values above 0.7 to 1 indicate excellent
prediction, classification, or clustering. According to Figure (1), it can be seen that
the AUC value is a number below one, which indicates the optimality of the proposed
approach as much as possible. The existence of some sections similar to Alzheimer’s
in the existing data and the use of the method presented in this study, has led to
a series of minor errors that have not been matched on the fitting line, which can
be seen. In fact, blue circles are the properties of data, and the red line is the ROC
diagram on which the data fits. In some parts where the data is a little far, an error
occurs and leads to a decrease in accuracy. Also, the middle line is regression, which
is the peak region of the ROC relative to the regression and the area below it, called
the AUC. The results of the evaluation criteria compared to the reference [7] are
shown in Table 1.
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Table 23.1: Evaluation results and comparison of the proposed approach
Method Accuracy (%) MSE PSNR (dB)
[7] 93% 0.01 82.11

Proposed method 94.33% 0.009 96.99

23.5 Conclusion

In the proposed method, several innovations for the diagnosis of Alzheimer’s disease
are presented based on magnetic resonance imaging of the brain. In the proposed
method, two layers of classification and zoning are considered for images. In the
zoning layer, Atsu multi-level thresholding is used to find damaged areas of brain
tissue, and in order to reduce the time of implementation of this algorithm in high-
thresholds, new group intelligencemethods introduced in 2021 The presented is used
as a mantis algorithm. The reason for using Fishier Mantis Optimizer algorithm is
that the algorithm is more accurate in finding optimal solutions due to its strong
modeling. Several stages are also used in the classification phase. First, with the
improved methods of the middle filter, the noise of the magnetic resonance images
of the brain is eliminated and the feature selection phase is performedwith the mantis
algorithm, and then the images are considered as input of several learning methods.
Images can be classified into malignant and benign.
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Chapter 24
Time-based reasoning in medical data: from
visualization and data mining to artificial
intelligence and deep learning methods

Jon Kerexeta[0000−0002−6516−8619]

Abstract This article describes both the work done to date and the next steps to be
taken in this thesis. The thesis deals with different methods of exploiting clinical
time-based data. First, the two main works in which visual analysis and data mining
methods have been used to exploit data are presented. Then, the next steps to be
taken in order to perform data mining with artificial intelligence methods applied
to monitored data are presented. In conclusion, the article shows the introduction
of innovative data mining methods for different clinical use cases with a temporal
component in different medical scenarios.

24.1 Introduction

On the one hand, data mining and visual analytics methods are very demanding for
the correct interpretation and exploitation of data, both for static and time-series
data. If we analyze literature reviews [1], we see that there are many types of visual
analytics, and data mining techniques for data analysis in medicine, and if we go
into more detail, we can find articles such as Fadel et al’s [2], that shows how
a visualization dashboard improves guideline implementations in hypertension. In
general, this is a well-studied field, nevertheless, contributions are still required,
especially in time-based data. This is the focus of the first part of the thesis, wherein
two projects we have focused on solving the exploitation of temporal data by means
of visual analytics and data mining. On the other hand, artificial intelligence (AI)
has proven to be of great benefit in medicine in the last few decades. In the state of
the art, we can find many classification models that diagnose different diseases or
predict readmissions based on patient’s static data [3, 4], diagnoses or segmentations
based on images such as CT scans [5], and even risk estimations or diagnoses based
on monitored data [6]. This last case is the focus of the second part of the thesis: the
development of artificial intelligence models of classification that best fit monitored
medical data, which are mathematically considered time series.There are limited
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examples of scientific research works on AI models in medicine that are suitable
for time series data. There are many cases where time series are de-temporalized
(extract mean, standard deviation etc.) and analyzed as if they were cross-sectional
data. Although this approach can deliver good results in certain scenarios, much of
temporality information is lost in the data that could improve the model’s suitability.
There are several examples of time-related variables. An example could be the
weight increment that can be destemporised by performing moving averages and
similar methods, i.e. with a doc technique. However, here there are many parameters
on how to perform this destemporisation such as, original weight (the first weight
date) and final weight (for example, three-day’s weight average). This results in work
that if a model is able to explore automatically, it may even be able to perform these
techniques with a better fit for the dataset. Also, weight gain is a known problem,
but there may be many unexplored significant cases that a time-series specialized
IA model could find. Due to this problem, it is seen that there is the possibility
to improve those models making use of the temporal reasoning such as the used
in natural language processing. Moreover, in the last few years we have seen a
significant increase in the use of such models in medicine.

This thesis aims to investigate and attempt to improve the reasoning in time series
in medicine, the first part is focused on visualization and data mining and the second
part, which is ongoing, in the improvements of the AI methods in medical time series
data.

24.2 Visual analytics and data mining

In this section, we show two innovative methods that we have proposed in two
different projects, both of which are based on the exploitation of time through visual
analytics and data mining methods.

24.2.1 COLAEVA

This is a study carried out in the European CAPTAIN project, which makes use
of data mining methods, unsupervised classification, and visual analytics to offer
the best possible advice (nutritionally, physically, socially, or cognitively) to older
adults. The study was published in sensors [7]. In the project, older people have
been monitored for, social, physical and nutritional data, as well as being tested in
these areas as well as in the cognitive field at the beginning and end of the study.
COLAEVA [7] is a tool (accessible online it [8]), which exploits this information
in an interactive way so that the coach can recommend different recommendations
to future users. Firstly, it groups patients with semi-supervised techniques based on
the results of the first assessment. Secondly, it visualizes the activity they have had
on the basis defined fields, and with the color if there has been improvement or not.
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An example that can be found in the tool presented in the same article [7] is shown
in Figure 1. After the first steps in which the patients are grouped according to their
initial state, in Figure 1 the evolution of the participants who a priori have a bad diet
is shown. In the vertical axis, the nutritional activity is shown, and in color if they
have improved/improved physically. With this tool, we draw conclusions such as that
in this group, those who have maintained a good diet, have improved physically.

Fig. 24.1: Example extracted from [7] showing an example of COLAEVA’s final graph. This graph
shows how patients in group 0 of a previous grouping (low nutritional level) obtain improvements
in the final physical assessments if they maintain a good nutritional level throughout the follow-up.

24.2.2 Disease Trajectories

Disease trajectories attempt to estimate the probability that a patient will suffer from
one disease after being diagnosed with another. In this study, using data mining
techniques, the most representative trajectories have been selected and visualized
using networks to find previously unknown trajectories. The study has been carried
out in a cohort of 50k patients. It is an ongoing work with preliminary results, and it
is intended to be published in a journal, so no further details will be given in order
not to cause conflicts at the time of publication. Similar studies have been carried
out in the following articles [9, 10].
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24.3 Time-series-based AI models

To create classification AI models with static data, we have a very wide range
of models: Random Forest, Naive Bayes, Support Vector Machines, etc. However,
for monitored data the possibilities are considerably reduced. The field of Natural
Language Processing (NLP) is generally where the most powerful time series models
are being used because of their type, need and large sample size. Deep-learning
models have long been used to learn from temporality, more specifically those
based on recurrences. In the same way that convolutions are used in imaging, these
recurrences have been used in time series. This allows the model to have a type of
memory that learns from the latest steps. In recent years, Transformers [11, 12] are
the models that are obtaining the best results both in the field of NLP [13] and in
some fields of medicine. In this Ph.D. thesis, the intention is to investigate these
methodologies in depth (as well as others in the State of the Art), understand them,
attempt to improve them and later apply them in the most optimal way to the different
scenarios we will study in the course of the Ph.D. (see Section 3.1).

24.3.1 Different Scenarios

There is a large area of diseases that could benefit greatly from the use of such
technologies, but in this doctoral thesis the focus will be on the following three Use
Cases:

24.3.1.1 Intensive Care Unit (ICU)

Intensive care unit (ICU): In the case of ICUs, patients enter intensive care at high risk
of deterioration and/or death. These patients are continuously monitored to detect
any deterioration and so that clinical are able to intervene quickly and effectively. In
this case, AI models based on time series could both anticipate the patients’ decline
effectively and even diagnose different types of secondary diseases that the patient
may suffer from in the future (e.g., type of shock suffered by a patient in ICU) [14].
Moreover, with the current global pandemic, these methods could be of great help
in the case of COVID-19 in the ICU. For this particular use case, we have identified
this set of large public datasets:

• AmsterdamUMCdb [15]
• HiRID [16]
• MIMIC III [17]

These datasets will enable us to do different modelling studies in the thesis and will
help us to compare the results with other studies. Upon achieving adequate results,
we will attempt to apply of adjust the models to the patients in the Basque Country,
Spain.
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24.3.1.2 Telemonitoring

Telemonitoring aims to have daily information on patients without needing for them
to go to the hospital, and simultaneously allowing for detection of patient decline
based on the variables being monitored. In this case, we have experience in prior
projects in which we have monitored patients with heart failure in order to detect
cardiac decompensation [6]. In these models, we de-temporize the information and
train AI models. We believe that in this Ph.D., based on what we learn from the
technologies that can be applied to these cases, we can improve the models we
currently use, even those in the state-of-the-art.

24.3.1.3 Disease trajectories

As commented in Section 2.2, disease trajectories attempt to estimate the probability
that a patient will suffer from one disease after being diagnosed with another. Gen-
erally, these problems are treated with statistical methods [9, 10], but we have seen
that there are also some cases that use AI methods based on time series and trans-
formers [18]. In this case, it imitates methods used in natural language processing
and manages to take advantage of temporal information such as prior diagnoses, age,
and other variables. We estimate that we will have some projects related to disease
trajectory and involving even more data so the methods studied in the PhD may be
well suited to this scenario as well.

24.4 Summary

This paper shows the steps followed so to date, and the steps to be followed in the
thesis. In the first phase, we have worked on data mining and visualization with
clinical data. Two cases have been shown in which these techniques have been used.
In the second phase, we will deal with AI models that are based on temporal data
and have a clinical component. For this last step, we have shown some identified
use cases where these AI methods can be very beneficial and where there is room to
propose innovation methods such as the ones addressed in the thesis.
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Chapter 25
A digital twin strategy for sustainable
development of smart protected natural areas
through ecological indicators

Jose Garcia Rodriguez, Jose Norberto Mazon, Esther Salvador, Jose Maria
Cecilia-Canales, Pietro Manzonni

Abstract CHAN-TWIN will develop a digital twin strategy to promote innovative
techniques based on low-cost monitoring for creating and using improved models of
the interplay between ecological and societal systems that can be adapted to develop
smart natural areas across Europe, with special emphasis in tourism sustainability.
The CHAN-TWIN digital twin will address research challenges combining different
sensing and modeling approaches to feed a data consumption pipeline, i.e., from
raw input data through data integration, to data analysis and visualization, thus
providing information to different users, including policy-makers, tourism managers
or re-searchers

25.1 Introduction

Protected Natural Areas (PNAs) are places to be managed sustainably for the long-
term conservation of their biodiversity [1] and their promotion of both direct and
indirect social benefits[2]. These benefits are grouped into three broad categories: (1)
environmental, such as the ability to regulate both local and global climate; (2) social,
such as the opportunity for recreation; and (3) economic, related to the development
of business activities [3]. Thus, PNAs contribute to all spheres of human well-being
[4], either through their influence on health, freedom, security, and social relations
or, simply, by providing resources [5]. However, the level of welfare provision of a
PNA is highly conditioned by the effects of anthropic pressure [6], since tourism
activity, pollution, overexploitation of resources, and unsustainable uses are the main
causes of biodiversity loss as well as other forms of degradation [7] .
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Among PNAs, wetlands are one of the most globally threatened ecosystems of the
world [8], having reduced their surface by 60-70 %worldwide in the last century [9].
Intriguingly, wetlands also provide many functions to the ecosystems and services
to humans. For example, they are responsible for maintaining and regulating water
quality and atmospheric gases, providing cultural and recreational resources and
sequestering carbon [10]. These ecological functions make wetlands key to increase
ecosystem resilience to climate change [11]. Many aquatic animal and plant species
also rely completely on wetlands for their survival, making some well-preserved
wetlands, hotspots of biodiversity where large concentrations of animals, such as
waterbids, can be found [12]. The presence of these aquatic species increases the
ecological value of wetlands by adding new functions to the ecosystem. For example,
waterbirds are known to control pests, be indicators of ecosystem health, maintain
ecosystem diversity by propagule dispersal and provide recreational and cultural
services to humans [13]. One of the main reasons for deterioration of wetlands
status is the lack of awareness by the general public about the economic value
of the benefits they provide, but also the anthropogenic impacts such as tourism.
Agriculture or mining they receive. Moreover, resources for the conservation and
management of PNAs are limited, and often there is a lack of long-term data,
which may be essential for the monitoring of the ecological functions of these
ecosystems. Therefore, continuous assessment of the interplay between ecological
and societal systems is required to ensure the sustainability of PNAs but also the
maintenance of economic activities on them. Key information technologies (IT) for
managing tourism in PNAs are reviewed in [14] where it is stated that ITs are highly
required to support monitoring ecotourism developments and associated impacts,
thus preserving biodiversity and embracing principles of sustainable tourism; largely
concerned for the economic, social and, most importantly, environmental impacts.
Consequently, the concept of Smart PNAs emerged as the application of smart city
concepts to protected natural areas. As stated by INVATTUR in 2019, Smart PNA
makes use of certain enabling technologies to facilitate sustainable socio-economic
development through the interaction and integration of visitors with natural resources
and biodiversity, adapting to the guidelines defined for the conservation of natural
heritage to improve the quality and experience of tourism in an innovative way.

25.2 Proposal

In view of the above, the starting hypothesis of CHAN-TWIN is as follows: it is
feasible to develop intelligent systems based on digital twins to build a systemic
understanding of the socio-ecological processes affecting PNAs systems and enable
assessment of the outcomes of futuremanagement options. TheCHAN-TWINdigital
twin will address all research challenges combining different sensing and modelling
approaches that will be distributed in different modules (see Figure 1), which will
produce data that feed a data consumption pipeline. From a technical standpoint,
data consumption, either for policy makers, researchers, watchdog organisations or
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citizenships, is about the pipeline from raw input data through data integration, to
data analysis and visualisation, to eventually get insights. This could be achieved, for
instance, bymeans of generating novel mechanisms to interact with a large number of
potential users of CHAN-TWIN digital twin for consuming the right data at the right
moment when browsing the Web, as a universal and ubiquitous means of accessing
information, and providing a seamless visualisation.

Particularly, CHAN-TWIN will be application-driven based on the “Lagunas de
laMata y Torrevieja” Natural Park (Alicante, Spain); a protected area whose environ-
mental value has been globally recognized since 1972 in the RAMSAR convention.
Composed of two salt lagoons; the pink lagoon (i.e., Torrevieja lagoon), where the
Torrevieja salt mine is located, and the green lagoon (i.e., La Mata Lagoon) where
the park’s Interpretation Centre is located. It was chosen as an example for rolling out
the CHAN-TWIN’s approach as it has intensified pressures (tourism, urbanisation,
agriculture, eutrophication, contamination, flash flooding and climate change) that
have led to ecosystem deterioration, which through negative feedback impacts some
of the socioeconomic drivers, mainly tourism, which accounts for the largest share of
GDP of surrounding municipalities. This natural park is also important ecologically,
as it is used by many waterbirds, including large concentrations of some species
such as the flamingo (Phoenicopterus ruber) or the black-headed grebe (Podiceps
nigricollis). In addition, the “La Mata y Torrevieja” Natural park is a challenging
scenario from a technological point of view because of its large geographical spread
(3.743 ha), which limits connectivity. It is also worth pointing out that the existing
legal framework of this PNA must be considered; this PNA is owned by the Spanish
State, but due to the importance of the existing salt production, it is leased to a
private company for its exploitation and commercialisation, and at the same time,
it is a natural area protected by the Government of the Valencian Community as a
Natural Park. There are regulations to be analysed (such as “Plan Ordenaci los Re-
cursos Naturales, PORN” or “Plan Rector de Uso y GestiRUG”), Habitats Directive
and Birds Directive, Law 42/07 on the conservation of nature and natural heritage,
Law on Natural Spaces of the Regional Ministry of the Valencian Community, Data
protection law, Animal Welfare Act, as well as Law on the Sustainable Development
of the Rural Environment. Consequently, the application of CHAN-TWIN project
to a real case study intends to adapt results to the regulations of the corresponding
environmental impact assessment law, thus identifying the existing environmental
regulations for the design of a smart PNA.

Finally, stakeholders will play a fundamental role in CHAN-TWIN as they will
provide qualitative information based on theirmain concerns, opinions and subjective
perspectives of their reality. They will be involved at several stages and for different
purposes, including participatory model and scenario development, data collection,
interpretation of results, etc.

In contrast to a large number of scientific papers and reports which highlight the
use of AI for environmental or socio-economic modelling, CHAN-TWIN, through
its conceptual approach, will go one step further by developing an integrative tool
to produce data for supporting the decision-making process in such complex sce-
narios. Synergies with international and national research and innovation activities
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will be sought, where CHAN-TWIN will build further on relevant past and ongoing
(inter)national research activities and programs deployed across Europe, especially
those relating to water management, water quality monitoring, best farm manage-
ment practises, and use of IoT and sensing technologies, such as those previously
demonstrated in the projects SMARTLAGOON, CollectionCare EOSC, WaterJPI,
PROGNOS, ClimateJPI WATExR, FAIRWAYS, WaterOT or WATERSensing.

Fig. 25.1: Overview of CHAN-TWIN Digital Twin Strategy for Smart Protected Natural Areas.

CHAN-TWIN focuses on changing the current tourism management model to-
wards sustainability by developing a digital twin to build a systemic understanding of
the socio-ecological inter-relationships affecting PNAs (see Figure 1). The CHAN-
TWIN digital twin will address research challenges combining different sensing and
modeling approaches to feed a data consumption pipeline, i.e., from raw input data
through data integration, to data analysis and visualization, thus providing informa-
tion to different users, including policy-makers, tourism managers or researchers.

25.3 Objetives

Protected Natural Areas are ecosystems with great ecological and socioeconomic
value, but they are also especially vulnerable to climatic and anthropogenic pres-
sures, such as intensive agriculture and extensive urbanization because of tourist
development. The vulnerability and complexity of these ecosystems requires a sys-
temic understanding of the socio-ecological inter-relationships affecting PNAs and
their ecosystem. Real-time monitoring, analysis and management of these critical
resources can provide a mechanism for finding novel solutions to assess the trade-
offs between socioeconomic and ecological aspects. Indeed, these solutions must be
based on the data analysis of different sources, including social (e.g., surveys, social-
media, legislation), biological (e.g., animal population monitoring) and physical
(e.g., meteorological, historical) data. However, the analysis of such heterogeneous
data is not straight-forward as it requires the design and development of advanced
physical, artificial intelligence and system dynamics models for accurate forecast-
ing. These computational expensive workloads have a strong impact on the carbon
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footprint as they usually require to be executed in large clusters of computers. he
overall objective of CHAN-TWIN is to develop cross-cutting and green technology
for monitoring and modelling socio-environmental processes across different tem-
poral and spatial scales. This will be achieved through a digital twin strategy (see
Figure 1) that allows researchers, stakeholders and policy-makers to collect data in a
more cost-effective way, and to create more precise models and predictions to sup-
port better decision making, paving the way for the development of the smart PNAs
model. As a case study, this project uses the PNA of La Mata and Torrevieja lagoons
(Alicante, Spain), an ecosystem that supports a great variety of human activities
encompassing tourism, agriculture and salt exploitation that need to be monitored
to avoid deterioration. The proposed project is divided into five specific objectives:

Objective 1 Enable real-time tracking of socio-environmental data, obtained from
different sources, including low-power sensors, social sensing and remote sensing
using green information and communication technology (ICT).

Objective 2 Develop newMLmodelling approaches, which combine sensing data
and artificial intelligence techniques for the digitalization of ecosystem variables
and functions in order to monitor ecosystem functioning and ultimately preserve
smart PNAs

Objective 3 Develop a sustainable tourism approach, which provides insights into
the coupled socio-ecological dynamics for the example of the Torrevieja destina-
tion to enable and support better management of PNAs.

Objective 4 Enable real-time visualization, data integration,management and fore-
casting of the interplay between environmental and societal systems for sustain-
able tourism of smart PNAs.

Objective 5 Disseminate project outcomes through tailored activities and formats
targeting key audiences (stakeholders, policy-makers, the general public), in-
cluding empowering existing networks to exchange knowledge, improving skills
related to the use of CHAN-TWIN methodology. Moreover, the project aims to
increase local and citizen awareness of environmental impacts through citizen
sciences activities.

An important novelty of the CHAN-TWIN approach relies on the holistic view
of the protected natural areas. Developing a data-centric technology solution will
provide real-time monitoring and forecasting of socio-environmental tradeoffs in
these ecosystems, aimed at helping policy-makers in their decision-making. It will
also enable to increase people’s awareness of these tradeoffs, which will benefit the
understanding and enforcement of applicable legislation (such as the aforementioned.
Birds Directive: Directive 2009/147/EC or Habitats Directive: Council Directive
92/43/EEC, RD 2/2019, DOGV nm. 2892, de 18.12.96).
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25.4 Methodology

CHAN-TWIN is an interdisciplinary project whose main objective is to bridge the
gap between the distant disciplines of ecology, tourism, advanced sensor research
(ASR), social sciences (SS) and Artificial Intelligence (AI) to achieve the develop-
ment of a digital twin platform to build the concept of smart PNAs. Methodology to
be followed will be participatory, allowing collaboration among researchers and par-
ticipation of stakeholders (i.e., in the sense ofActionResearch). To do so, specifically,
our methodology focuses on involving stakeholders by considering a real situation
to solve real problems. Particularly, the following approaches will be combined:

1. Efficient ICT techniques for data collection: the project will develop efficient tools
and algorithms for crawling socio-ecological information in real time. From the
hardware perspective, efficient IoT infrastructures with novel AI-based sensing
technologies will be developed and eventually deployed in La Mata lagoon and
its watershed.

2. Machine learning (ML) driven models;new approaches to creating ecological and
environmental models will be developed based on the capacity of ML techniques
to estimate nonlinear relationships between variables. Moreover, ML models will
be used to develop novel sensors.

3. Participatory system dynamics modelling for strategic policy and management
analysis: using the project’s strengthened modelling capabilities in a multi-model
set-up, CHAN-TWIN will analyze, through systems dynamic modelling and sce-
nario studies, multiple dimensions of future pathways, environmental risks and
management practices particularly focused on changing tourism towards sustain-
ability.

4. Citizen engagement, stakeholder dialogue and interactions: multiple participatory
activities (workshops, expert seminars, science coffees) will be organized with
stakeholders and citizens to capture perspectives and knowledge and actively
involve them in an iterative process aimed at both understanding needs, as well
as presenting results and co-developing results and products.

25.5 Summary of socio-economic and scientific impact

CHAN-TWIN intents to advance the state of the art in computer science, ecology and
tourism, both scientifically and technologically, while promoting the international-
ization thanks to the European context in which the proposal is being developed. In
the field of digitalization, CHAN-TWIN aims to develop a digital twin strategy that
promotes sustainable tourism, paving the way to managing smart PNAs and the op-
timal ecological state of their ecosystems. To this end, an energy-efficient computing
strategy based on continuum computing will be developed, enabling the computation
of data at different levels of the IoT infrastructure. Specifically, CHAN-TWIN will
design (1) artificial vision -based sensors for monitoring, classification and census
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of different species of birds, (2) new IoT architectures with adaptive mesh-based and
fault-tolerant topologies, using low-power and long-range connectivity protocols,
covering the geographical and technological conditions of the PNAs, (3) data man-
agement procedures of socio-environmental data from different sources, including
remote sensing strategies, social sensors, in-situ infrastructures and open data to gen-
erate a comprehensive data lake on the PNA’s socio-environmental status, and (4) a
service layer for the management of ecological and tourism data to ease the creation
of data-driven products and services to foster the PNA’s sustainability, considering
the data lifecycle (acquisition, preparation and consumption).

These advances in the domain of digitalization will, in turn, enable breakthroughs
in the ecological transition. CHAN-TWIN will develop tourism sustainability in-
dicators for smart PNAs, focusing on preserving the value of ecosystems, while
optimizing the economic activity of the sector. Finally, CHAN-TWIN will estab-
lish a co-creation process with different institutions, organisations and citizens to
raise public awareness on the relevance of preserving our natural resources through
participatory events, and open innovation initiatives, which will enable the steady
transition towards sustainable manage of socio-economic activities affecting natural
resources.
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Chapter 26
Multi-output Convolutional Neural Network for
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Abstract Deep Learning (DL) has provided a significant breakthrough for the au-
tonomous vehicle industry. The development of Deep Neural Networks, and par-
ticularly Convolutional Neural Network (CNNs), have enabled the improvement of
computer vision-based techniques, making the information gathered from cameras
more useful. Vision stands out among the other senses for its richness and practical-
ity. Recently, studies have been carried out on the use of image-based deep learning
to control autonomous driving systems. One example is lane detection, which, al-
though it is an outdoor application, can be useful indoors. It aims to detect a line
with a different color to the ground by using a camera. In this study, a convolutional
neural network with two outputs is proposed to control the trajectory of an indoor
vehicle in a completely autonomous way. The first output will indicate if the vehicle
can navigate or not, i.e., if it detects or does not detect line, while the second one will
tell it where to go. In addition, different pre-trained convolutional neural networks
will be compared to determine which one offers the best results in terms of accuracy
and execution time to be implemented in an industrial Automated Guided Vehicle
(AGV).

26.1 Introduction

In recent years, Artificial Intelligence (AI) is experiencing monumental growth in
bridging the gap between the capabilities of humans and machines. Researchers and
enthusiasts all over the world are working on many aspects of this field to achieve
incredible things. One such area is computer vision. The goal of this field is to enable
machines to see the world as humans do, perceive it in a similar way and even use
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the knowledge for a multitude of tasks such as image and video recognition, image
analysis and classification, recommender systems, and so on. Advances in computer
vision thanks to the emergence of new Deep Learning (DL) techniques have been
built and improved in recent years, mainly on one algorithm: a Convolutional Neural
Network (CNN).

DL [1], [2] is a type of Machine Learning (ML) that trains a computer to perform
tasks as humans do. Deep learning has made remarkable advances in domains such
as image and video recognition or classification [3], [4], autonomous systems and
robotics [5], [6], text analysis and natural language processing [7], [8] or medicine
[9], [10], among many others [11].

In recent years, Deep Learning has received much attention in the field of AI,
and DL methods for image processing have progressed with remarkable results for
robotics applications: classification and regression of images and time series data
can be performed using benchmark examples for CNNs and short-term memory
networks (LSTM).

A CNN is a deep learning algorithm that can take an input image, assign impor-
tance (learnable weights and biases) to various aspects/objects in the image and be
able to differentiate one from the other.

With the rise of artificial intelligence technology, several industry sectors have
developed. Among them, the autonomous vehicle industry has grown considerably,
and extensive research has been conducted on autonomous driving control systems
using artificial intelligence [12].

Autonomous driving is a very broad term, and this may imply that it refers to
outdoor automated vehicle driving, but it should not be forgotten that there is also
indoor autonomous navigation, which has gained momentum in recent years because
of the potential it can offer [13].

In order to be able to perform any movement autonomously, it is necessary to use
sensors, including impact sensors, ultrasound, LiDAR (Light Detection and Rang-
ing), vision, etc. [14], [15]. The processing of sensor information can be multiple,
but the latest trend is to use algorithms based on DL as a more flexible and intelli-
gent technology [16]. For instance, recent studies show the use of image-based deep
learning to control autonomous driving systems [17]–[19].

A clear example is the evolution of lane detection [20], although it is an outdoor
application, it can be useful for indoors. The goal of this technology is to detect lane
zones or lines using a camera. To do so, both the early control algorithms as well as
the current ones need to be clear. That is why Tang et al. [21] presented a review on
lane detection, and even new alternatives based on neural networks are proposed to
visualize the current state. Liang et al. [22] pursues the same goal of improving lane
detection.

In short, indoor navigation requires specific algorithms and can be developed
based on outdoor knowledge. However, it should be noted that some of the outdoor
localization systems cannot be used. In recent research there is a clear trend towards
the use of neural networks. With them, it is possible to recognize objects in en-
vironments, such as traffic signs, or even to segment the image by identifying the
navigable area. Not forgetting that they are able to detect lane lines more efficiently.
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A line following robot is an autonomous mobile system which follows the line
which has a different color from the background. The robot achieves the objective
of following the line through feedback, in this case, a camera.

The line following robot is one of the most widely used robots. Line-following
robots can be used in many industrial logistics applications, such as heavy and
hazardous material transportation, the agricultural sector and library inventory man-
agement systems. These robots are also capable of monitoring patients in hospitals
and alerting doctors of dangerous symptoms [23].

In this paper, an advanced control for an automated guided vehicle is proposed.
This control is based on a CNN with two outputs: one for classification and one for
regression. The union of two CNNs will improve the cycle time of the navigation
algorithm, which is critical for problems such as autonomous driving. In this way, an
AGV acts as an autonomous line-following vehicle that can detect and follow the line
drawn on the ground using a camera. The robot must be able to follow the trajectory
with speed control. In addition, a comparison of several existing CNNs has been
carried out to determine which one gives the best results in terms of accuracy and
time.

The article is organized as follows. In section 2, the line following navigation
algorithm is presented: the used datasets, the architecture of the proposed neural
network and vehicle motion control. In section 3, results obtained for several pre-
trained convolutional neural networks are shown. Finally, the most important ideas
and conclusions appear in section 4.

26.2 Material and methods

26.2.1 Training workflow for Deep Learning algorithms

DL consists of two phases: the training phase, in which the input data is used to
estimate the model parameters, and the inference phase, in which the trained model
gives a value to an input sample. However, for a correct training of the CNN, a
specific dataset is needed to characterize the working environment where the vehicle
will move.

For this example, two sets of data are collected that allow an AGV to detect and
track a line. This data enables the training of a CNN with two outputs: a regression
output and a classification output. The idea is, on the one hand, to teach the vehicle to
detect a target image coordinate that the AGVmust follow, and, on the other hand, to
teach the vehicle to detect when there is or not lane. Therefore, when there is a lane,
the regression commands will be used to determine the linear speed and the turning
angle of the vehicle, while, if there is no lane, the vehicle will stop. The workflow
for determining the vehicle movement instructions is shown in the following figure
Fig. 1:

A pre-trained Convolutional Neural Network will be used for this purpose. This
network will be modified to have two outputs, and will be trained two more times,
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Fig. 26.1: Autonomous vehicle navigation algorithm workflow.

with new training data of regression and classification type. This allows it to correctly
predict when a lane exists, as well as the target value of the path to which the vehicle
should be heading.

The training process of the multi-output CNN has the following phases (see Table
1):

Table 26.1: Training process for multi-output CNN.

1. Collect two datasets for training and validation of the neural network

a. Regression data set
b. Classification data set

2. Design your own CNN or choose a pre-trained CNN as the algorithm for the problem.
3. Modify the network so that it can predict regression data.
4. Train the network for regression
5. Modify the new network for the classification of data
6. Train the network for classification
7. Join the two networks so that it can predict two outputs
8. Run the CNN and move the vehicle
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Fig. 26.2: Images corresponding to the ’Line’ and ’No Line’ classification dataset.

Fig. 26.3: Images corresponding to the regression dataset.

26.2.2 Datasets for the CNN-based navigation algorithm

CNNs are essential tools for DL and are especially suited for analysing image data.
For example, CNNs can be used to classify images. However, if you want to predict
continuous data, such as angles or distances, you can include a regression layer at
the end of the network.

In this case, the goal is to both classify images and predict continuous data, so it
will be necessary to train the network for both cases. To do this, two datasets will be
used (see Fig. 2 and Fig. 3):

1. Dataset for classification: images labelled with the classes of ’Line’ and ’No Line’.
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2. Regression dataset: Images labelled with an coordinate where the vehicle should
go.

To reduce the training and execution time of the CNN, as well as to improve the
accuracy of the algorithm, it has been decided to reduce the size of all training
images to 56x56. A summary of the two datasets used for this work is shown in the
table below.

Table 26.2: Summary of own databases.

26.2.3 Training a multi-output Convolutional Neural Network

First, it will be necessary to design a CNN architecture. The easiest way is to use an
existing neural network and modify its architecture to meet the needs of the problem.
In the results section, several existing architectures will be compared to determine
which gives the best results. This comparison considers both the accuracy of the
classification and regression outputs, as well as the execution cycle time of the deep
learning algorithm.

CNNs are normally used to classify images. However, the values of must be
predicted to follow the line correctly, so the last classification layer must be changed
to a two-variable regression layer.

Secondly, it will be necessary to train the new network with data representing the
problem. To do this, data must be collected from the environment and labelled. The
database used is shown in Fig. 3, which have been divided in such a way that 90%
are for training and 10% for validation.

Once the convolutional neural network is trained for regression, the weights are
saved, and the last layers are changed to obtain a convolutional neural network for
classification. However, it will be necessary tomodify some features so that the layers
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do not learn. Only the fully connected final layer must learn to make the network
work properly. The properties that need to be modified are shown in the following
table:

Table 26.3: Properties to modify

After finishing the training of the classification neural network and saving it,
the two networks are merged (see Fig. 4). This way, you have the same network to
perform both regression and classification at the same time. The architecture of the
new proposed architecture is shown in the next figure:

Fig. 26.4: New proposed network architecture.

Finally, the speed setpoint is calculated based on the distance to the point (x, y)
returned by the CNN, while the vehicle’s steering angle is calculated with the aim
of leaving that point in the middle of the image, i.e., to reduce the error.
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26.3 Results

In this section, we first evaluate the performance of the proposed neural network
in terms of accuracy and execution time. The cycle time varies depending on the
characteristics of the computer, but the ratio remains approximately the same. We
present the quantitative results obtained by different convolutional neural network
models that can be found in the literature. Then, we evaluate the performance of our
line tracking system in a real indoor environment.

We have implemented the neural network using the Deep Network Designer
application in Matlab. The training options of the CNN can be seen in Table 4.
The camera used is the Logitech C310 webcam. The AGV wheels are controlled
by a Beckhoff PLC and TwinCAT program. The connection between Matlab and
TwinCAT is made via the ADS (Automation Device Specification) communication
protocol. This connection makes it possible to read and write the code written in
TwinCAT, achieving the goal of controlling the AGV from an external program.

Table 26.4: Training Options.

The results obtained for the different CNNs are shown in Table 5. The results
are measured in terms of accuracy and execution time of the algorithm. The CNN
with the best results in terms of accuracy is ResNet 18, while the CNN with the best
results in terms of time is MobileNet v2. Consequently, and as the accuracy does not
vary considerably, the CNN used to carry out the performance tests was MobileNet
v2. In addition, the execution time of the multi-output CNN is even two times shorter
than that the cycle time obtained with two separate CNNs.

Finally, we conducted indoor experiments in our laboratory environment, where
we placed yellow tape on the ground as a path for the vehicle to follow. The AGV
must travel the entire path and stop at the end of it. The rate of the vehicle has been
evaluated by demonstrating the feasibility of the algorithm in real indoor scenarios.
An experiment is considered successful if the AGV manages to perform the whole
trajectory completely autonomously. Based on our method, the vehicle has been
started approximately 50 times and performed correctly in all tests resulting in
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Table 26.5: Comparison of accuracy and cycle times of different pre-trained neural networks

a 100% success rate if the speed was moderate (up to approximately 1 m/s). In
addition, the vehicle was taken to another environment where the ground aspect
varied considerably and completed the routes correctly. It is worth noting that our
line tracking algorithm is much faster than other deep learning-based algorithms
such as semantic segmentation. The high success rate of our method demonstrates
good generalizability and its feasibility for unseen practical environments.

26.4 Conclusions

This paper presents a line-tracking system for autonomous navigation vehicles that
can run faster than other deep learning algorithms and achieves accuracies better than
95%. The key technique of our system is to integrate twoCNNs for different purposes
by combining the weights of both networks for two different tasks. In addition, the
use of small image sizes allows reduced training and execution times. Experimental
results show that our multi-output CNN can perform the classification and regression
tasks effectively. Our network can effectively reduce the execution time of other deep
learning-based computer vision algorithms such as semantic segmentation.

The next steps will be to realize a complete control of the vehicle using exclusively
computer vision algorithms, as there are currently sufficient cameras for this type of
application that are more affordable than other sensors such as LiDAR. These steps
will consist of developing, for example, a localization and an obstacle avoidance
algorithm by incorporating another camera.
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Abstract The DynamicWindow Approach algorithm is one of the most widely used
methods for collision-free navigation. This algorithm searches for the optimal control
parameters for the velocity and rotation of autonomous vehicles. Such AGVs often
have varying dynamics, as in the case of this study, where the autonomous robot has
Mecanum wheels that allow for omnidirectional navigation. This implies that the
AGV can move in any direction while rotating in the plane. The study analyses the
DWA algorithm applied to autonomous vehicles with this equipment. The energy
consumption is closely associated with these wheels and must also be taken into
consideration. A separation of the dynamic window into velocities and angle is
proposed in order to allow the problem to be solved more efficiently. Simplifications
are carried out to reduce the computational time, and therefore, a fast response to
objects in navigation is produced. Moreover, the proposed design has only been
executed in simulation, obtaining the appropriate results.

27.1 Introduction

Automated guided vehicles (AGVs) are recognised as requiring intelligent navigation
systems. In the field of industrial applications, these systems must have the ability to
adapt to various environments. In addition, it is necessary to provide such vehicles
with decision-making capabilities, thus validating actions to avoid collisions. This
is achieved by immediate readings from the sensors implemented in the AGV. These
measurements are provided by means of a navigation algorithm, which also has to
consider dynamic characteristics of the vehicle.
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There are different techniques for handling the navigation of an AGV. As demon-
strated by Wang et al. [1], it is possible to make route planning decisions using
Virtual Force Field (VFF). Once the trajectory is defined, MPC predictive control is
applied to track the trajectory. By combining the VFF with the Potential Force Field
(PFF) Burgos et al. [2] manage to build a viable environment for navigation. The
union of the two methods provides angle commands for collision-free navigation.

Continuing with vector fields, there also exists the Vector Field Histogram (VFH)
where the grid of the two-dimensional cartesian histogram is used as a map of
the environment, continuously updating data from the sampled range. With data
minimisation, a viable means of navigation can be constructed, but the algorithm
needs to stop in front of obstacles (see Borenstein et al. [3]). With the use of a two-
dimensional laser range finder (LRF) Ye [4] studies the traversability field histogram
(TFH), correcting shortcomings of the VFH. In conjunction with a traversability
index, it is able to decide the speed and direction of the AGV.

Lateral Control is another technique for navigation. It employs a discrete pre-
diction model that anticipates future states of the vehicle by identifying the closest
point between the vehicle and the trajectory. The algorithm that performs this type of
navigation is Stanley (see Hoffmann et al. [5]). As Cabezas-Olivenza et al. [6] have
demonstrated, together with computer vision, the Stanley algorithm is highly robust
and produces a minimum trajectory deviation error. As a substitute for computer
vision, AbdElmoniem et al. [7] use a local Time Elastic Band (TEB) planner to
provide the controller with a collision-free path.

One of the most common methods for AGV navigation is the Dynamic Window
Approach (DWA). As Fox et al. [8] argue, it is necessary to deal with constraints
imposed by the synchronised drive mobile robots themselves, involving velocities
and accelerations. These speeds must therefore be permissible within a dynamic
window. In addition, inertia may need to be taken into account for the control of high
velocities. Thus, by combining motion planning methods with real-time obstacle
avoidance methods, navigation at high speeds is achievable (see Brock [9]).

To make the DWA avoid obstacles, Saranrittichai et al. [10] propose to modify
the objective function to consider obstacles close to the trajectory by means of
the histogram grid representation (F-DWA). A need is consequently recognised to
also know the movement of obstacles to predict future collisions, as demonstrated
by Missura et al. [11]. Furthermore, a treatment of the convergence properties of
the algorithm is possible, merging both the concept of DWA and the concept of
convergence. This idea is inspired by an MPC/CLF control (see Ögren et al. [12]).

Based on the Dijkstra algorithm it is also possible to implement navigation with
theDWA.The formermethod is used for global route planning, the latter for local path
planning. It requires a map constructed through SLAM (Simultaneous localization
and mapping), being able to avoid obstacles and reach the target position, as studied
by Liu et al. [13]. Another option for hybridisation of algorithms is presented by
Kashyap et al. [14] where the DWA works together with a teaching-learning-based
optimisation (TLBO) technique.

Continuing with learning techniques, employing a convolutional neural network
to address the choice of parameters of the DWA cost function is another option
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(see Dobrevski et al. [15]). Parameters are predicted dynamically, considering in-
stantaneous sensor readings. The network is trained with reinforcement learning
algorithms, using the proximal policy optimisation (PPO) method. Reinforcement
learning is also applied by Chang et al. [16] in their study, where they improve the
DWA algorithm based on Q-learning. In this way, they add two new evaluation func-
tions to improve the performance of global navigation and propose that the DWA
parameters are adaptively learned.

There are AGVs with less conventional wheels such as mecanum wheels. In
order to achieve an improvement in energy consumption in these cases, it is possible
to extend the DWA algorithm with an added term in performance, as Xie et al.
[17] studied. A combination of objectives is therefore realised, being low power
consumption and high speeds. It has to be taken into account that these wheels suffer
from slippage and vibrations at high speeds, which involve positioning errors and
energy consumption as demonstrated by Xie et al. [18].

An inertial navigation system (INS) designed for vehicles with this type of wheels
has been studied, which integrates an encoder, an accelerometer and a gyro sensor
together with Kalman filters in purpose of correcting the mentioned errors (see Kim
et al. [19]). Due to the A* algorithm, which has good expansibility and adaptability,
Li et al. [20] improved navigation in unknown environments. Furthermore, the
development of a platform including the mechanical design, the design of the system
itself and the construction of the robot is necessary, as Piemngam et al. [21] point
out.

In the present work, the use of the DWA algorithm for autonomous vehicles that
are equipped with mecanum wheels is proposed. The energy consumption of the
vehicle is simplified, thus simplifying the application of the collision-free navigation
algorithm.

27.2 Materials and Method

Automatic guided vehicles need a control algorithm; in this study it concerns the
DWA. In order to realize its application, it is necessary to take into account that the
AGV is equipped with mecanum wheels, which requires considering some aspects
such as velocity or energy consumption. Furthermore, this study has been carried
out in simulation format only.

27.2.1 Vehicle dynamics

The mecanum wheels permit the AGV to execute translational movements in either
direction while being concurrently capable of rotating in the plane. This is depicted
in Fig. 1., with the blue square representing the autonomous robot.
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Fig. 27.1: Different speeds involved in the movement of the AGV.

Once the dynamic equations of the autonomous vehicle have been defined, a
division of the dynamic window of the DWA algorithm is proposed. This is done
in order to decouple problems and simplify the navigation algorithm. The window
division is shown in Fig. 2. On the left side is the window which represents the
velocities of both axes of the AGV. These will have an admissible value in a range.
On the right side, the window involving the rotation angle. As the vehicle does not
necessarily have to start the trajectory with the same desired final orientation, it is
considered that in the first instance, the angle of the vehicle should be in accordance
with the angle of the trajectory, i.e. [rad]. As the AGV approaches the target position,
this angle will be adapted to achieve the [rad].

Fig. 27.2: Individual dynamic window approaches
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Hence, there is equally a simplification in the energy consumption of the vehicle
by setting the energy equation at any position [J] as follows, where [kg] corresponds
to the mass of the vehicle and [kg/m] to the inertia.

As discussed, the second component of Equation 7 does not depend on adjustable
parameters, because inertia is inherent to the vehicle and the angular velocity will
depend on the distance between the vehicle and the target position, as depicted in
Fig. 2. As for the first term, the mass of the vehicle is an attribute of the vehicle and
only the velocities of both axles can be manipulated. Therefore, with this approach,
the energy consumption of the AGV will depend on the limits set in the dynamic
velocity window.

27.2.2 Proposed algorithm

Acollision-free trajectory is needed. To this purpose, and continuingwith the concept
of the DWA algorithm, a cost function appropriate to the characteristics of the
problem is presented. On the one hand, there is a term that evaluates the minimum
distance to obstacles, defined as , in units of [m]. This distance to the nearest object
is accumulated over the iterations. In the graph below it is shown how the minimum
distance only reflects the distance to the closest obstacle.

Fig. 27.3: Nearest obstacle representation.

Therefore, the equation to calculate distminobs. relies exclusively on the position
of the nearest obstacle and the current position of the AGV, being independent values
of the angle.

distminobs.=norm(obs−actual)
The second term of Equation 8 evaluates the [m] of the vehicle to the target

position. It is performed by normalising the distance between the point where the
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vehicle is located () and the target (), having regard also to the starting point (). Once
again, just the and positions are considered, the equations remaining independent of
the angle. Therefore, the following equation is defined.

It is also necessary to implement an equation that captures the dynamic window
related to the vehicle angle described in Fig. 2. For this purpose, an equation is
proposed where if the distance is far away the angle tends to 1 and the closer the
AGV gets to the destination the closer it tends to 0. The following relationship is
formulated which satisfies these conditions

As seen in Equation 5 and Equation 6, the subsequent positions of the AGV will
depend on the value of . Equation 12 computes the relative position, i.e. where the
AGV is currently located with respect to its target. Equation 13 implements what
is described in Equation 11, with the introduction of a new term that evaluates the
relative position defined as [m].

Finally, the calculation of the value of the vehicle angle is considered as follows.
This allows both proposed dynamicwindows to be taken into account, allowing for

collision-free navigation without the need to calculate a route in advance. The only
information required is that associated with the target and the position of obstacles.

27.3 Results

A simulation is performed in which the AGV is located at a position = 0[m] and =
0[m] with an angle of = 0[rad]. It is desired to reach the position = 10m and = 10[m]
with a rotation of = pi/2[rad]. A maximum linear velocity is fixed at = 1[m/s], as is
the angular velocity, where = 1[rad/s]. For the DWA parameters, = 5, = 0.6 and = 0.1
are set. These parameters are constant and unitless. With these values the navigation
shown in Fig. 4. is achieved. The black cross represents the starting point and the
black circle the target position. The blue crosses indicate the obstacles, while the red
circles represent the position of the AGV at each instant.

It can be observed that the vehicle is able to reach its objective while avoiding
obstacles. Furthermore, it can be seen that as it approaches the target, its movement
gradually decelerates in order not to overshoot the destination. In the following
figures, different moments of the navigation are shown. They illustrate the vehicle’s
direction of motion at each step.

In the left image is captured the initial moment of the simulation where it can be
appreciated that the angle of the AGV is similar to the direction it is steering as a
trajectory. The central image shows how in curves the angle of the vehicle adapts,
but it is progressively more uncoupled from the steering. Finally, in the right image,
it can be seen how the vehicle already adopts the value of the angle with which it
wants to reach the target.
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Fig. 27.4: Simulation of AGV navigation.

Fig. 27.5: Simulation moments with the directional control of the vehicle.

27.4 Conclusions

The suggested method works well, as it is able to navigate in a collision-free tra-
jectory, this being the main goal. It has the advantage that it is merely necessary to
provide the algorithm with the target position to be reached together with the final
angle and the position of obstacles in the environment. As the execution is done in
simulation form only, it is uncertain how wheel slip affects the process, as it has not
been measured or included in the development of the algorithm. Implementing the
actual method in a real AGV would be a future work, where precision measurements
can be performed. Furthermore, as the algorithm has not been implemented in the
vehicle, it has also not been possible to measure the energy consumption generated
and how much this factor would limit the navigation speed. This is also a future
work to be carried out. Overall, for the simulation, a simplification of the algorithm
is made for vehicles with mecanum wheels that fulfils the desired collision-free
navigation.
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Chapter 28
Autonomous flying in Realtime with RPAS

Daniel Caballero and Jose Manuel Lopez-Guede

Abstract It is proposed to carry out several iterations of the SDLC (Systems Devel-
opment Life Cycle) in order to develop an artificial intelligence algorithm capable
of making decisions in real time in the field of RPAS (Remotely Piloted Aircraft
System). It must be able to maintain the integrity and security of the environment,
providing autonomy to one or several RPAS that make up a network to fulfil a com-
mon mission. Real-time vision and analysis of images obtained from the RPAS will
be used for the algorithm to analyse and redirect them appropriately to the RPAS.
On the other hand, it must also obtain the telemetry of each one of the RPAS in order
to have an image of the positioning of each one of them, adopting the correct actions
without endangering any of the RPAS that make up the network.

28.1 Introduction

The great evolution of technologies focused on artificial intelligence allows algo-
rithms capable of making decisions in real time. It also provides autonomy to objects
that initially need human supervision in order to carry out the mission for which they
are intended. The artificial intelligence algorithms designed must be efficient and
have a high success rate, thus providing the system with reliability. In this way, they
are able to ensure the correct functioning and integrity of the objects on which the
decisions will affect. An optimal training set must be generated to train the neural
network properly.

Faculty of Engineering of Vitoria-Gasteiz, University of the Basque Country, Nieves Cano, 12,
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28.2 Research proposal

It is proposed to carry out several iterations of the SDLC (Systems Development
Life Cycle) in order to develop an artificial intelligence algorithm capable of making
decisions in real time in the field of RPAS (Remotely Piloted Aircraft System). The
decisions taken by the algorithm will directly affect the RPAS’s flight behaviour
by sending orders to modify its trajectories in order to fulfil the mission for which
the algorithm is designed. To make such decisions, images of the environment will
be obtained from the RPAS. The algorithm will analyse the received image and
conclude with a decision to be fulfilled by the RPAS.

Initially, to ensure the security of the environment and the devices to be used,
both training and testing will be carried out in a simulated environment using a
single mid-range RPAS until the security and integrity of the designed algorithm is
achieved.

Fig. 28.1: Design phase 1

After the final design of the algorithm, stabilising it and ensuring a percentage
of success within the established ranges that guarantee the characteristics of the
mission, the tests will be carried out with a high-end RPAS with an almost total
capacity for customisation and adaptation of the components.

In order for the algorithm to be efficient, it is intended to be fast in computational
time in terms of decision making, since a delay in the resolution of the trajectory
may cause irreversible damage to the RPAS or its environment.

As a second phase, the aim is to adapt the algorithm to be able to control a network
of RPAS in real time using both the camera and all the telemetry provided by all
the RPAS in the network in order to successfully carry out a joint mission with a
common objective.
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Fig. 28.2: Design phase 2

28.3 Conclusion

Artificial intelligence is something intangible that cannot be seen or touched, but it
has the great capacity to provide new uses and autonomy to objects that were not
designed for it.

Focusing on the field of RPAS, initially, they were considered as an amusement
that occupied our leisure time, but thanks to the evolution of artificial intelligence, we
can provide them with autonomy to perform tasks such as autonomous surveillance.
Thanks to this, the aim is to develop an algorithm that is capable of directing
a network of drones autonomously without the need for human intervention and
ensuring the integrity of both the devices and their environment.
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Chapter 29
Digital twin and artificial intelligence
contributions towards the automotive industry

Iker Otxoa-De-La-Torre and Jose Manuel Lopez-Guede

Abstract Trends such as electrification and events like the Covid-19 pandemic are
leading to hard times in the automotive industry, making necessary for factories
to be more efficient and flexible than ever to cope with the resulting uncertainty.
Against this background, concepts under the umbrella of the Industry 4.0 such as
the Digital Twin (DT) and Artificial Intelligence (AI) techniques appear as enablers
for achieving these two factors. As proof of their potential, this paper presents the
application of two AI techniques oriented to the improvement of the air conditioning
(A/C) circuit filling process of the vehicles produced in the Mercedes-Benz Vitoria-
Gasteiz factory, both being framed within a digital twin development project of the
said process.

29.1 Introduction

Throughout its history, the automotive industry has undergone numerous changes in
order to adapt to new market requirements. However, far from being enough, current
times are once again demanding new and profound changes. According to well-
known consulting firms like PwC [9] or international magazines such as Forbes [5],
the guidelines that will mark the vehicle of the future include electrification, vehicle-
to-everything communications (V2X), autonomous driving and shared mobility.
Furthermore, the industry is being affected by events such as the Covid-19 pandemic,
the shortage ofmicrochips andUkraine’s war. These are therefore complicated times,
highlighting the need for factories to be increasingly flexible and efficient in order
to be able to cope with all of the above and survive.

In this context, concepts like the one of the Digital Twin (DT) [6] inside the
Industry 4.0 stream [10] appear as a strategic response to these needs for efficiency

System Engineering and Automation Control Department, University of the Basque Coun-
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and flexibility. Its technological basis lies in the Internet of Things (IoT) [2], which
proposes the integration of electronics, software and connectivity in devices in
order to favor the collection and transfer of data through the network. The real-
time reception of these data allows the construction of virtual representations of the
entities from which they originate, thus giving rise to the DT concept. In addition,
the processing of such data through Artificial Intelligence (AI) techniques allows
simulating and predicting the possible states of the physical twin being represented.
Thus, the adoption of the DT provides organizations with the opportunity to monitor
and optimize their operations with the consequent gain in efficiency and flexibility,
develop innovative products and services, and diversify value creation and business
models, among others [11].

As part of this sector and to handle all the emerging uncertainty, the Mercedes-
Benz Vitoria-Gasteiz factory is currently developing numerous digitalization and
Industry 4.0 related projects. This includes the implementation of DTs for several of
its production processes, being the filling of air conditioning (A/C) circuits one of
those selected. Within this project and as part of the planned DT functionalities, two
AI-powered use cases have been devised that promise to be of great value.

The objective of this paper is to present both of them together with the plans
for their development. To this end, Section 2 first provides a brief overview of
the A/C filling process. Next, Section 3 outlines the main problems that exist with
it. Section 4 presents the two AI-based use cases that are intended to address the
previous problems, including the particular materials and methods to be used for
their development. Finally, Section 5 covers the conclusions of this work.

29.2 Notions about the A/C circuit filling process

The Mercedes-Benz Vitoria-Gasteiz factory has developed its own filling process,
whose characteristic curve is shown in light blue in Fig. 1. Completed in two con-
secutive production lines, its main stages are described below:

• Pressurization: In this initial stage, the circuit is pressurized from atmospheric
pressure (Patm) to a certain pressure (Ppres) in order to detect leaks from the
inside out.

• Vacuum: After the pressurization stage, the circuit pressure is released to atmo-
spheric pressure (Patm) and then subjected to a vacuum (Pvac) to detect leaks
from the outside in.

• Vacuum recovery: Due to cycle time issues, the vehicles must change to a new
line after completing the previous vacuum phase, being more than likely part of
it to be lost on the way. Since the circuit must be under vacuum to start with the
filling process, right after the vehicle enters the new line a new vacuum is applied
to the circuit for recovering what may have been lost during the line change.

• Filling: Finally, as long as no leaks have been detected in any of the tests performed
in previous stages, the circuit is filled with the corresponding refrigerant gas.
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29.3 Problem statement

At present, there are two main problems related to the A/C circuit filling process at
the Mercedes-Benz Vitoria-Gasteiz production plant. The first one is linked to a lack
of mastery over the process. One of the reasons for this is the incomplete data capture
that is implemented over the process. Instead of registering all the pressure values
along a cycle that would lead to composing a similar curve to the blue one shown
in Fig. 1, the reality is that only some pressure points at predefined times are read,
making the curve resulting from their union to be far from the already presented as
theoretical. This situation is illustrated in Fig. 1, where the green dots represent the
actual pressure readings and the black tracing the derived curve from their union,
very dissimilar to the theoretical blue one as can be noticed. Hence, this impedes
having an accurate knowledge about the real behavior described by the vehicles’
circuits at filling time.

Fig. 29.1: Comparison between the theoretical and actual A/C filling curves that can be obtained
through the data gathering mechanisms currently implemented on the process.

The other reason is associated with the burst in vehicle configuration options
driven by current market demands (length of the vehicles, front/rear A/C, combus-
tion/electric engine, . . . ), many of which having an effect on the properties of the
A/C circuits. This has caused an important breakdown in the factory’s traditional
schemes and procedures for accomplishing their filling, as these were established on
the basis of the little variability that existed in previous times. Indeed, virtually all the
A/C circuits were the same, what allowed the assumption of equality between their
resulting filling curves and the existence of no more than a pair of reference curves.
Consequently, process engineers are faced with the need to discover the potential
new filling variants that exist and to recondition the process accordingly, which is
not easy considering the poor data capture that it is currently implemented.

The second problem has to do with the absence of predictive maintenance strate-
gies for the early detection of anomalies on the filling consoles. Present preventive
maintenance approaches have no effect on detecting small faults or deviations that
arise momentarily. As a result, these go completely unnoticed, get worse over time
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and end up affecting the lines, leading to a succession of major filling failures and
the consequent negative impact on production goals, costs and efficiencies.

29.4 Motion for a resolution: materials, methods and expected
outcomes

With a view to surpassing the above described two problems, a solution proposal
for each of them is presented below. Both are based on the use of AI techniques and
powered by process data. In particular, the use of a clustering technique is suggested
to identify the different filling variants or reference curves that exist within the current
vehicle portfolio, at the time it helps gaining more domain-knowledge over the A/C
circuit filling process. Regarding the anomaly detection, an approach consisting in
the training of autoencoder type neural networks is proposed. For the implementation
of either of them, an update of the current data acquisition mechanism is mandatory
so that the complete curve of each completed filling is registered.

29.4.1 Clustering for the identification of filling variants

Clustering [4,12] is a well-known unsupervised classification technique consisting
in partitioning a given data population into different groups, in such a way that all
the data points belonging to the same group are similar to each other and as different
as possible with respect to the rest pertaining to the other groups. Translated to
the scenario of A/C circuits fillings, the application of a clustering algorithm on
already filled vehicle data appears to be a promising tool to help engineers in
detecting patterns, identifying new filling variants, and obtaining their corresponding
reference curves. Going to the point, the input for the algorithm should be a data set
composed of OK filled vehicles’ circuits data plus the A/C circuit related commercial
codes associated with each of them. On this basis, the clustering method should
be able to identify and group all those vehicle variants that, although different
in terms of commercial codes, their A/C circuits show a similar behavior during
the filling process. As an output, the discovered partitions that correspond to filling
variants should be given, providing their characterizing reference curves and the set of
vehicles from the original dataset that belong to them. The collection of commercial
codes that define each of the discovered clusters could also be computed. Fig. 2
seeks to represent the whole process. Regarding the concrete clustering algorithm
and distance measure to be used, the popular k-means algorithm [7,8] together
with the Dynamic Time Warping (DTW) similarity measure [3,13,14] seem to be
reasonable, given that the data type to be handled are ultimately variable-length time
series.
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Fig. 29.2: Representation of the process of applying a clustering algorithm over the A/C filling
process data, illustrating the possible inputs and outputs.

29.4.2 Autoencoders for anomaly detection

An autoencoder [1,15] is a special type of artificial neural network that tries learning
to generate as an output the same or something similar to what it receives as an input.
To do this, an encoding function e(.) is first applied on the input x for the extraction
of the most relevant features, these remaining in the intermediate layer. Afterwards, a
decoding function d(.) is applied on those extracted features, hoping the final output
x’ to be as similar as possible to the original input. In other words, the expectation is
the reconstruction error ε to be minimal. The common structure of an autoencoder
is depicted in the situation shown in Fig. 3.

This property and behavior of the autoencoders makes them ideal for anomaly
detection scenarios. Taken to the context of A/C circuit fillings, in case an autoen-
coder is trained only with OK cycle samples belonging to a specific filling variant, it
is to be expected that the network will be able to extract and learn the most relevant
characteristics that define these cycles. In such a way, once the training is completed
and the resulting model is put into production, special attention should be given to
those filling cycles coming categorized as OK by the performing consoles. If they
do not actually present any irregularity, the reconstruction error will be minimal
and no alarms will need to be raised. However, if they do contain an anomaly, the
reconstruction error is supposed to be significant, making necessary to trigger the
alarms as a sign that something is going wrong with the console that originally
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performed the fillings. Even more if this happens repeatedly after each cycle and
on the very same console. Under such case, the idea is for the alarms to reach the
maintenance team so that they can carry out the appropriate checks and repairs in
time before major failures occur. Fig. 3 depicts this scenario. With regard to the
cycles categorized as NOK by the executing consoles, there is no need to pass them
through the trained autoencoders. Evidently, these would make the alarms to raise
for the reconstruction error being substantial. However, the sending of any warning
signal should be avoided at this time, as the NOK feedback initially provided by the
filling console gives sufficient evidence that the error is not coming from itself but
from the vehicle’s circuit (possibly one or more leaks).

Fig. 29.3: The received cycle is marked as OK and it does contain an anomaly. This is perceived in
the reconstruction error, making a warning signal to be raised.

Conclusions
This paper has presented two AI-based applications that, within a DT develop-

ment project, aim to help improving the A/C circuit filling process of the vehicles
manufactured at the Mercedes-Benz Vitoria-Gasteiz factory. On the one hand, the
clustering application promises to be very useful in helping the factory to identify
its current filling variants, modify the process accordingly and increase its exper-
tise about it. On the other hand, the autoencoder-supported predictive maintenance
strategy is presented as the appropriate way for the timely detection and correction
of the filling consoles’ potential failures. In fact, it is designed to warn in time about
even the smallest anomalies, preventing them from becoming bigger and resulting
in many incorrectly filled vehicles with the consequent high costs. In sum, both so-
lutions contribute to improve the daily operation of the factory, helping it to become
more efficient, flexible and competitive to face the current times.

Acknowledgements

This work has been financed by the Mercedes-Benz Vitoria plant through the
PIFG19/29 PhD program.

238



References

1. An, J., Cho, S.: Variational autoencoder based anomaly detection using recon-
struction probability. Special Lecture on IE 2(1), 1-18 (2015)

2. Ashton, K., et al.: That ’internet of things’ thing. RFID journal 22(7), 97-114
(2009)

3. Berndt, D.J., Clifford, J.: Using dynamic time warping to find patterns in time
series. In: KDD workshop. vol. 10, pp. 359-370. Seattle, WA, USA: (1994)

4. Bramer, M.: Principles of data mining. Applied Psychological Measurement
11(4), 329-354 (dec 2016). https://doi.org/10.1007/978-1-4471-7307-6

5. Cubiss, J.: The future of automotive andmobility (May2021), https://www.forbes.com/sites/sap/2021/05/05/the-
future-of-automotive-and-mobility, [Online; posted 05-May-2021]

6. Grieves,M., Vickers, J.: Digital twin:Mitigating unpredictable, undesirable emer-
gent behavior in complex systems. In: Transdisciplinary perspectives on complex
systems, pp. 85-113. Springer (2017)

7. Hamerly,G., Elkan, C.: Learning the k in k-means.Advances in neural information
processing systems 16 (2003)

8. Hartigan, J.A., Wong, M.A.: Algorithm as 136: A k-means clustering algorithm.
Journal of the royal statistical society. series c (applied statistics) 28(1), 100-108
(1979)

9. Kuhnert, F., Strmer, C.: Five trends transforming the automotive industry (January
2018), https://www.pwc.com/gx/en/industries/automotive/publications/eascy.html,
[Online; posted 17-January-2018]

10. Lasi, H., Fettke, P., Kemper, H.G., Feld, T., Hoffmann, M.: Industry 4.0. Business
& information systems engineering 6(4), 239-242 (2014)

11. Lu, Y., Liu, C., Wang, K.I.K., Huang, H., Xu, X.: Digital twin-driven smart
manufacturing: Connotation, reference model, applications and research issues.
Robotics and Computer-Integrated Manufacturing 61, 101837 (2020)

12. Milligan,G.W., Cooper,M.C.:Methodology review:Clusteringmethods.Applied
PsychologicalMeasurement 11(4), 329-354 (dec 1987). https://doi.org/10.1177/014662168701100401

13. Niennattrakul, V., Ratanamahatana, C.A.: On clustering multimedia time series
data using k-means and dynamic time warping. In: 2007 International Confer-
ence onMultimedia and Ubiquitous Engineering (MUE’07). pp. 733-738 (2007).
https://doi.org/10.1109/MUE.2007.165

14. Petitjean, F., Ketterlin, A., Ganski, P.: A global averaging method for dynamic
time warping, with applications to clustering. Pattern Recognition 44(3), 678-693
(2011). https://doi.org/10.1016/j.patcog.2010.09.013

15. Zhou, C., Paffenroth, R.C.: Anomaly detection with robust deep autoencoders. In:
Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining. p. 665-674. KDD ’17, Association for Computing
Machinery,NewYork,NY,USA (2017). https://doi.org/10.1145/3097983.3098052

239





Chapter 30
Artificial Intelligence methods and applications
in industry and health sectors

Vanesa Lopez-Vazquez and Jose Manuel Lopez-Guede

Abstract The application of Artificial Intelligence (AI) methods and techniques is
becoming widespread in different areas of industry and other sectors, such as the
medical field or the fishing industry, due to the versatility of its applications and its
good results. AI is composed of different branches, such as Deep Learning (DL),
whose techniques can be useful to predict the evolution of a disease; or Computer
Vision (CV) techniques, which are used to process and improve images, among
others. In this context, AI is intended to be a tool to help perform expensive tasks
or to serve as an assistant in the resolution of certain problems. In this manuscript
we present different projects developed and to be developed, used to solve tasks in
different sectors, in which these technologies have been used.

30.1 Introduction

In the last two decades, AI, along with all its branches, has gained importance and
prominence, due to the solutions and help it can bring to various problems and
tasks: natural language processing, image classification and object detection, or data
analysis, to name a few. Each of these branches encompasses many techniques and
algorithms, ranging from Decision Trees (DT) to Deep Neural Networks (DNN).
The improvement of results, together with the adaptability of new processes and the
development of better services, are objectives that are always present in any area.
Research into AI methods and their subsequent application in problem solving and
task improvement is essential to achieve these goals. Multiple sectors and industries,
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such as agriculture, the fishing industry, or the healthcare industry, have resorted
to the application of these techniques, in order to improve their production or the
quality of their services.

This paper presents some work in which AI methods and techniques have been
used, applied to the solution of different problems in distinct sectors.

30.2 Developed projects

30.2.1 DeepBrain

According to World Health Organization [1], neurological disorders, brain mal-
function and their sequelae affect hundreds of millions of people worldwide. These
disorders include Alzheimer disease and other dementias, cerebrovascular diseases
(i.e., stroke), migraine, multiple sclerosis, and Parkinson’s disease, among others.
In the last 10 years, the development of new imaging techniques, such as magnetic
resonance imaging or positron emission tomography, has revolutionized current
medicine, improving the diagnosis and evaluation of different diseases. Every day,
thousands of images are taken in hospitals and used by clinicians for diagnosis,
assessment, surgical planning, etc. But these image explorations are based on a vi-
sual analysis by radiologists or neurologists who oversee manually processing and
quantifying the images, in the best of cases with some of the equipment’s own tools
that allow annotations to be made.

Faced with this situation, DeepBrain was created with the main objective of re-
searching and creating tools to support clinicians in the diagnosis, treatment, and
prognosis of brain pathologies inwhich imaging is a very important criterion for diag-
nosis. One of the aims of this project is to automatically segment brain hemorrhages
and tumors in 2D images obtained from NIfTI and DICOM files. The developed
pipeline performs image processing before performing segmentation process, which
are essential to obtain better segmentation results. Preprocessing includes skull strip-
ping techniques [2], neuroimage registration techniques [3], histogram equalization
[4], histogram matching [5] and bias field correction [6].

For the 2D image segmentation, after applying the pre-processing techniques on
the NIfTI files, it was necessary to extract the different portions or layers (known as
slices). A dataset was generated from the central slices extracted from each subject.
The first and last sections of each of the NIfTI files were discarded, as most of these
slices did not contain brain fragments and to reduce the number of slices included
in each NIfTI file.

A convolutional neural network (CNN), with VGG-16 structure [7] was used to
discriminate between healthy and diseased brains (with tumor or hemorrhage). A
residual convolutional network has been used for segmentation. Finally, 3D models
were generated based on the slices, in order to obtain a point cloud representing the
area of tumor or hemorrhage in each brain analyzed.
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30.2.2 ARIM (Autonomous Robotic sea-floor Infrastructure for
benthopelagic Monitoring)

The ocean floor is inaccessible to humans due to its constituent features, such as high
pressure, low temperature, and lack of light. In order to explore and maintain the
biodiversity and life of underwater ecosystems, it is necessary to monitor and subse-
quently analyze the information collected. A large number of underwater images and
videos are collected at sea and analyzing them manually becomes a time-consuming
and cumbersome process. The aim of this project was to investigate techniques for
the detection and classification of underwater animals and the enhancement of im-
ages and/or videos of the seabed to develop an automatic detection and classification
process for marine species based on visual data, adapting to the characteristics of
the data obtained in this type of environment to obtain greater classification and
detection accuracy.

The data used to develop such a solution was obtained from the cabled Lofoten-
Vestern (LoVe) [8] marine observatory network, located in the Norwegian deep-
sea. The platforms of this observatory have intelligent sensors for monitoring the
underwater environment and tracking the different species that inhabit the area. An
image processing pipeline was designed and developed for species detection and
classification. As for the classification algorithms used, 8 classical algorithms were
selected: two versions of Support Vector Machine (LSVM and SVM_SGD), two
K-Nearest Neighbors (K-NN1 and K-NN2), two Decision Trees (DT1 and DT2)
and two Random Forests (RF1 and RF2). On the other hand, 8 neural networks:
four Convolutional Networks (CNN1, CNN2, CNN3 and CNN4) and four Deep
Neural Networks (DNN1, DNN2, DNN3 and DNN4) with different configuration
and structure parameters. The detailed description of the process can be found in [9].

As many images and videos obtained at the bottom of the sea have dark character-
istics due to the lack of natural light, a greenish hue due to the water, and sometimes,
due to floating particles or suspended sand, poor visibility. To solve these problems,
a residual CNN network was modelled and trained to generate the enhanced images
to eliminate these negative features. These neural networks are known for skipping
connections, or shortcuts to skip some layers. The skipped connections aim to avoid
the problem of vanishing gradients or mitigate the problem of degradation (accuracy
saturation), where adding more layers to a deep model leads to higher training and
testing error [10]. Techniques such as white balance, gamma correction and CLAHE
algorithm were applied to generate the images to train the network with.

The dataset used for the training of this network was obtained by a crawler
operating since 2009 at the Hydrate site (~870 m depth) of the Barkley Canyon Node
of the North-East Pacific Undersea Networked Experiments (NEPTUNE) cabled
seafloor observatory, operated and maintained by Ocean Networks Canada (ONC;
www.oceannetworks.ca). The image capturing process is described in [11].
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30.3 Future Projects

30.3.1 CATALYS

Ophthalmological pathologies are a major global health problem with important
psychological, social and economic connotations and repercussions. The monitoring
of a chronic and long-standing disease also generates a large amount of data in
each of the ophthalmological check-ups. There are many biometric parameters that
can be quantified in glaucoma: tonometry (IOP), central corneal thickness, mean
defect, thickness of the retinal fiber layer in the optic nerve (CFNR), etc. The
diversity of data sources in large volumes offers new possibilities for data exploitation
and interrelation, as well as the generation of new models capable of providing
support in the screening, planning and diagnosis of patients at high risk of glaucoma
progression.

The development of systems to aid in the detection and diagnosis of pathologies
based on data and image studies, as well as decision support systems, could rep-
resent a major advance, without raising costs and increasing the quality of life of
patients [12, 13]. A clinical decision support system (CDSS) is a health information
technology that provides clinicians, patients or others with person-specific knowl-
edge and information, intelligently filtered or presented at the right time, to improve
health and care. CDSS encompass a range of tools to improve decision-making in the
clinical workflow. These tools include computerized alerts and reminders for care
providers and patients; clinical guidelines; condition-specific order sets; focused pa-
tient data summaries and reports; documentation templates; diagnostic support; and
contextually relevant reference information, among other tools.

Themain objective of theCATALYSproject is to implement aCDSS for glaucoma
pathology based on AI technologies, capable of evaluating and classifying the stage
of each patient suffering from glaucoma and providing descriptive, prescriptive and
predictive support on the evolution of the disease in an automated way to support and
simplify the clinical decision, analyzing and identifying variations in the different
diagnostic and follow-up tests.

30.3.2 AGV-BRAIN

Autonomous robots are intelligent machines capable of performing tasks on their
own without human control. Today, such robots are becoming increasingly common
in a variety of businesses, such as coffee shops, restaurants, and delivery companies.
However, the sector in which they have seen the most growth and expansion has been
in the automotive and industrial sectors.

Among the different types of robots that can be found in Industry 4.0 are AGV
(Automated Guided Vehicle) robots. In the industrial sector, these robots can be
of great help as they do not require human intervention, for example, to transport

244



heavy things in a single trip. This avoids exposing personnel to potentially dangerous
tasks. Autonomous robot navigation is a promising field of research due to its broad
applications. Autonomous navigation has gained popularity in the last two decades
to develop this task [14, 15].

Autonomous robot navigation can be implemented based on different systems.
The most common are magnetic point guidance systems, laser guidance systems and
magnetic strip guidance systems. There are also systems based on AI techniques,
such as those guided by DL, heuristics and Fuzzy Logic [16, 17], Reinforcement
Learning [18] or CV. Other types are those using Real-time locating systems (RTLS)
or Simultaneous localization and mapping (SLAM).

The main objective of this project is to develop an embedded autonomous nav-
igation system that can be installed in any robot, vehicle, or mobile platform. This
device will integrate IoT technologies, RTLS systems, artificial vision systems and
AI Q- Learning trained model to provide these vehicles with the ability to navigate
autonomously in industrial environments, optimizing the routes to be followed in
a highly changing environment, with the presence of people and other unforeseen
obstacles and ensuring the safety of the people around them.
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Chapter 31
Computational support for personalised
medicine for COVID-19

Goizalde Badiola-Zabala, Jose Manuel Lopez-Guede, Manuel Graña

Abstract The upsurge of coronavirus cases has caused a huge rush of patients
to hospitals all over the world. This new and challenging situation has intensified
the emergence of clinical decision-making systems based on predictive algorithms.
These predictive technologies have been employed to alleviate the unmanageable
strain on healthcare systems. We contribute to this endeavour with a comprehensive
review of developments during the course of the pandemic in an attempt to address
the health crisis by applying it to real COVID-19 patient data gathered in a local
hospital. In this article, we present a concise summary of the advances achieved
regarding the use of ML technologies in pandemic management hitherto, as well as
their application on the presented use case. The methodology employed to complete
the project, the research questions to be responded to and the dataset that will be
processed for the developments, mentioning several improvements to be applied to
the dataset.

31.1 Introduction

Several cases of pneumonia were notified to WHO in December 2019 by the author-
ities of the Republic of China. Specified in the city of Wuhan, Hubei province, the
origin of which was unknown, it was a new coronavirus called SARS-CoV-2. Due
to the facility of propagation of this virus, it rapidly expanded internationally in an
exponential manner, affecting most countries in the world. As a result of this abrupt
outbreak, hospitals were overwhelmed by the daily increase in cases, leading to long
queues, lack of resources and personal protective equipment, and not treating other
illnesses not related to the virus.

Streamlining healthcare services to avoid the problems mentioned above is there-
fore essential. One of the most recent branches of research is the use of Artificial
Intelligence (AI) to deal with these scenarios. In this line, several researches have
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been carried out to ameliorate healthcare services in an attempt to avoid a second
potential blockade. The use of this technology would be capable of enhancing patient
care, minimising clinical morbidity and mortality burden during the pandemic and
supporting clinicians in decision-making.

The structure of the paper is as follows: Section 2 provides some background
information and a brief review of the state of the art of data analysis and prediction
algorithms concerning the COVID-19 pandemic. Section 3 describes the method-
ology employed for the process of the research, as well as the different lines of
investigation to be conducted. Section 4 provides some discussion points regarding
the realisation of the current research and which Research Questions (RQ) would
be appropriate to pursue and their corresponding order. The last section shows the
conclusions, with a description of the works that would be a priority to develop in
this research domain.

31.2 Background

Presented below are some applications of artificial intelligence (AI) and robotics that
have been adapted to serve the COVID-19 situation. These technologies have the
potential to be employed at virtually every point in the pandemic response solution.
For early and rapid detection, tracking or predicting transmission in the community,
or improving decision making, many approaches have been created through AI,
creating and new alternatives to conventional approaches.

One of the most fundamental issues is the discrimination of the most critical
patients who need to be hospitalised from those who can be designated as outpa-
tients [2], creating a standardised protocol to manage the situation appropriately and
avoid overloading health services. Several studies have proposed triage algorithms
to prioritise those patients at highest risk [5], including deep learning algorithms
for triaging patients with suspected COVID-19 [8] for disease management, as well
as simple scoring systems [4]. Most of them take into account vital signs at ED
entry, temperature, oxygen saturation, respiratory rate, systolic and diastolic blood
pressure, as well as age and gender variables [9].

Many other risk factors have been discovered in addition to vital signs to determine
the severity of a patient’s illness after contracting the virus. These are values taken
from laboratory tests, such as D-dimer, LDH and C-reactive [6],[10]. It is also
important to add to these components the relevance of co-morbidities, i.e. additional
disorders or diseases that the patient has, such as hypertension, type 2 diabetes or
sleep apnea. In parallel, a possible solution to address this collapse of the healthcare
system could be classifying patients by different characteristics [11].

Up to now, no drug has been approved to treat coronavirus, with a strong financial
interest focused on the deployment of vaccines that have reported incredible huge
benefits to the companies without any substantial proof of their effectiveness stoping
the pandemic, which has shown decreasing mainly due to the countries stopping to
facilitate test for free. This is therefore the motivation to study repurposed medical
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treatments [3] or to create clinical diagnostic assistants that are useful for clinical
decision-making [7].

31.3 Methodology

31.3.1 Objectives

It is believed that certain demographic, genetic or habit differences may be relevant
in the affectation of the disease, and owing to the relatively smaller population of
the Basque Autonomous Community in relation to the rest of Spain or Europe, these
differences may be ignored or not taken into consideration. The main objective of
this research is to generate predictive models based on Artificial Intelligence, using
Machine Learning techniques, focused specifically on the population for which
data is available, covering the population of the historical territory of Alava and,
therefore, of the Autonomous Community of the Basque Country. The aim is to
design, implement and evaluate predictive tools that help, support and improve
clinical decision-making.

Throughout the completion of the research, certain specific objectives have been
established, described below:

• Carrying out a detailed analysis of the existing data in the different Osakidetza
platforms and their viability for use in the field of CODIV-19.

• Analysis of studies and programmes for the international promotion of clinical
decision-making supported by Machine Learning techniques.

• Develop prediction systems based on Artificial Intelligence and Big Data tech-
niques, which can be used by the medical services of the territory and which help
them to know the possible evolution in various aspects of new cases of COVID-19
occurring in the territory.

• Analysis of the different types of algorithms to achieve the most optimal result.
• Analysis of the barriers and aspects that make it difficult to improve the perfor-

mance of the predictive models created.

31.3.2 Research Questions

For achieving the above-mentioned goals, the following research questions have been
defined:

RQ1. Which ML models have been developed to classify patients at the ED
entrance according to vital signs?

RQ2. Which ML models have been developed to determine whether a pacient
requires hospitalisation?
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RQ3. Which ML models have been developed to calculate the probability of a
patient being admitted to the ICU?

RQ4. Which ML models have been developed to classify patients based on in-
formation that characterises them? to see if there are procedures and/or drug
administrations that lead to different outcomes, and to analyse their causality.

RQ5. Which ML models have been developed to make predictions of vital signs
values following the administration of certain drugs?

RQ6. What ML models have been developed for the prediction of patient afteref-
fects?

RQ7. What ML models have been developed to estimate patient mortality?
RQ8. Which ML models have been developed to detect appropriate clinical path-

ways based on various patient characteristics as well as vital signs and laboratory
results?

RQ9. Which ML models have been developed to detect significant changes in
patient status following a change in medical approach?

RQ10. Which ML models have been developed to make predictions of laboratory
results based on previous clinical data?

31.3.3 Data resources and procedures

A methodology, eminently practical, will be used to achieve the aforementioned
objectives and questions, consisting of the generation of predictive models based
on machine learning techniques, in order to design, implement and analyse massive
data in clinical environments. As part of this methodology, ethical considerations
and the methods by which data are collected must be taken into account in order to
avoid inaccurate or irrelevant findings and ensure the integrity and accuracy of the
data.

The first step is data collection and data preparation. This is being supported
by Osakidetza - Hospital Universitario de lava (HUA) Txagorritxu, and by the
BIOARABA Health Research Institute, more specifically by the New Technologies
and Health Information Systems Group, belonging to the New Developments in
Health Area, providing access to its infrastructures.

An aggregate and conveniently anonymised set of data from those patients who
have been diagnosed with SARS-COV-2 infection (positive PCR and/or by serolog-
ical analysis) will be retrospectively analysed. The data are extracted from different
information systems and processed for aggregation and anonymisation on an ongoing
basis.

Predictivemodels are generated in two stages. The first stage consists of generating
the models by training the algorithms against a subset of the data. In a second stage,
the robustness of the predictive models will be determined based on another set of
data, reserved for this purpose. Finally, the models will be clinically evaluated by
clinicians to establish their relevance.
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31.4 Conclusions

An investigation on COVID-19 based on machine learning is being conducted. The
main objective is to learn about the diagnostic, epidemic and intervention models
that have been developed for the disease, in order to subsequently make several
developments to help improving the decision-making of clinical experts and thus
reduce the costs and resources involved during the course of the epidemic, particularly
in a specific selected region. In general, the most frequent epidemic models were
based on XGBoost, RF and SVM, with demographic, comorbidity, medication, vital
signs and laboratory data [1].

Based on the realisation of the project and futureworks, prioritisation should focus
on cause-effect models for the effective support of healthcare workers to improve
their outcomes, not on the detection of the disease as a fundamental issue, but rather
on the assessment of the factors that most influence infection. A better understanding
of the causes related to COVID-19 severity, with more robust diagnostic models,
would help considerably to better manage and reduce complications and deaths.

An urgent need has also been identified to create protocols for collecting and
storing patient data and to re-design the databases where they are stored to manage
data uncertainty. The low quality of epidemiological data is one of the main obstacles
for building models.
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Chapter 32
Alzheimer Predictions with Harris Hawks
Optimization (HHO)Method and Deep Learning

Hasan Issa Alyaqoobi, Jose Manuel Lopez-Guede, Omer Asghar Akbar, Javad
Rahebi

Abstract Alzheimer’s disease is a type of brain dysfunction in which the patient’s
mental abilities gradually decline and themost obviousmanifestation is dementia and
memory disorders. In this paper, Harris hawk’s optimization method is based on the
artificial neural network implemented for Alzheimer’s disease diagnosis. For feature
extraction, the deep learning neural network is used and for the feature selection, the
Harris hawk’s optimization is applied. This study tries to focus learning on important
image features by optimally selecting image features with Shahin group intelligence.

32.1 Introduction

One of the important applications of machine learning and deep learning in con-
nection with the diagnosis of diseases is based on magnetic resonance imaging of
the brain and can be used to diagnose diseases related to the nervous system, one of
which is Alzheimer’s disease. Some of these studies are reviewed below, and some
studies related to the magnetization resonance imaging of the brain, others related to
Otsu thresholding, and other studies related to the diagnosis of Alzheimer’s disease.
The basis of images is the magnetic resonance of the brain. As we age, the process
of cell degeneration occurs in the brain at the same time as other organs, and this
cell analysis in the brain, in imaging, manifests itself as cerebral atrophy (although
atrophy is a pathological term, but It has beenmispronounced to describe cell volume
loss and has been used in this article with this in mind although cerebral atrophy is
not present in all patients with dementia and is seen on CT scans of approximately
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66% of Alzheimer’s patients It seems that CT scans, especially in the early stages
of the disease, can be normal. Cognitively, more areas are involved, including the
temporal neocortex, parietal lobe, and eventually the entire cerebral cortex (atrophy
of the whole brain) and the hippocampus in particular (as the disease progresses
from normal to cognitive impairment and dementia [1][2].

CT scan findings confirming the occurrence of dementia include dilatation of the
ventricular system, diffuse atrophy of the brain, and opening of the cerebral sulcus. In
a study in which patients with Alzheimer’s disease and multiple infarction dementia
were followed up with the control group, it was found that: In Alzheimer’s, with the
development of intelligence disorders, ventricular dilatation increases, but cortical
atrophy does not match the score of psychiatric evaluations. The brain is defined by
measuring the frontal distance of the two sides, measuring the diameter of two nuclei
in the orbit (coitus), the diameter of the third ventricle and the lateral ventricles [3].
A standard CT scan can not differentiate Alzheimer’s disease from normal aging
or other causes of cognitive impairment. For this purpose, an angled axial CT scan
is used to assess the condition of the temporal lobe, especially its internal part. A
reduction in the width of the inner part of the temporal lobe may be detected in the
axial CT. This method is a sensitive and specific indicator for Alzheimer’s disease.
The minimum acceptable limit is 11 mm, which indicates the difference between
Alzheimer’s patients and the healthy group. Normal people or non-organic causes of
cognitive impairment (such as depression) may be helpful but unable to distinguish
Alzheimer’s disease from other types of dementia such as vascular dementia [4][5].
Hippocampal pericardial dilatation is another useful radiological marker with 91%
retraction accuracy (in the early diagnosis of Alzheimer’s disease). All of the above
are elements that are affected in the early stages of Alzheimer’s, and this explains
the dilatation of peripheral fissure in Alzheimer’s patients. They are very sensitive
in diagnosing the disease, but they do not have much specificity.

32.2 Literature review

In the study [6] in 2020, they introduced a multilevel image division based on the
lightning search algorithm. In this research, a threshold prototype based on a new
image fusion is predicted for segmentation and zoning of a multilevel color image
using the Lightning Search Algorithm (LSA). Otsu thresholding method works in
color images using variances using three-dimensional histogram diagrams. This re-
duces the accuracy of these methods and to solve this challenge in most studies of
the curved model. Energy is used to work on the textual information of an image.
However, using the concept of energy curve increases complexity. To overcome this
limitation, the concept of lightning search optimization algorithm is introduced.
Lightning Search Optimization Algorithm is a new optimization process modeled
with lightning characteristics through storm lightning. In this research, lightning
search optimization algorithm has been used to shorten comprehensive discover-
ies to find the best thresholds. In addition, in order to improve the quality of the
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multi-level segmented image, the concept of fusion based on local contrast is intro-
duced. Experimental outputs show that the proposed lightning search optimization
algorithm is better and can provide an optimal threshold for images by comparing
existing limitations. In the study [7] in 2020, they presented an efficient shrimp
algorithm for the color problem of dividing the threshold of a multi-stage image.
Default thresholdingmethods are very efficient for two-level thresholds, but the com-
putational complexity for multi-level thresholds of a color image may be very high.
Multi-level color image threshold division can be considered as a finite optimiza-
tion problem, so to solve this challenge, group intelligence algorithms, which are
widely used to reduce complexity, can be solved. It used complex image processing
issues. In this research, an efficient algorithm based on shrimp behavior is used to
search for optimal threshold values at different levels for color images. Has been.
In this study, seven different algorithms, such as shrimp without any genetic opera-
tors, shrimp algorithm with mutation, shrimp algorithm with combination, modified
firefly algorithm (MFA), modified locust optimization algorithm (MGOA), bat al-
gorithm (BA) and the water cycle algorithm (WCA) for thresholding is compared
with the proposed method. Experiments are performed on ten standard color images
in terms of optimal threshold values, target values, PSNR index, SSIM and standard
deviation from target values at different levels. Experimental results show that the
proposed and improved shrimp algorithm is superior to other algorithms for dividing
the multi-level threshold of a color image.

Figure 1 shows a number of outputs tested in their proposed method for analyzing
medical images using Otsu and artificial neural networks. In these images, the first
row is related to the sample of magnetic resonance images of the brain, and in the
second row, a number of noisy images are displayed, and in the third and fourth
row images, binary and threshold images are displayed, respectively, which can be
seen. Their method partially detects brain tumors. It can be concluded that Otsu
thresholding helps a lot in diagnosing the disease and can be used to extract the edge
and border of brain tumors, which increases the probability of success of patients’
surgery.

In the study [8] in 2020, they introduced a new model for extracting brain tumors
from three-dimensional MRI images using core processing and adaptive threshold.
In this study, evaluation of segmentation techniques towards diagnostic tumors in
BraTs 2018 data set was performed on three-dimensional MRI images with T2
weight. The techniques tested include pixel linear binary pattern, area growth, and
Otsu threshold to compare similar efficiencies to the proposed method. In this study,
three-dimensional MRI images are first exposed to incisions, which are about 10%
of the top and bottom of the normal image because these incisions do not have
significant detail and, in addition, strengthen the tumor areas on normal incisions. Is
performed using amplified kernel processing in various experiments with different
brain core sizes. Enlarged tumor areas are exposed to the local thresholding technique
to extract the tumor from normal incisions using the kernel concept. Detected tumors
are compared with the results of segmentation and manual zoning to determine the
effectiveness of the proposed method. By analyzing the results, it is observed that
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Fig. 32.1: Analysis of brain tissue with Otsu threshold and artificial neural network

the proposed method has an average Jacquard similarity and similarity of 87.20%
and 89.18%

32.3 Proposal work

In this paper, the deep learning is used to feature extraction of the Alzheimer images.
The extracted feature from the deep leaning is not effective of the results, for avoiding
of this problem we used the Harris hawks Optimization (HHO) algorithm to select
the best features. The Harris Hawks optimization algorithm is a meta-heuristic
algorithm with a group intelligence approach that is modeled on the behavior of
Harris Hawks in nature. This algorithm is considered a group intelligence behavior
that has a hunting approach. Eagles can detect a variety of chase patterns based on
the dynamic nature of hunting scenarios and bait escape patterns. This behavior is
shown in Figure 2 extracted from [9].

In this method, hunting all eagles is considered as the solution to the problem
and prey is considered as the answer. In this algorithm, first the prey is identified,
the prey here is the rabbit, and then the current optimal solution is considered as
the position of the rabbit. One of the behaviors studied in the eagle optimization
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Fig. 32.2: Mechanism of group intelligence hunting in Eagle optimization algorithm

algorithm is the slow or soft siege behavior, which is the behavior that eagles move
slowly towards the prey and search around the prey.

32.4 4 Results and discussion

This research uses MATLAB environment and OASIS-3 data for simulation. Due to
the large volume of images in the BraTS dataset, this study uses 1000 video input
samples to propose and evaluate. Images have been used which will be shown in
the results. When the simulation is performed, all OASIS-3 data are trained and
tested using the proposed method. For visualization, a sample of images is shown to
examine the results of the proposed approach step by step. First, an input image like
Figure 3 is given to the system. The results can be seen schematically in Figure 4.

32.5 Conclusion

Alzheimer’s disease is a disease of the nervous system. The disease affects the brain
over time and causes a person to lose the ability to learn and remember. Early
diagnosis of Alzheimer’s disease can limit the progression of the disease and help
a lot in treating patients. Magnetic resonance imaging of the brain can be used to
diagnose Alzheimer’s disease. A practical method is to use deep learning methods to
classify images into malignant and benign categories in Alzheimer’s diagnosis. Deep
learning methods automatically select the feature, but this type of feature selection
does not take into account manual features and does not intelligently extract image
features.
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Fig. 32.3: Input image

Fig. 32.4: Comparative results
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Chapter 33
About Active Learning for Road Lane
Landmark Inventory

Asier Izquierdo Pz, JM Lopez-Guede, Manuel Graña

Abstract During the last years, road landmark inventory has provoked increasing
interest in different areas; The maintenance of transport infrastructures, road in-
spection, autonomous vehicles, etc. Several commercial sensors are available which
include LiDAR sensors allowing to capture up to 700,000 LiDAR points per second.
Horizontal landmark detection is posed as a two-classification problem that should
be solved by some standard approach, for example random forest (RF). In addition
to the model parameter selection, an issue is the training dataset labelling construc-
tion due to the human labor cost and the uncontrolled conditions of image capture.
An open-ended Active Learning [1] approach with a human operator in the loop is
proposed, where the operator can start the Active Learning process when detection
quality is degraded by the change in image conditions and been able to adapt to them.
We report auspicious results over a collection of panoramic images. As an additional
contribution, we have evaluated the ability of Active Learning to estimate the ability
of Active Learning to overcome the issue raised by two class classification problem
with highly imbalanced dataset.
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33.1 Introduction

The road inventory is becoming an essential task for infrastructure maintenance.
Within the massive data capture industry, we find several sensors capable of cap-
turing and creating panoramic images. The classification of road markings will be
approached as an image segmentation problem, in which we will find two classes.
To solve the problem, we apply Random Forest classifiers, achieving satisfactory
results.

33.2 Methods

33.2.1 Random Forest Classifiers

Random Forest (RF) algorithm is a classifier [2] that encompasses bagging [3] and
random decision forests [4,5], whose performance has been demonstrated in a variety
of applications. RF became popular due to its simplicity of training and tuning while
offering a competitive performance to other machine learning approaches, such as
support vector machines. Consider a RF as a collection of decision tree predictors,
built so that they are as much decorrelated as possible. Each tree casts a unit vote in
order to decide the class assignment of the input. RF captures complex interaction
structures in data, and are proposed [2] to be resistant both to over-fitting of data when
individual trees are very deep and no pruned, and tounder-fitting when individual
trees are too shallow. Given a dataset of N samples, a bootstrapped training dataset is
used to grow a tree on a randomly selected subset of data dimensions. Decision tree
growing recursively picks the best data split of each node based on these information
measure of each dimension. In RF tree pruning is not required [2]. The RF training
process picks randomly the dimension and the dataset bootstrapping according to
independent identically distributed random vectors. This randomness is the source of
RF individual tree diversity ensuring the decorrelation of their outputs. Classification
of a new input is done by majority voting over the responses of the trees in the RF.
The critical parameters of the RF classifier for the experiments reported below are
the number of trees in the forest, the dimension of the random subspace and the
maximum tree depth. Later we report experiments assessing the effect of these
parameters in our specific study.

33.2.2 Gabor Texture Features

In order to have a systematic characterization of the surroundings of each pixel we
use a bank of Gabor filters. The magnitude of the responses of the Gabor filters are
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used as the feature vector for classification. In other words, we use the local texture
descriptor of the image as features for classification [6].

33.2.3 Active Learning for Image Segmentation

We want to classify image pixels into two classes, the target and the background
[7]. Target in our case are the pixels corresponding to the lane marks and other
landmarks in the road. In a nutshell, an Active Learning [8,9] system returns to the
user an image whose intensity value corresponds to the degree of uncertainty in the
classification of the pixel. Upon this image, the user, in its role as the oracle will pick
some of the pixels with greatest intensity labelling them for insertion in the training
dataset. Then, a new instance of the classifier is trained [10]. The features of each
pixel are the result of the application of a bank of Gabor filters, the pixel intensity
and its coordinates.

33.3 Experimental Setup

33.3.1 DataSet

From de several trips of the data recording car, we have selected 15 random images
to carry out the experimental work. The actual imbalance ratio of the data is 1:39, the
targetminority class accounts 2.45%of the dataset, the remaining 97.5%corresponds
to the background, including the road and the environment.

33.3.2 Model Parameter Exploration

Regarding RF computational experiments, we have explored the influence of the
number of trees (NT), the number of variables taken into account at node split
(NVS), and the size of the sample (NS) that is added to the current training dataset.
We have also made the comparative between ensuring that the dataset subsample
added to the current training dataset is class balanced and not ensuring class balance.

33.4 Experimental Results

Regarding the quantitative analysis of the results, we have organized it into several
research questions.
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Impact of balanced data set: We compare the performance achieved by the ran-
dom forest classifiers when the dataset is increased by candidate sample with or
without ensuring class balancing, as shown in Table 1 and Table 2 respectively.
A one-sided t-test comparing the SP and TPR of the balanced versus imbalanced
increments confirms that there is a significant increment in performance. This
result is meaningful in the sense that it provides an alternative approach to the
resolution of the bias induced by strong class imbalance. In this situation, if we
examine the AC performance we are mislead, because ignoring the minority class
lead to very high AC values, but very poor TPR values as can be seen in Table
2 where imbalanced training dataset growth lead to high AC and SEN but very
poor SP and TPR. In fact, the mean TPR in Table 2 is 0.052 while in Table 1 it is
0.552.

Effect of the size of the sample: The size of the sample (NS) that is added to the
training dataset at each iteration is a global parameter of the Active Learning
process. In the RF experiments, we find moderate but significant effect of the
sample size 100 versus 50 in one-sided t-test (p < for TPR, for SP) on the data of
Table 1. However, we think that the greater sample increment is preferable; for
RF the mean value of TPR for NS=100 is 0.67, while for NS=50 it is 0.42.

Choice of number of trees of the model and variables considered for the split of
each node: The effect of the number of trees chooses is another global parameter
of the Active Learning process. In our experiments, using only balanced data if
we focus only in number of trees, we find a good response in one-sided t-test
when NT=200 (p < 3.94E-07 for TPR, p < 5.96E-09 for SP) Regarding the effect
of the RF parameters, we find that the number of trees (NT) in RF has a stronger
effect than NVS in an analysis of variance (p < 0.05 for TPR, p < 0.2 for SP). It is
very interesting to observe a clear overfitting effect, i.e. often there is a decrease
in performance when NT goes from 150 to 200 all other parameters unchanged.
Looking at the mean values of TPR for NT values 50, 100, 150, 200 we obtain
0.71, 0.72, 0.61, and 0.17, respectively. Hence there is an overfitting effect when
we try to use more than 150 trees.

33.5 Conclusion and Future Work

In this paper, we have introduced anActive Learning approach to deal with the way to
label road landmarks in images obtained by an MMS image sensor for the porpoise
of detailed road inventory. The underlying problem is a two-class classification
problem with a strong class imbalance. Moreover, we have a large volume of images
taken under very different light and atmospheric conditions or road conditions. The
proposed solution is an open-ended segmentation process with an important human
loop who may start the adaptation to new panoramas at any moment. Due to the cost
of image labelling, the adaptation follows an Active Learning approach, where the
training set is built incrementally with the most informative image samples. We have
explored the performance of Random Forest (RF) using panoramas. We have found
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good exceptional results in our computational experiments applying RF in terms of
True Positive Ratio (TPR) being measure more appropriate than Accuracy (AC) for
strong class imbalanced dataset. To deal with imbalance class, additionally we find a
novel way to deal with class imbalance through Active Learning selection of optimal
balanced training dataset. Future works would be addressed to the exploitation of the
lidar sensor included in theMMs.Using the LiDARdata from the sensor that includes
the MMS system, in addition to being able to geolocate the extracted elements, we
could focus on the intensity values collected by the LiDAR since we firmly believe
that the detection would be much more precise, since among other factors we do not
depend atmospheric conditions, lighting, etc.
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Chapter 34
Integrity of electronic transmitted images for
forensic investigations

Robert Cristian Beloiu[0000−0002−5815−4008]

Abstract In this article it is analyzed the impact of sending image for forensic pur-
poses considering various non-professional means available to laypersons. In day
to day life, there are many situations when arises the need of investigations and the
only available probe is an image taken at the scene and sent to the investigator. Some
means are more reliable than others and some should be avoided when sensitive
information is required, especially when this information is the base for serious con-
sequences: trials, insurance policy coverage, fire investigation, fraud investigations,
or even academic related issues. Images contain signature codes and GPS location
information alongside with other parameters, besides the colored pixels. Some of
the identification parameters are used in forensic authentication investigations. The
receiver should be aware of the modifications that the transmission means do to the
image. Besides the forensic specialist, other professionals should be aware of these
influences. In my opinion, in any investigation of any kind that uses images as probes,
a forensic specialist should be called to be sure the probe image could be used or
not, especially in trials, insurance claims, and other similar situations.

34.1 Introduction

34.1.1 Image transmission necessity

A forensic investigator needs probes to be able to detect what was asked by the person
or institution that asked for the investigation. At the same time, his/hers probes have
to be solid and stand the questions raised by professionals or other people. There
are many times when the probes are digital images provided professionally or not
[1]. An accident passed and there was a witness that grabbed it in his/her mobile
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phone. The images can be provided via electronic transmission: email or social
media. There is no other way to get access to those images. A fire started affecting
the property or even worse, the health of some person. A witness provides images
long after the fire was extinguished and any sign of it was removed. The witness
stored some images of the event in his phone and can send them to the investigator.
One patient was hospitalized. In the medical institution she noticed the use of some
products that raised suspicion. She takes a picture with her phone and shares it with
a friend. A while after, results that those products were not good and the medical
institution denies its use in order to escape accusations and financial consequences.
The image the patient took proves the facts. All of the above mentioned cases of
image transmission require analysis [2]. There are many other situations when an
investigator needs to analyze digital images taken by witnesses with the means at
their reach at the time of the event. Many times, during these days, the mobile phone
camera is the most used device to acquire images. Most of the times, the witnesses
do not have forensic preparation and they do the best they can help clarify certain
situation

34.2 Probes

Amobile phone is a device that many people own or have access to [3]. According to
[4] in 2020 61,51%of population own a smart or feature phone, whichmakes the total
number of devices to be 4,78 billion. In 201-2020 the number of smartphone grew
by 40%. The estimations are that by 2023 there will be 7,33 billion mobile devices
in use. According to [5] over half of the world’s population own smartphones. The
general public has become extremely dependent on smartphones. This means that a
great number of people have access to mobile camera that can record events. Some
of these recordings will be used by professional forensics to solve investigations.
Most of these recordings will be transmitted using available means which are not in
most cases professional.

34.2.1 Transmission ways

34.2.1.1 Forensic

When a professional forensic either individual or laboratory is facedwith the situation
of images or video transmission from one device to another, they are considering
digital forensically tools. There is a variety of programs built for this purpose
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34.2.1.2 Lay person

When a regular user transfer an image or movie acquired by his/hers phone they
think at the means at their reach. Many times this involves free or open source tools:
email, social media, file transfer, etc. Most of the time regular transference of images
do not involve specialized nor professional hardware or software tools [6].

34.3 Probes

In most image enhancement and authentication courses, the discussion is about ana-
lyzing what you have assuming it was properly (I mean professionally) transmitted.
The transmission process is covered in less situations. An image analysis deals many
times with authenticity question: is this material genuine? The answer to this ques-
tion is sometimes easy to give using dedicated software such as [7], [8] or other.
The analysis, weather using professional or free software [9], [10], etc., starts with
metadata analysis of EXIF format [11].

34.3.1 EXIF information

“The EXIF standard organizes metadata into five file directories (IFDs): (1) Primary;
(2) Exif; (3) Interoperability; (4) Thumbnail and (5) GPS.” [11]. EXIF contains
information about date and time of recording and modification, camera parameters,
camera brand, etc. [12]. The EXIF can be altered very easy and should be analyzed in
combination with other information about the image. In order to check the integrity
of an image, there are some parameter of interest in the EXIF list: MD5, SHA [13].
These codes are like signatures for images and in this article are used to check the
integrity of transmitted images using different non-professional procedures.

34.3.1.1 Probes

For the experiments in this article were used three samples taken in close locations,
as indicated in Table 1. The EXIF were collected using free tools such as Irfanview
[9], Exif Pilot [14] as well as professional tools such as Amped Authenticate [15]. In
Table 1 are indicated the test images with some of their EXIF information. In total,
Amped Authenticate [15] identifies 89 EXIF parameters in an image. Besides EXIF
a regular jpg image contains a lot more information used in image authentication
[7].

269



Table 34.1: Probes images and EXIF information

34.3.2 Transmission means

In practice, there are various ways of communications between a sender and a
receiver analyzed in this paper:

• Online tools [16]

– Instagram. Instagram is a social media tools for image and video sharing [17].
More than 70% of people between 12 and 24 years old are Instagram users
[18].

– Whatsapp. Whatsapp is an instant communication application that was down-
loaded and installed on almost 120 billion Android OS based mobile phones
and the number is increasing [19]. this makes it one of the most popular
applications on mobile phones.

– Skype. Skype [20] is one of the first applications that facilitates communication
between people over the Internet.

– Moodle. Moodle is an application that helps online teaching through many
facilities it offers [21]. Students can share images among themselves and/or
with the academic staff for several reasons. One of them is to check their
location while assisting to a lecture, especially during COVID-19 restrictions.

– Email
· Gmail [22]/Yahoo!Mail [23]. These are one of the most common free email

providers used by people around the world.
· Proprietary email. It was tested with a public educational and private com-

pany emails.
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– WiFi File transfer [24]. WiFi File Transfer is an application that allows the
users to transfer files from phone or tablet to PC over a wireless connection. It
has about 60.000 users.

– Google drive is a free solution offered by Google to share and store digital
information online. It is used by about 1 billion users. o Dropbox is Microsoft
solution to online storage. It has 700.000 registered users [25].

• Offline tools

– DVD. Nowadays this media storage is less used and available on the market.
Nevertheless, it is still used when transmitting sensitive information that it is
not supposed to be lost.

– USB. This is the wider share offline transmitting media. It is easy to use and
cheap. Nevertheless, accidents can happen and information can be lost very
easy.

– Image integration
· MS word. This is one of the widest used document processor [26]. There

are very few computers running Windows OS that does not have installed
MSOffice package. This word processor it is used to incorporate images for
various reasons. The documents are either saved as docx or are transformed
in a different type.

· Pdf. The pdf files can be exchanged between different computers with
confidence of maintaining document formatting. By far, the pdf format is
the most common used to exchange documents between users of all kind
(private or public). Most of software computer programs, regardless of their
application domain, have the ability of saving or exporting their results in
pdf format. Therefore, documents that include images transformed in pdf
are (sometimes) considered proofs of authenticity and a safe way to transmit
images.

34.4 Discussion

For this work the reference image was acquired from the camera (both Samsung SM-
A920F and Sony DSC-HX350) with Amped software. Then these images were sent
using the indicated procedures. Table 2 shows the probes’ signatures MD5, SHA1,
SHA256, SHA384 and SHA512. It is not the purpose of this work to detail how these
signatures are generated. Therefore, this topic is not presented. The results show that
the online tools: Instagram,Whatsapp, Skype modify the structure of the transmitted
images. At the same time emailing and cloud services do not report changes in the
image structure. The transmission with offline methods does not report changes in
the image structure. Also image integration both in editable documents (ex. docx) as
well as universal format (ex. pdf) reports image structure modifications. The results
indicate that in spite of their popularity, the communication tools are not reliable as
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far as maintaining the image structure. They introduce modifications in the signature
information as well as GPS location, among other parameters.

Table 34.2: EXIF image signatures

Table 34.3: Integrity analysis

34.5 Conclusions

In spite of the fact that emailing services does not report image structure modi-
fications, the recommendation is not to use them to send sensitive images. Image
integration in editable documents as well as pdf introduce image structure modifi-
cations. Nevertheless, there are tools and means that an image included in a pdf can
be further analyzed for authentication. The most reliable way to transmit sensitive
images to be processed is DVD. The DVD has the advantage that once recorded,
the information can be stored for a later investigation. Many ordinary computers
nowadays do not come with DVD unit.

Some second reliable ways are USB and password protection archives. When
password protection archives are used, they can be sent via email for future analysis.
As people that need to process and make difficult decisions based on image anal-
ysis many times are not aware of image authentication procedures, they can make
erroneous appreciations and sentences. These can have a very big impact in many
lives and budgets. Therefore, not all means of image transmissions are reliable and
advisable to be used for analysis of sensitive of events. It is advisable that when
such events are analyzed a knowledgeable forensic specialist should be consulted. In
this paper the original probe was extracted from the camera using dedicated forensic
software. Image extraction from the camera is a process that has to be done following
certified procedures.
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Chapter 35
Estimation of dynamics of a piezoelectric wind
energy harvester via neural network

Erol Kurt, Jose Manuel Lopez-Guede, Mehmet Tekerek, Mehmet Gök and Yunus
Uzun

Abstract A new classification tool has been designed and implemented for the
identification of dynamic responses of a recently built wind energy harvester, namely
piezoelectric wind energy harvester (PWEH). The classification tool indeed uses an
artificial neural network algorithm in order to determine movement and acceleration
of the tip of the piezoelectric layer. For this purpose, it trains time series data of
the displacement and velocity of the piezoelectric layer tips and processes them into
a two-layer neural network for a given set of excitation frequency and amplitude.
According to one of our previous work in Ref. [1], it was proven that such a system
creates different types of dynamic responses from periodic to hyper chaotic ones.
All those dynamic responses yield to different power generation for the harvester
naturally; thereby an estimation of the dynamic character (i.e. vibration motion) of
the piezoelectric layer is vital task to estimate the output power of the harvester.
Following the network training procedure, it has been proven that the classification
tool performs with a high accuracy compared to the experimental findings, thereby
we recommend this neural network scheme to estimate such piezoelectric-based

Erol Kurt
Department of Electrical and Electronics Engineering, Technology Faculty, Gazi University,
Ankara, Turkey

Jose Manuel Lopez-Guede
Systems Engineering and Automatic Control Department, Faculty of Engineering Vitoria-Gasteiz,
University of the Basque Country (UPV/EHU), Vitoria, Spain

Mehmet Tekerek
Kahramanmaraş Sütçüimam University, Computer Education and Instructional Technology De-
partment,

Mehmet Tekerek
Kahramanmaraş, Turkey d Kahramanmaraş İstiklal University, Kahramanmaraş, Turkey,

Yunus Uzun
Department of Electrical and Electronics Engineering, Engineering Faculty, Aksaray University,
Aksaray, Turkey

275



harvesters for wide engineering applications including vibration fed transducers and
sensors.

35.1 Introduction

The limitation over the energy resources and day-by-day increase in energy demand
motivate the engineers and basic scientists to design and create new and more
effective energy harvesting systems [1] [2]. These systems mainly focus to meet the
power requirements of the small-scale electro-mechanical devices such as sensor
networks, actuators and systems operating at milliwatt or nanowatt levels. Because
the harvesters make it possible to extend the lifecycle of these kind of systems
by contributing to power of the batteries [3]. For some systems, harvesters even
enable the systems to operate without any battery, therein it presents regenerative
and sustainability operations [4] [5]. On the one hand, the batteries for low powered
portable electronic devices can have longer operation life and have less repetitive
charging intervals by the help of the harvesting technologies. By looking at the
literature, there have been many types of energy harvesters getting its operation
power from mechanical vibrations [6], solar lights [7] and wind-based vibrations
[8] . In the case of vibration-based ones, the mechanical energy produced by the
ambient vibrations is converted into a useable electric energy via a piezoelectric
layer [4] [5] [9] [10]. However, the burden for such mechanical excitation is that the
layers may damage in a short time due to mechanical contact. However, in one of
our previous study, we have fixed that problem by applying magnetic forces to the
tip of the layers by eliminating the mechanical contact [11] [12]. Thus, the vibration-
based piezoelectric harvesters have the highest power density and they exhibit much
longer life span due to contactless work by the help of magnetic field [11] [12]. A
piezoelectric layer has a high efficiency at its natural frequency [13] [14]. For this
reason, it is the most important issue to convert the frequencies of natural vibrations
of ambient to the resonance frequency of the layer in order to obtain the maximum
power. Indeed, the randomvibrations having different frequencies cause loss of power
and decrease the efficiency. The wide band spectrum of the ambient vibrations gives
us chance for the explorations of distinctive feature of the pendulum-like layers by
changing the magnetic force. By doing so, one can clarify the dynamics of energy
harvesters under different frequency and amplitude for the aim of having higher
energy values from the magnetic media.

In this study, it is focused on the classification of chaotic data obtained from
the previously performed wind energy harvester with the Artificial neural networks
(ANN). The novel classification tool for the evaluation of the dynamic responses of
wind energy harvester is implemented with the artificial neural network. As far as
we know, the first study in the literature for classification of the chaotic statues of the
dynamic system.
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35.2 Theoretical background

The PWEH has 4 units: A freely rotating propeller for flowing wind. The shaft
unit transmitting the rotational motion to the magnet located on the shaft end, a
piezoelectric unit generating voltage. Lastly, an output port regulating the harvested
electrical power as shown in Fig. 1. The other physical properties and important
parameters of the harvester can also be learned from our previous work [1].

Fig. 35.1: The piezoelectric wind energy harvester (PWEH).

Fig. 35.2: The operation mechanism of the wind harvester under elastic and magnetic forces.

The piezoelectric layer in Figure 2 can be modelled as in Fig. 3. In this model,
a ferromagnetic knob attached to the PZT is activated with the effect of the saw-
teeth-like magnetic force near the tip, which is generated by the electromagnet. The
pendulum-like beam made up of the elastic force and magnetic force as in Ref. [15].
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Note that if the repulsive magnetic effect is much larger than the gravitational force,
one can eliminate gravitational effect as in [15] [16]. Indeed, if elastic forces are
strong enough, such an effect do not make obvious change in the motion in many
systems [15]- [17].

Fig. 35.3: The electromechanical modelling of the PWEH.

35.2.1 The vibration analyses of the piezoelectric layer

In order to describe the experimental vibration characteristics of a single piezoelectric
layer under a periodic magnetic field, a specific test setup is organized. This will
assist us to learn characteristic responses of the layer and classify them correctly
for the ANN algorithm. In this respect, the test setup consists of a ferromagnetic
beam with a piezoelectric layer, the magnetic excitation unit, AC/ DC converter,
a power circuit, a signal generator, a laser displacement sensor (LDS) and a data
acquisition/monitoring unit as seen in Fig. 4.

Fig. 35.4: The experimental test setup for the piezoelectric layer dynamics as a teaching tool for
ANN.
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The experimental data obtained from the test setup in Fig. 4 is presented in Figs.
5 and 6. The figures illustrates voltage, displacement and velocity waveforms of the
layer. Note that such responses have been received for 3.5 m/s wind speed from
the PWEH, too. In order to classify the dynamics, the main criteria are the type of
attractors as shown in Figs. 5(c) and 6(c). Note that we have a rich attractor response
for different motion types. Thus, the test setup has led to get an overall dynamic
perspective on the piezoelectric motion under periodic magnetic field.

(a)

(b)

(c)

Fig. 35.5: Experimental data which is generated for 3.5 m/s wind speed.

The generated voltage waveforms have been explored during the present work. It
is obvious that the present system can be used to analyze the dynamical vibration
characteristics of the pendulum like piezoelectric layers under different magnetic
excitation frequencies and the magnetic force strength parallel with the results of
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(a)

(b)

(c)

Fig. 35.6: Experimental data which is generated for 8 m/s wind speed.

PWEH. The displacement occurs in the system with the effect of the magnetic force
generated by the applied periodic signal, which creates voltage and current on the
load.

35.3 Artificial neural networks

The ordinary estimation algorithms use the mathematical programs systematically
for obtaining the desired results with the iteration method. However, it is a reality
that sometimes this kind of systematic approach fail for solving the problem and
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estimation could not work. This reality gives the idea that pure mathematical model
of the system cannot exhibit the real reply of the system. In that point, artificial
Neural Networks (ANNs) give the opportunity for solving the nonlinear problems
with sufficiently high accuracy (Fig. 7). With the help of the training process, any
system can be modelled and trained network represents the desired system with
high precision. Generally, an ANN consists of three types of layers, the input layer
where external information is applied to the network, hidden layers that are capable
of processing information and an output layer that exports the neural network’s
decisions. The number of the layers of the ANN and the number of the neurons
in the layers, the type of the activation function are usually application dependent
[18] [19]. Artificial neural networks are an auxiliary tool for classification problems
and have been successfully applied in many classification problems in industrial and
scientific fields. In this study, "Back Propagation Network" is used as artificial neural
network [20] [21] [22].

Fig. 35.7: The general structure of an artificial nerve cell.

35.4 Training procedure and the results of ANN Experiments

In this part of the paper, the process of the classification of the attractors via the
back propagation neural network are presented rather than visually classifying. The
excitation voltages and frequencies are used for the training of the ANN. The data set
used for the ANN training is reapplied for the verification process of the system at
the experimental study (Table 1). RMS-D and THD-V values are used as a third input
variable respectively. When RMS-D is used as the third feature, the achieved success
rate of the ANN system is 81.05 % for the classification of the chaotic attractors. It
is seen that the correct classification could not be made in any way for case 6 (triple
scroll chaotic) since the number of the data in the training set is low. However, it is
clearly seen that the classification rate of the 3rd third case (double scroll chaotic) is
higher than the 6th case since due to the large amount of data.
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Table 35.1: Sample assessments of classification

35.5 Results and discussion

It is obvious that ANN based classification method is successful. It can predict the
dynamical motion types with a high accuracy (Figs. 8 & 9). This ANN tool provides
a great advantage in terms of prediction without time consuming and experimental
setup construction. Especially the chaotic regimes occur for similar wind speed (i.e.
angular speed of rotor) and field strengths. Quasi-periodic region appears at lower
speeds as in the experiments.

Fig. 35.8: The ANN dynamic classification graph on the plane of magnetic field strength equivalent
to the applied voltage to the electromagnet and angular speed of rotor.
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Fig. 35.9: The experimental dynamic classification graph on the plane of magnetic field strength
equivalent to the applied voltage to the electromagnet and angular speed of rotor.

35.6 Conclusions

In this paper, a novel dynamic classification tool has been designed and implemented
for a new built PWEH. For this, the dynamic parameters have been scanned in a
broad area. The displacement and velocity values of the piezoelectric tip have been
recorded and analyzed. The attractors have been formed for many different motion
types. The information of the system is processed in the designed 2-layer Back
Propagation Network. The obtained results prove that the designed system can be
used for the dynamic classification of the harvester with a good accuracy.
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Chapter 36
Haptic Technology: A Valuable Paradigm to
Reinforce Learning Processes in Special
Education∗
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Abstract At present, it can be seen that all kinds of technology are gradually being
incorporated to help human beings in the performance of their frequent and daily
tasks. Technological tools provide means to facilitate, improve, help and support
any activity that, in itself, can be complicated, either because of its difficulty in
performing it, or because the person who performs it has limited capabilities due to
not being prepared the environment to their abilities and skills. In this sense, Special
Education is currently receiving special attention from researchers, especially that
aimed at minors. Although the proposals that have appeared recently provide perfect
solutions to improve educational processes with ingenious didactic applications,
there remains an interesting line of study on how to interact with these people in said
educational processes. In this sense, haptic technologies can play a very important
role, complementing all these solutions by incorporating tools to facilitate direct
contact with people, especially in its initial phases, which are the most complicated.
This paper aims to offer a panoramic viewof haptic technologies and how they present
solutions that can be integrated into the aforementioned educational processes.
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36.1 Introduction

The efforts that are being made today to improve the conditions of educational pro-
cesses in multiple scientific areas, from Pedagogy to Engineering, through Psychol-
ogy, Art, Medicine or Electronics, make this field very productive in very different
solutions [1, 2]. Proof of all this are projects like CybSPEED "Cyber-Physical Sys-
tems for PEdagogivcal Rehabilitation in Special EDucation" [3], European project
funded by the European Commission in the framework of the call for projects
Marie Skłodowska-Curie Research and Innovation Staff Exchange, where the main
objective is to advance a novel framework for analysis, modelling, synthesis and
implementation of Cyber-Physical Systems for pedagogical rehabilitation in special
education, based on a combination of brain-aware robotics, cognitive biometrics,
computational intelligence and reasoning in humanoid and non-humanoid robots for
education.

In this type of project, a good group of researchers from various universities, re-
search centers and directly interested entities meet to study and develop solutions that
facilitate, improve, help and support educational activities, especially those aimed
at people with difficulties in integrating into traditional educational processes, as
the educational environment is usually not prepared for their abilities and skills.
Although the solutions provided in this type of project help to improve technolog-
ically and procedurally the means and methods of teaching, it is not easy to find
proposals that focus on the process of interaction between people and the media,
from a basically physical level. In other words, the nature of the human being when
contacting the elements of his environment (devices, human beings, signals, etc.) is
very special and in people with certain reduced capacities, it is even more so.

On the other hand, the progress that haptic technologies have experienced in
recent times, with more innovative solutions, of reduced dimensions and working in
fields of application unimaginable until now, opens up a new and promising line of
study that aims to complement all the educational solutions discussed above, so that
the interaction between the person and the help or support system can be facilitated,
preventing it from being such an insurmountable barrier in many cases [4, 5].

For this reason, this paper aims to present a brief introduction to some of the new
solutions that have appeared in the field of haptic technologies, offering a panoramic
view where possible future lines of study for new projects and developments can be
found. In the next section, the technological solutions that have been proposed to
date will be presented. In this section, it will be found various areas in which haptic
solutions have been developed. Subsequently, different fields of application where
these technologies are currently used will be classified. Finally, as conclusion, the
most relevant aspects presented in this paper will be gathered and listed.
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36.2 Haptic Technologies

Haptic technology is located within the areas of sensorization and perception, but
conceptually it has amuch broadermeaning, considering contact and interactionwith
the human being as its main basis. This discipline not only provides measurements of
certain magnitudes related to tactile development, but also gives meaning to the type
of contact established by intensity, duration, location, displacement and composition,
among others. Next, some of the disciplines that have been studied in the field of
haptic technology will be briefly presented.

36.2.1 Artificial Skin

The human being, through the skin, perceives much more information than what
is commonly called “touch”. That is, a person can discern between temperature,
vibration, pressure (force), surface (area), to interact with the environment. Devices
capable of transmitting or capturing different temperatures on the surface of the skin
can provide information that could easily be used to perceive the degree of activity
and confidence of the person when performing some type of educational task [6]
. The combination of the pressure applyed on an object, together with the type of
grip that can be measured with the vibration generated by the force exerted by the
person, could be used to determine the degree of interaction and intention that a
person has when dealing with some type of educational communication device [7].
Aspects such as the quality of the contact in the interaction of the person with the
environment achieved through measurements of the contact surfaces used could
improve the definition of the degree of decision making and the conviction with
which a certain item is selected [8, 9, 10, 11].

36.2.2 Artificial Vision

The occurrence of new haptic devices based on vision can be transferred to educa-
tional processes, offering a new dimension of the sensation achieved in the person
by educational tools designed for human-machine interaction in aforementioned
processes [12, 13].

36.2.3 Artificial Hearing

New devices that reproduce the sense of hearing have recently been introduced into
the world of haptic technologies. These systems can provide relevant information
on aspects directly related to the attention and intention of interaction of the person
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with the educational tool. These disciplines, once again, come to complement the
already existing developments, providing them with new variables that, correctly
analyzed, can make more objective the choice of the level of communication with
the person [14, 15].

36.2.4 Physical models

Every day there are more haptic devices that incorporate measurements of magni-
tudes that the human being perceives, on many occasions unconsciously. One of the
most common examples would be the perception of certain chemical elements in the
environment [6]. Smell is another of the human senses that provides information and
translates into sensations of comfort, intention and location [16, 17]. On the other
hand, the way of perceiving the flow of air currents is also being studied.This is
another dimension that could be added to the analysis processes in human-machine
interaction. In special education situations, everything that could be useful to achieve
an environment of trust and comfort for students will result in better designs and,
above all, in efficient, applicable and effective solutions [18].

36.3 Haptic Applications

Studies and developments with haptic solutions have been in vogue for a long
time. But new technologies, together with the ability to miniaturize and make the
designed elements more flexible, mean that this technology continues to be of great
interest among researchers from very diverse areas. Precisely, thanks to these new
advances, the proposals that have appeared are especially interesting in the field of
Special Education. Taking into account all the proposals that have appeared in recent
times, a good collection of ideas can be taken to transfer to learning systems, where
interaction with students is crucial, especially in people with reduced abilities or for
whom the educational environment is not adapted. Next, some of the fields in which
new and original haptic solutions are being incorporated to various problems that
require human interaction with the environment will be presented.

36.3.1 Medicine

The field of Medicine is one of the most prolific in haptic devices, both at an
educational and training level, as well as at a basically operational level. Regarding
educational development, there are multiple areas where this type of haptic solutions
can be found: Surgery, Cardiology, Oncology, Diagnosis, etc. [19, 11, 20]. With
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respect to functional solutions in any of these areas, there is also a continuous
emergence of proposals based on haptic devices [21, 7, 22].

36.3.2 Games and Gamification

The world of games on digital platforms, supported by virtual reality and augmented
reality, has grown enormously in recent years. New computing and visualization
technologies have opened the door to the generation of new and spectacular inter-
action devices with the gaming environment [8, 19, 23]. On the other hand, this
advance in the gaming world made many researchers in the educational field look
at devices and procedures to integrate them into new educational plans. Due to this,
many gamification proposals are known that incorporate these haptic technologies
into their solutions [24, 25]. This allows to propose a new line of study where all
these technologies come to reinforce the learning processes in Special Education.

36.3.3 Services

Nowadays, the environment, in which the human being develops, is full of tools
that help him to decide and interact from haptic devices. It is common to find many
solutions supported by these technologies and that are transparent to users [26].
Based on this concept, efforts should be made to develop non-invasive or intrusive
solutions that allow improving educational processes that are sensitive to people
with reduced capabilities.

36.3.4 Rehabilitation

The innumerable proposals that have been appearing recently in the field of reha-
bilitation of people with mobility and communication problems offer haptic tools
for the performance and improvement of the quality of life of these people. These
devices manage to improve the functionality of the motor and sensory apparatus of
these people, either by assisting them in the execution of the movements they must
make, as well as in the perception of the elements of the environment [7, 9]. These
developments present interesting solutions that can be transferred to the field of
special education, by allowing learning processes to be complemented with devices
and tools that bring people closer to a world of education, in a more friendly way.
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36.3.5 Personal Assistance

Currently, there are many developments to give support and support to people with
disabilities. Many of these solutions incorporate haptic technology, although it is
mostly aimed at offering help in performing daily tasks [27, 15, 22]. In this sense, it
would be of great interest that the haptic tools used in this field serve, in a comple-
mentary way, to identify the emotional state of the person, as well as the stress levels
that can be reached when performing these tasks. This would be especially relevant
if it could be transferred to learning processes in Special Education. Currently, it is
not easy to find proposals and references that, based on haptic technology, present
solutions for the improvement of said educational and formatives processes. Partic-
ularly, for children who have identified Autism Spectrum Disorder (ASD), to the
knowledge of these researchers, there are hardly any reference works where haptic
technologies have been incorporated into educational processes, which leaves open
a very promising field of study.

36.4 Conclusions

In this work, certain ideas and concepts have been presented to encourage researchers
in the study of how to incorporate new haptic technologies into teaching processes
in the field of Special Education. A set of possible new technologies to be used
and examples that, from various fields, can be analyzed to integrate them into the
aforementioned educational processes have been briefly exposed. Haptic technology
can facilitate, improve, help and support any educational activity. Especially, in
children with special needs in the educational context, this type of technology can
complement and improve the procedures, methods and tools that all these processes
currently use.
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Chapter 37
The Lattice Computing Paradigm for Modeling
Intelligence in Cyber-Physical Systems

Vassilis Kaburlasos, Christodoulos Lytridis, Christos Bazinas, Fotios
Panagiotopoulos, Eleni Vrochidou, and George Papakostas

Abstract This article reviews the research contribution of beneficiary IHU (former
EMaTTech) to the CybSPEED Action with emphasis on lattice computing (LC)
models of intelligence for social robot applications toward improving cyber-physical
system (CPS) interaction with humans. Work extensions are also described.

37.1 1. Introduction

The CybSPEED Action [1] aimed at creating an international and inter-sectorial
network of organizations in order to perform research advancing a novel framework
for analysis, modelling, synthesis and implementation of Cyber-Physical Systems
(CPSs) for pedagogical rehabilitation in special education. The pursued research [2]
was a combination of the best of experience and achievements of the participant in-
stitutions in the domains of robotic technology design, human-robot interaction with
humanoid and non-humanoid robots in education, brain-inspired robotic and agent
design, systems science, computational intelligence (CI) and Lattice Computing
(LC) algorithms.

The participating individuals have been trained in the management of complex
projects in multidisciplinary teams of quite diverse backgrounds. In particular, the
career of the participating IHU researchers (secondees) was boosted towards further
professional achievements also by participating as well as co-organizing several
events in the context of the CybSPEED Action, including: network-wide synergy
trainings organized locally by different beneficiaries, a workshop in Japan, a training
course on LC inMorocco, a summer school in Kavala, and the concluding conference
in San Sebastian.

all authors
HUMAIN-Lab, Department of Computer Science, International Hellenic University (IHU), 65404
Agios Loukas, Kavala, Greece Correspondence: vgkabs@teiemt.gr; Tel.: +30-2510-462-320
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The contribution of beneficiary IHU (former EMaTTech) has been in the areas of
human-robot interaction with humanoid robots in education, brain-inspired robotic
and agent design, systems science, computational intelligence (CI) and, mostly, in
modeling Cyber-Physical Systems (CPSs) based on the LC paradigm.

Note that a Cyber-Physical System (CPS) is defined as a device with both sensing
and reasoning capacities. CPSs need to be driven by suitable models preferably with
a capacity to deal effectively with both numerical and nonnumerical data, where
numerical data are inherently associated with the physical” system component(s),
whereas nonnumerical data are inherently associated with the cyber” system com-
ponent(s). A typical method for dealing with nonnumerical data is by transforming
them to numerical ones using ad-hoc” techniques thus risking a non-reversible per-
formance deterioration. An innovation of beneficiary IHU in the context of the
CybSPEED Action was the engagement of the Lattice Computing (LC) paradigm
[3-8] for modelling based on numerical and/or nonnumerical data per se without
transforming the latter data to the former data – Recall that LC has been defined as
an evolving collection of tools and methodologies that process lattice ordered data
per se including logic values, numbers, sets, symbols, graphs and other”. An ensuing
advantage is that LC enables computing with semantics [3], [9] instead of number
crunching”; computing with semantics is sensible for human-robot interaction ap-
plications.

During the CybSPEED Action beneficiary IHU (former EMaTTech) has orga-
nized two special sessions on LC in established conferences [10], [11]. Furthermore,
two established journal special issues have been compiled [12], [13].

Appendix A displays all publications with a contribution from IHU, with an ex-
plicit Acknowledgement to CybSPEED; note that an item in Appendix A is referred
to below prefixed by an A, e.g. [A01]. Part of the publications in Appendix has been
gold open access, the remaining had been either green open access or presentations.
Furthermore, Appendix B displays the distribution of IHU publications in Appendix
A over beneficiaries /partners. More specifically, a dot mark is shown in a Table
cell when a co-author from a beneficiary /partner is included in the corresponding
publication. The Table in Appendix B confirms that beneficiary 6 (i.e., IHU) has,
obviously, participated in all 32 publications. Furthermore, approximately 1/3 of
IHU’s 32 publications, in particular 11 publications, were compiled in collaboration
with partner 11 (i.e., UH2C, Morocco); approximately 1/3 of IHU’s 32 publications,
in particular 1+2+7+3= 13 publications, were compiled in collaboration with an-
other four beneficiaries /partners, namely UPV/EHU, Theater Tsvete, IR-BAS and
KyuTech, respectively; the remaining of IHU’s 32 publications involved exclusively
IHU researchers.

IHU’s collaborating beneficiaries and partners are committed to sustain the part-
nership after the end of the project not only for the benefit of Europe but also for the
benefit of other parts of the world including North/West Africa and Far-East Asia.
For instance, two Erasmus+” agreements have already been contracted between IHU
and UH2C (Morocco) [14], [15].

The layout of this work is as follows. Section 2 summarizes the mathematical
background with emphasis on logic. Section 3 presents certain data /knowledge
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representations. Section 4 reviews computational experiments by logic-basedmodels
as well as other models. Section 5 concludes by summarizing IHU’s contribution as
well as future work extensions. Appendix A displays all the publications compiled
by beneficiary IHU with an Acknowledgement to the CybSPEED Action. Appendix
B displays the distribution of IHU publications over beneficiaries /partners.

37.2 Mathematical

Background This section summarizes lattice theory background, followed by a fuzzy
lattice reasoning reminder. Useful mathematical instruments are presented with
emphasis on logic [3].

37.2.1 Elementary Lattice Theory Definitions

Recall that a lattice is a partially ordered set (L,v) with the additional property that
any two elements x,yL have both a greatest lower bound, namely infimum (meet),
denoted by xuy and a least upper bound, namely supremum (join), denoted by xty.
A lattice is called complete if and only if all subsets have both a supremum and
an infimum. Given a lattice (L,v), a valuation is a real function given by v(xuy) +
v(xty) = v(x) + v(y), x,yL. A valuation is called monotone if xvy v(x)v(y), and
positive if x@y < v(x)<v(y). A positive valuation in (L,v) defines a metric distance
given by d(x,y) = v(xty) - v(xuy). A parametric valuation function v(.) introduces
tunable nonlinearities.

37.2.2 Fuzzy Lattice Reasoning (FLR)

Let (L,v) be a lattice. An inclusion measure function : LL[0,1] is defined by the
following two conditions:

An inclusionmeasure : LL[0,1] can be interpreted as a fuzzy order relation; hence,
the notations (u,w) and (uvw) are used interchangeably. Any use of an inclusion
measure (.,.) is called Fuzzy Lattice Reasoning, or FLR for short, and it supports two
different modes of reasoning, namely generalized modus ponens and reasoning by
analogy. There are at least two different functions for defining an inclusion measure
: LL[0,1], both are based on a positive valuation function in (L,v), as follows.
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One more inclusion measure can be defined as explained in the following. It is
well known that a probability space is a triplet (W,S,P), where W is an abstract
space, S is a sv-algebra of subsets of W, and P is a probability measure on S. It
turns out that S is a Boolean lattice. Moreover, P is a monotone valuation in lattice
S, hence function d(A,B)= P(AB)-P(AB) defines a pseudometric. In addition, it is
known that the set S of equivalence classes in S, defined by the equivalence relation
d(A,B)=0, is a lattice; in conclusion, the probability measure P is a positive valuation
in lattice (S,). The latter conclusion holds, in particular, when W is a finite set W=
{c1,. . . ,cN}, S= 2W is the power set of W, and P: 2W[0,1] is a probability measure.
Hence, the positive valuation function P in lattice (2W,) results in two inclusion
measure functions (.,.) and (.,.) given by Eq. (2) and Eq. (3), respectively.

In a (non-void) complete lattice with least element o and greatest element i, the
following two reasonable constraints” are assumed: first, t(x,o) = 0 = u(x,o) for all
xAo and, second, d(x,i) < + for all x. The former constraint implies v(o) = 0, whereas
the latter one implies v(i) < +. Inclusion measure can be extended to Cartesian
products of lattices.

37.3 Data and Knowledge Representation

This section reviews selected (lattice-ordered) data and knowledge representations
developed (or, simply, used) in the context of the LC paradigm during the CybSPEED
Action. References are cited for the interested reader for further study.

37.3.1 Intervals’ Numbers (INs)

Fig.1 displays the two equivalent representations of an Intervals’ Number (IN) E,
namely the membership-function representation, and the interval representation. A
number of applications involving INs have been presented in [A16], [A25], [16], [17],
[18]. For instance, novel LCmodels, including lattice-ordered Interval Numbers (IN)
have been engaged to fit cognitive biometrics signals recorded by brain-computer
interfaces. A known practical advantage of an IN is its capacity to represent all order
data statistics. A novelty of the CybSPEED Action is the engagement of INs for
modelling cognitive biometrics activities including EEG signals.

37.3.2 Tree Data Structures

A tree data structure has been considered for representing a human face as illustrated
in Fig.2. Fig.3 displays the corresponding (lattice-ordered) tree data structure. Details
regarding the aforementioned tree data structures are presented in [A28].
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(a) (b)

Fig. 37.1: The two equivalent representations of an Intervals’ Number (IN) E: (a) the membership-
function representation, and (b) the interval representation.

37.3.3 Ontologies Autonomous

CPSs in agriculture have been considered for grape harvesting. Note that a grape is
considered 100%maturewhen indices TSS and TA values are within certain ripeness
(interval) ranges. If, in addition, index pH value is in a (interval) range hen a grape is
of high quality; otherwise, a grape is of lower quality. The following four inequality
constraints: a) TSSmin < TSS < TSSMAX, b) TAmin < TA < TAMAX, and c1)
pH < pHMAX, and c2) pHmin < pH have been considered after the work in [19]
by the following rule R0: If (TSS[TSSmin= 21, TSSMAX= 27]).and.(TA[TAmin=
4, TAMAX= 7]). and.( pH < pHMAX).and.( pHmin < pH) then (grape maturity is
1.00). The powerset 2{a,b,c1,c2} is a crisp Boolean lattice ontology, as shown in
Fig.4, that includes all the combinations of the constraints a, b, c1 and c2. A subset
in 2{a,b,c1,c2} is interpreted as a conjunction of inequalities, e.g. the set {a,b,c1,c2}
is interpreted as a^b^c1^c2, etc.

37.4 Computational Experiments and Results

Special attention has been given to novel CPSmodels based on logic/reasoning. From
a computational point of view the LC models are promising for CPS applications
because they (a) can deal with disparate types of data (including both numerical
data for the physical” system component(s) and non-numerical data for the cyber”
system component(s)), (b) can compute with semantics, (c) can rigorously deal with
ambiguity, (d) can naturally engage logic and reasoning and (e) can process data fast;
furthermore, the employment of LC models in pedagogical context is innovative.

Logic-based LCmodels as well as other LCmodels, such as IN regressor models,
implementable in software on CPSs, have been both developed and applied; further-
more, the corresponding results have been detailed in a number of publications as
described in sections 1 and 3.
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Fig. 37.2: (a) 68 facial landmark points on a human face. (b) The unit vector defined along the
nose. The first three primary vectors are also shown to the centers of the eyes and mouth as well as
secondary vectors from the left eye center.

(a) (b)

Fig. 37.3: (a) A tree data structure example. (b) A lattice results in by inserting an additional level
including the least lattice element O. The tree root corresponds to the greatest lattice element I.

The following Algorithm 1 presents a generic FLR classifier model for training
involving a single decision-making rule R0; whereas, Algorithm 2 presents a generic
FLR classifier model for testing involving rule R0; the latter (rule) is the product
of intervals in a Cartesian produce lattice L= L1LN, where L1„LN are constituent
lattices involving data of interest.
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Fig. 37.4: A Boolean lattice ontology of the four inequality constraints a: TSSmin < TSS <
TSSMAX, b: TAmin < TA < TAMAX, c1: pH < pHMAX and c2: pHmin < pH, regarding grape
maturity indices TSS, TA and pH.
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37.5 Discussion and Conclusion

TheCybSPEEDAction [1] emphasized a similar to the intrinsic-motivation approach
to learning by designing human-robot situations (games, pedagogical cases, and
artistic performances) and advanced interfaces (brain-computer, eye-gaze tracking
and virtual reality) where children and students interact with the novel technology to
enhance the underlying self-compensation and complementarity of brain encoding
during learning. Special attention was given to modelling Assistive CPSs in order
to account for both levels of the human counterpart – as physical presence of the
human and as social presence of the human, thus triggering different decisionmaking
algorithms.

This article has reviewed the scientific contribution of beneficiary IHU (former
EMaTTech) of the CybSPEED Action [1] consortium especially in the context of
the collaborativeWork PackageWP#2 entitled Research on Analysis, Modelling and
Synthesis of CPSs for Pedagogical Rehabilitation in Education” [2]. More specifi-
cally, the Lattice Computing (LC) information processing paradigm has been pro-
posed for Cyber-Physical System (CPS) modeling.

Mathematical lattice-ordered data representations, including INs, tree data struc-
tures and ontologies, have been considered in applications of interest to the Cyb-
SPEED project as explained in section 3. New partnerships have been developed
between our institution, i.e. IHU, and other institutions especially from Morocco
(UH2C), Bulgaria (IR-BAS and Theater Tsvete) and Japan (KyuTech). Special atten-
tion was given in applications of a humanoid robot, e.g. NAO, in (special) education
[A09], [A10], [A11], [A13], [A23], [A24] as well as in theater [A14].

Of particular interest has been our (i.e. IHU’s) collaboration with Theatre Tsvete
introducing humanoid robots as actors in theatrical plays in order to implement inno-
vative special education approaches. A large scale testing, including NAO robots in
the theater, scheduled 8-9 April 2020, was cancelled due to the COVID-19 pandemic
lockdown. Alternative tests with NAOs in Sofia, Bulgaria has revealed deficiencies
of NAOs in the theater mainly due to the limited capacity on NAO in interacting with
humans as well as in recognizing emotions. More future work needs to be carried out
in the aforementioned directions. An employment of psychology’s concept Gestalt”
in innovative human-robot interaction applications was also investigated [20] but
without resulting in any handy tools.

Our proposed LCmodels drew the attention of cutting-edge research, in particular
toward composing music inspired by sculpture [21]. Furthermore, new projects
have been accessed [22-25] with a potential for regional applications with robots
along the Greek-Bulgarian border [26]. The proposed techniques have also been
extended to CPSs in Agriculture 4.0 applications [27], [28]. Note that CPSs (robots)
in Agriculture 4.0 applications are called Agrobots [29]. Teams of Agrobots have
been proposed based on LC models [30] toward increasing effectiveness.
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[A07] E. Vrochidou, M. Manios, V. G. Kaburlasos, F. Panagiotopoulos, C. Ait-
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Chapter 38
Cyber- Physical System for language therapy for
children with communication disorders

Snezhana Kostova[0000−0002−9274−9611], Anna Lekova[0000−0002−9012−4714], Tanio
Tanev[0000−0002−8076−0928], Anna Andreeva[0000−0002−9012−4714], Miglena
Simonska[0000−0003−0655−6125], Peter Mitrouchev[0000−0001−8495−9240]

Abstract This paper presents robot-based Cyber-Physical System (CPS) for lan-
guage therapy for children with communication disorders that was created and
experimented in frame of the CybSPEED H2020-MSCA-RISE project. The CPS
includes humanoid and semi-humanoid robots and is based on a combination of
the best of experience, achievements and practices of the researchers from the do-
mains of robotics, AI, system science and speech therapists. All experiments were
conducted in accordance with the experimental protocol for measuring of listening,
understanding and speaking skills for the verbal language in children with communi-
cation disorders, approved by the Ethics Committee for Scientific Research (ECSR)
of the IR-BAS. In the paper, detailed description of the CPS, the organisation and
conduction of the experiments are given. The first published results are commented
which confirm the effectiveness of the robots - based CPS for the children with
communication disorders.

38.1 Introduction

The term cyber-physical system (CPS) refers to a new generation of systems which
integrated computational and physical capabilities that can interact with humans
through many new modalities. In general, CPS is a heterogeneous system, which
integrates physical, computer and communication components [12]. These com-
ponents are interconnected by feedback loops and act autonomously to produce a
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consistent response [8]. In other words, computer systems recognize characteristics
from the physical world, analyses them and produce a pre-programmed appropriate
reaction. Computers recognize and react to physical activity by embedded systems,
such as actuators and sensors [12]. Sensors detect physical activity and convert it
into information. Actuators receive signals and convert their energy into motion.
Physical processes affect cyber mechanisms and vice versa.

The application of CPS both in mass and special education is a big challenge
today. The main goal of the CybSPEEDH2020-MSCA-RISE project is to contribute
to analysis, modelling, synthesis and implementation of Cyber-Physical Systems
for pedagogical rehabilitation in special education. Learning by designing human-
robot situations (games, pedagogical cases, artistic performances) and advanced
interfaces (brain-computer, eye-gaze tracking and virtual reality) where children and
students interact with the novel technologies to improved pedagogical rehabilitation
in education is the approach used in the project. The robots are a central component
in a CPS for pedagogical rehabilitation in special education. Addressing Special
Educational Needs (SEN) with CPS and in particular with CPS involving humanoid,
semi-humanoid and non-humanoid robots is a challenging approach with proven
good results. Robots have an ability to repeat the same set of words and actions
over and over again, which can help children with communication disorders to
remember and use the learned vocabulary in everyday life [1]. Robots could support
the learning of children [13], could be personalized to the child needs, could reduce
the teachers’ workload, could complement, improve and even replace the work of
therapists, especially in situations when there is a lack of therapists or access to
kindergartens or schools like the one we had during the Covid-19 pandemic [9, 1].
The lack of therapists could be critical for children with communication disorders.

In the proposed robot-based CPS various appropriate scenarios of the games
were developed before the sessions, experimented during the sessions, analysed
and evaluated after the sessions. The important issue of the CPS is how to mea-
sure its effectiveness. This can be done: (1) subjectively by observation, analysis
of behaviour, questionnaires (for parents and/or therapist’s) and (2) objectively by
detection, processing and analysis of gaze, speech and brain signals.

38.2 Experiments – idea, planning and conducting

After the idea of conducting the experiments with robot-based CPS for language ther-
apy for children with communication disorders during the first CybSPEED training
in Sofia, April 2018, the research protocol was prepared from the research team and
approved by the IR-BAS Ethics Committee for Scientific Research (ECSR) in May
2018. The experiments were postponed by 2 years due to the COVID-19 pandemic.
In January 2020 the pilot experiment was conducted in Day-care Center for Children
with Disabilities “Zdravetc” in Bansko. The several scenarios with CPS involving
NAO and EmoSan robots were developed, experimented and analysed with the help
of special pedagogues, psychologists and parents. After the detailed discussion and
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analysis, the robot-based CPSwas improved and adapted for the goal of this research,
namely to confirm the hypotheses that communication skills like speaking, listening
and understanding are enhanced in the robotic vs human special educator conditions
because the robot reduce the stress in the children and emotionally, quickly and
automatically capture attention and enhance the perceptual processes.

Fig. 38.1: Experiments in the Centre of Logopedics at the South-West University “Neofit Rilski”

The main group of experiments was conducted at the Centre of Logopedics,
part of the South-West University “Neofit Rilski”, Bulgaria in the period November
2021- April 2022. The research team conduct the experiments in which child-robot
interaction in play-like structured speech and language therapy for children with
communication disorders is realized within six consecutive months, 3 days each
month. They are organized like a group session. Participants are a speech and
language therapist, a child and two robots - NAO and its “friend” the emotion-
expressive robot EmoSan. Two engineers who developed and deployed the technical
scenarios observe the process and control the robots. Parents of involved childrenwith
communication disorders stayed in the room and they observed the robot-assisted
session.

Fifteen children with communication disorders took part in the study, age 3 to
10. The group of children consisted of seven boys and eight girls. Their speech and
language therapists referred them to participate in the study. All of them were di-
agnosed with language disorders – six children were with Developmental Language
Disorder and nine were with Language Disorder as a secondary condition (1 with
Down Syndrome, 4 with Hearing Impairment and 4 with Autism Spectrum Disor-
ders). All children studied at mainstream kindergartens and schools and used speech
and language therapy services.
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The results after the first session was published in [1] and they represent parents’
opinion about the interest, engagement and communication of their child when
interacting with robots. Researchers developed an online questionnaire for evaluation
of interaction between the child and the robots. Results show that children are
interested in playing and learning with robots. There is a correlation between the
type of children’s communication disorder and the use of verbal communication in
interaction. According to parents’ answers of the questionnaire, most of the children
liked to interact with robots during the play-like structured activities in the speech
and language therapy session. The processing of the results from the other 5 sessions
is to be done.

38.3 Description of the robot-based CPS for language therapy for
children with communication disorders

As it was mentioned above CPS are composed of physical systems that affect com-
putations, and vice versa, in a closed loop. By tightly integrating and interacting
computing with physical systems one can design CPS that are smarter, cheaper,
more reliable, efficient and environmentally friendly than systems based on physical
design alone. The presence of feedback loops supported by a sensing infrastructure
is the common characteristic to all proposals on CPS [12]. The CPS enables the
physical world to be monitored, controlled and influenced both adaptively and intel-
ligently. Recently, the humans are added somewhere in the CPS in order to be more
productive, more efficiently and more reliable. The systems that consider humans
as part of the physical world are known as Human-in-the-loop systems. Three types
of Human-in-the-loop systems are considered [4] - (i) systems where humans may
control the operation; (ii) systems where humans are only passively monitored and
(iii) hybrid systems of the previous ones.

The main parts of proposed robot-base CPS are:

38.3.1 DEVICES

• Humanoid robot NAO, equipped with many sensors and actuators that allow dif-
ferent modalities for interactions. It can perform gestures, play sounds, recognize
objects, words or landmarks and barcodes. NAO has a preinstalled Operating
System NAOqi. The programming of the robot is performed in two ways: by
using graphical interface of the Choregraphe environment [11] and/or in Python
programming language inside Choregraphe or from external IDE (integrated de-
velopment environment). For active interactions NAO uses pre-programed ges-
tures and movements, however via the animation mode in the robot software
[10] custom movements can be programed. The Timeline box that contains Mo-
tion and Behavior layers enables for synchronization of boxes with movements,
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movements with each other and/or Boxes with each other. NAOqi Application
Programming Interface (API) provides preprogrammed modules and methods by
which the interactive behavior of NAO is programed. The useful NAOqi mod-
ule that we used is ALLandMarkDetection [10]. The robot recognizes special
landmarks with specific patterns on them by this vision module. Each picture
or 3D object used in the experiments had unique landmark stick on it and it
used the ALLandMarkDetection methods, NAO recognizes whether the child’s
response is correct or not. The ALMemory module provides information about
the current state of the actuators and sensors in a format of key-value variables.
By the ALMemory APIs this information can be read or written, custom events
as key-value pairs can be defined and publish-subscribe model for exchanging
messages between publishers and subscribers can be applied. Thus, we manage
the intervention session and synchronize the communication of both robots. For
each play, we set a custom event as a key-value pair by writing it in the internal
memory of the robot. Then NAO updates the stimulus of this event according to
the goals of the play and the child’s progress.

• Semi-humanoidEmotion-ExpressiveRobot EmoSan [6] –EmoSan is a new, semi-
humanoid and emotion-expressive robot, designed in frame of the CybSPEED
project. Themain advantage of this robot is that it can represent different emotional
reactions by movement of the head. EmoSan looks like an emoticon, but it moves,
it has eyes, eyebrows and the mouth. The goal of EmoSan is to be “partner”
of NAO and to complement it in the expression of emotions (which the NAO
does not have). Expressing emotions is extremely important when working with
children, and even more so for children with SEN. Emotional intelligence helps
to enhance the learned abilities of children with SEN. The head movements in
communication is an inevitable candidate to analyze the unconscious emotional
expression. The movement of the head is realized by a parallel kind of robot
based on the Gough-Stewart platform. EmoSan is designed to have an affective
interaction between the human and robot, including a coupling through brain
signals such as electroencephalography, known as EEG. EmoSan enhances the
teaching of children in basic emotions through playing them in an exciting away.

• Synchronization between NAO and EmoSan - Each one second both robots read
the memory in order to trigger and synchronize their interactions. NAO reads and
writes into its memory via python scripts inside in Choregraphe, while EmoSan
reads the NAO memory by python scripts from external IDE.

• Laptop, Smartphone, Emotive, Kinect, Eye tracking and other devises can be
added depending from the scenario.

38.3.2 HUMANS

Two humans are involved in the proposed CPS:

• Speech and language therapist and
• Child with communication disorders.
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38.3.3 COMMUNICATION

For the purpose of these experiments, we have developed a control framework which
consists of Nod-RED, EMOTIV BCI, humanoid robot NAO and semi-humanoid
robot EmoSan. Node-RED [14] allows to wire up IoT (Internet of Things) as nodes
in flows and it is an open-source development tool built by IBM. Node-RED can
be run on laptops, PCs, small single-board computers (e.g. Raspberry Pi), or cloud
environments (e.g. IBMCloud). The Node-RED connectivity allows nodes to collect
and exchange data and its flow-based programming allows to wire up the robots,
EMOTIV BCI, laptops and people. Both robots read the NAO memory (NAO using
Choregraphe, EmoSan using Node-RED) in one-second interval in order to trigger
and synchronize their interactions.

Games

Before the game we checked whether the child could hear well the whole range of
speech sounds using the Ling Six-Sound Test. NAO played a sound and the child gave
feedback if he/she had heard it. Every game began with an introduction sentence
“EmoSan does not know X (e.g. farm animals) and it makes him unhappy.” The
emotion-expressive robot EmoSan moved its eyebrows and its mouth in order to
imitate a sad face. Then NAO continued: “But I know X (e.g. farm animal). Let’s
teach him together. Now we are going to play a game.” During the game, when the
child’s choice of a task was correct, NAO said “Well done!”. However, when the
respond was wrong the robot motivated the child to “Try again!” and played the task
instruction again. At the end of the game NAO concluded positively “Well done! I
like to play the game X with you! I am happy that EmoSan has learned X with us!”.
Then the emotion-expressive robot EmoSan imitated a happy face with movement
of eyebrows and mouth and said “I’m happy!”.

38.3.4 Feedback

The feedback in this CPS has three dimensions:

• Feedback from NAO sensors and from other devises – this reaction is key to
the smooth running of the game. For example, if the child give correct/incorrect
answer during the game, the sensors detect it and react with corresponding action
– the game continues, stopped, repeat, give more information etc. This reaction
also provokes a subsequent emotional reaction of the EmoSan robot;

• Feedback from Therapist – The therapist constantly monitors the child behaviour
and reaction and can take adequate action if necessary;

• Feedback from the child – The child gives feedback if he/she can’t heard properly,
if he/she don’t understand the rules of the game etc.
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The figure 2 illustrates the proposed robot-base CPS.

Fig. 38.2: Robot-based CPS for children with communication disorders with human in the loop

38.4 Conclusion

After receiving encouraging results from the experiments, we can conclude that the
developed robot-based CPS can be successfully applied to children with commu-
nication disorders. The proposed system has potential to be applied for therapy of
people in remote areas or in case of pandemic when the concept of IoT can be used.
We believe that this is a step ahead to enhance communication skills of children with
communication disorders with a positive effect on their future quality of life.
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Chapter 39
Sensory input and its treatment in the context of
different illusions. Application for size-weight
perception

Jun Wang, Peter Mitrouchev, Julia Dvorak, Amélie Svensson, Snezhana Kostova,
Tanio Tanev, Anna Lekova, Tsvete Yaneva, Violina Markova, Maya Dimitrova,
Roman Zahariev, Nina Vlachkova and Franck Quaine

Abstract Today, the interaction of illusion and truth, which is often based on psy-
chophysical phenomena, represents important research subject. An important role
is played by the human in different situations in his/her daily life such as: artistic
or sports performances, or assembly/disassembly (A/D) operations in production,
ergonomics, training, health, service or recycling stages. Thus, the aim of this re-
view/opinion paper about our current research is to determine how sensory input is
captured and treated by the “human” and how both aspects are affected by different
illusions as for example size-weight perception. This is of interest in a larger con-
text in general and in the context of assembly/disassembly operations simulations
in particular where the question is how weight perception impacts the physiology
of the operators which is related with their muscle fatigue. In this literature review,
a share of weight illusions is presented. Some concepts in the context of different
illusions and their treatment are presented as well. These are classified into four
categories: i). concepts considering the integration of various inputs, ii). concepts
treating the importance of different information inflows, iii). concepts treating the
modification of input and iv). measurable effects in the human body. In addition,
biological aspects, being the foundation of the approach, are considered, including
which brain regions are active for different illusions.
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39.1 Introduction

When manipulating an object, the brain uses, for example, colour visual stimuli to
estimate the object’s weight and scales muscle force by the muscular activity control
system accordingly. The idea is to show that even when we visually perceive an
illusion - for example, whether a black object (dumbbell for instance) is heavier than
a white one, which are otherwise of the same weight, the motor system controlled
by the motor area of the brain makes an adequate assessment of the stimulus - the
weight of the object.

The purpose of these psychophysical experiments being generally to substantiate
the ability of the cognitive system to perceive and communicate truth - for example,
in the perception of physical exercises, theatrical sketches or assembly/disassembly
(A/D) operations simulation, in this paper, we estimated the Sensory input in a
particular illusion related with size-weight perception. For this purpose, a series of
experiments was performed in an Augmented reality environment. The results of the
performed experiments show that the visual stimuli based on the colour of an object
for weight perception, can modify the muscle activity.

Compared to 1890, the life expectancy of a child born in Germany, for instance,
has doubled by 2020 from 40.32 years to 81.1 years [1]. In line with an aging
population and an over aging society, the age until which people still have to work
by law before being eligible for retirement support increases as well. Depending
on the nature of the task, the impact of work on personal health is not to be un-
derestimated. While handling an object, for example, during A/D operations some
movements may be harmful to the operator. Those damages are due to the high load
of the manipulated objects or unergonomic conditions of work and consequently
to incorrect movements. In order to detect such movements, various models have
been established. For example Puthenveetil et al. [2] suggested a model based on
body segments allowing to analyse the ergonomics of operations by using specific
software.

In the context of assembly and disassembly operations, lifting objects is a fre-
quently executed task. The weight of an object to be handled, and especially the
perception of its weight may greatly influence the fatigue of the person handling it.
The fatigue of a person’s muscles can, on the one hand, be felt by the subject, on the
other hand it can be estimated physiologically. A common method to conclude on
muscle fatigue is the analysis based on electromyography (EMG) [3, 4].

The question of whether muscle fatigue can be manipulated by the modification
of the visual appearance of an object (e.g. changing its color, brightness, size, shape
or material) is subject of many studies [5]. The idea is to modify objects’ visual
appearance using new technologies such as augmented reality, and examine how
muscle fatigue is impacted. As early as the end of the 19th century, so-called weight
illusions were studied in which a correlation between the perceived weight and
modifications of a property of the object were observed [6]. The size-weight illusion
(SWI) implies that small objects are perceived as heavier than large objects of
equal weight. Other illusions to mention within this context are the material-weight
illusion (MWI), visual-haptic illusion (VHI) and brightness-weight illusion (BWI).
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It has been shown by [3, 4] that weight illusions can be used to influence muscle
fatigue. Objects, which are perceived as lighter, resulted in less muscle activity
during lifting than dark objects of the same weight and shape [3].

Considering illusions, it is of interest to understand how does multi-model per-
ception work and which of sensorial modalities are stimulated in the context of the
four illusions mentioned above. Studies examining weight illusions frequently ask
test subjects on their perception, but physiological impacts on the human’s body
are less considered [7-13]. In a first approach the aim of these studies is to inves-
tigate the reflection of different illusions in the nervous system consisting of the
peripheral nervous system (PNS) the muscles and the central nervous system (CNS)
the brain. The CNS is the complementary part of the nervous system to the PNS
consisting of the brain and the spinal cord. It processes information from the PNS
and sensory organs to send output signals to the muscles and the autonomic nervous
system regulating organs [14]. Thus, the literature review focused on the various
sensory inputs in the context of weight perception. Consequently, this study focuses
on various approaches which have already shown the correlation between human
perception and the impact of actions on the peripheral nervous system. If available,
studies considering weight perception and their impact on the peripheral nervous
system are preferred. Thus, the first aim of this study is to provide a representative
overview of the current state of research.

The question is: how visual appearance of an object interacts with other stimuli
to form a percept and how the information input and percept is represented in the
human body.

The next of this study is as follows: in Section 2 the methodology and the search
strategy are presented. Section 3 shows the different weight-illusions and provides
some knowledge on human perception. In addition, the different concepts found in
the context of weight illusions human’s sensory analysis are presented and clustered.
Section 4 concludes on potential avenues for future research.

39.2 Methodology

The pipeline of the proposed approach is presented in Figure 1. I1 to In represent that
different inputs which are weighted according to coefficients w1 to wn. The proposed
process is assumed to be impacted by the illusion that is created (e.g. size-weight
illusion).

39.2.1 Search strategy

In a first step, information on different weight illusions is collected. This information
is then used to assess its impact on different sensory inflows of the human body. As
previously stated, the aim is to only consider the peripheral nervous system, but it
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Fig. 39.1: Interaction of sensory inputs and process to translate into a perception and an action.

has then been notified that literature was scarce in this way. Nonetheless, since the
term “peripheral nervous system” is of great importance in biology as well as in
medicine, the search has been limited to results that explicitly consider one of the
weight illusions found beforehand.

39.2.2 Research question

Based on the approach presented previously it is aimed to answer the following
research question: Which sensory input is of importance as it comes to weight
illusions and how is this input treated? This question has been frequently answered,
but the aim of this study is also to provide avenues for future research. These might
be indicated based on the framework that is derived at the end of the manuscript.

39.3 Results

First, different weight illusions, some of which are presented in the literature, are
summarized here below. Second, the perception of objects’ weight is approached
from two sides: the sensorimotor and cognitive perception. Third, a framework is
suggested that shows concepts which are related to the body-internal perception
system in the context of weight illusions. These results are presented in the following
section.
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39.3.1 Weight illusions

The relation between physical and dynamical properties of an object and its apparent
weight has been studied since the late 19th century by Charpentier. Table 1 summa-
rizes some studies. Thereby, the size-weight illusion is very likely the illusion that
has been studied widely [15]. Even if its use within an A/D context is questionable,
it is expected to find more literature on this illusion in what concerns the connection
between perceived weight and the nervous system. In addition, it is reported as a
very strong illusion [15-17].

Table 39.1: Overview of a share of weight illusion studies

39.3.2 Cognitive perception

In the following, the question shall be followed of how heaviness is perceived. There-
fore, some weight matching experiences are presented. It is important to mention
that the visual perception biases the proprioception [18]. The proprioception may
be compared to the transmittance of a picture to the brain that reflects the status of
the self-concerning position and movements [19]. Guerraz et al. [18], for instance,
studied the influence of the visual impression through a mirroring experiment where
test subjects looked at a reflection of their healthy extremities instead of the amputa-
tion. When moving the healthy extremity an illusion was created and they perceived
that the amputated part was moving. Van Polanen and Davare [13] assumed that the
weight perception is for example biased by previous experience that is called senso-
rimotor memory. This is understood as the knowledge of the system (in this case: the
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human). Before the grasp movement is executed, a weight estimation of an object
is made, and the grasp is planned. Based on the estimated weight, a certain force
to lift the object is determined which is then applied. An object whose heaviness is
overestimated, may be perceived as lighter. In the following trial, more information
was available and the subject learnt to adjust the applied force [13].

However, it is of great importance to distinguish between the perceived heaviness
and the measured forces really applied. Buckingham et al. [16] claim that for objects
with the same mass, but made from different material, the applied forces are equal
after several trials. By contrast, Ban et al. [3] state that as lighter objects are lifted,
the less the muscles do fatigue. It is to be kept in mind that the former treats force,
whilst the latter treats fatigue – this contradiction fosters the impression that fatigue
may be related to more than only the force applied.

39.3.3 Sensorimotor perception

The aspects described above arise the question of how heaviness of objects is per-
ceived on a physiological level. Flanagan et al. [20] state that the “control of action
and making of perceptual judgements rely on neural processes that use sensory in-
formation in different ways”. It is assumed that the weight perception is related to
the PNS as well as the CNS [21]. In the context of sensorimotor perception, the golgi
tendon organs are of importance. The golgi tendon are organs to measure the tension
in muscles and are found on the connection betweenmuscles and tendons [22]. Later,
Luu et al. [19] pointed out that the measurements of the tensions were forwarded
to the brain. Other than the golgi tendon organs, muscle spindles and cutaneous
receptors which may be found in the skin are part of the sensorimotor system [19].
The friction between object and skin is reported by the skin receptors and has an
impact on the force that must be applied to lift an object [23]. The muscle spindles
are responsible for proprioception [19]. These three types of sensors detect sensa-
tions and send information as afferent inflow to the brain. The brain processes the
information and generates an efferent flow which will trigger an action. Throughout
this process the force needed for lifting an object is determined [19]. In combination
with the visual impression a perception of weight is formulated. However, it is not
clear to which share each of the sensorial inputs are of importance.

39.3.4 Concepts in the context of the different illusions

The aim of this section is to provide a framework that gives a first orientation of
concepts related to the body-internal perception system and that are of interest in
the context of weight illusions. The concepts found are clustered, assigned to one
of the illusions and set in relation to measurable biological aspects. However, this
framework is neither exhaustive nor exclusive, not at least since it is “not fully
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understood how perception and sensorimotor action are integrated” [10]. Note, that
the field of research is very dynamic. Consequently, the aim of this study is not to
provide an answer, but rather to suggest a structure and to organise the results found
concerning weight illusions, sensory input and its treatment and effects. First, the
groups of concepts are presented. Second, the concepts found for each group are
presented and in a third step the results are synthesized to provide a framework as
basis for future analysis.

39.3.4.1 Suggested Clustering

The concepts found for the different illusions are assigned to the following groups:

1. Concepts considering the integration of various inputs.
2. Concepts treating the importance of different information inflows.
3. Concepts that treat the modification of input.
4. Measurable effects in the human body.

These concepts are all underlined by the biological basics that were presented pre-
viously in section 3.1.

39.3.4.2 Concepts considering the integration of various input streams.

Concerning human perception, various sources of input are considered. The main
sources that have been found in literature are: i). previous experiences made (pre-
viously learned) [24]; ii). information that is provided by the sensory system of the
body (including proprioception) [8] and iii). visual and haptic information (obtained
in the situation itself) [25]. In this section, different models are provided that show
how this information inflow may be potentially integrated and what influence it has
on weight perception under various conditions (i.e. exposed to illusions).

Hirsiger et al. [10] state, that the nervous system merges different sources of
information to determine an output which is the perceived weight in this context.
It is assumed that there are two representations of an object within one action: one
that is derived from sensory perceptions, such as vision, and one that is derived
from the motor system. Both of the information inflows are continuously adapted
and integrated to determine human’s action [10]. This could be for example the
determination of the required grip force that, with an increase on repetitions, becomes
more accurate [16]. These aspects have been particularly examined in the context of
the SWI.

Barnard and Teasdale [26] presented the Interactive Cognitive Subsystem (ICS)
Model, that aims to explain the effect of multiple sensations on the perception. This
model covers the entire processing chain frommultisensory data to a final perception.
It comprises “nine equally organized subsystems” [27] which are receiving informa-
tion from each other whilst storing, processing and sending them to another higher
subsystem. In case of multiple inputs of consistent information, the information can
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be blended. In pseudo-haptics, for instance, different inputs would be typically the
visual and the haptic stimuli. Memory plays an important role again, as data can
be replaced by previous knowledge on any level, which may lead to feedback loops
between some of the subsystems [26].

39.3.4.3 Importance of different information inflows

The aim of this section is to determine which information inflows are more impor-
tant for a human’s statement on weight perception. For example, Freeman et al. [28]
showed in an experiment, where both cognitive and sensory input has been manip-
ulated, that cognitive perceptions do have a lower impact on the SWI experienced
than sensorimotor information. In the same year, this was confirmed by Saccone et
al. [15].

Comparing visual and haptic aspects (VHI), a “visual dominance” [15] can often
be observed when there is a conflict between the visual and haptic sensors. In an
experiment performed by Rock & Victor [29], test subjects were shown a cube
through a lens which distorted the image along the horizontal axis resulting in
representation of a rectangular cuboid. They were then asked to grasp the object
under a silk cloth preventing to see their hands while touching it. When interrogated
about their impression the subjects perceived the boxes in their hands a rectangular
– an impression that is very likely derived from the visual stimuli to which they
were exposed at the same time. In literature, various concepts exist to explain the
interaction and influence of simultaneous stimuli such as the ICS and concepts that
will be presented below [27, 30]. In the case of pseudo-haptics at least two stimuli are
considered as input, the visual and the haptic one, which are fed into a multisensory
processing system [27].

In order to express the connection between two inputs, Ernst & Banks [30]
presented a statistical model based on the Maximum Likelihood Estimate (MLE)
to determine the dominance of one of the inputs (i.e. visual or haptic stimuli). The
multisensorial information about an environment “is integrated by summing in the
contributing sensory estimate’s weighted average” [27] and being fused in a second
step. Thus, the CNS is more likely to favor information from the modality with
higher effectiveness in measures, for example low variance associated with visual
estimation leads to a higher dominance of the visual stimulant.

However, this theory was revised and developed further to the Bayesian Multi-
modal Cue Integration (BMI) due to inconsistencies observed between prediction and
testing results in further experiments [27, 30]. BMI uses elements from the Bayesian
Decision Theory (BDT) which considers the influence of knowledge and experience
(referred to as coupling prior) [27,30]. The BMI also integrates the intention of the
task when attributing the impact of multimodal stimuli. For example, in ambiguous
situations information retrieved from the prior and the task goal may compensate
for the lacking data and influence the multisensory integration process through giv-
ing more importance to one of the sensorial stimuli. This has been studied in the
context of VHI. In 2011, Pusch and Lécuyer [27] suggested a synthesized system
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which comprises the two models of BMI and ICS (Figure 2) to explain information
processing and the role of different data inputs, memory and task intention.

Fig. 39.2: Synthesized system for human perception comprising BMI and ICS [27].

Information from the environment is transformed into a final perception. In a first
step multimodal raw data from vision, audition and the body state (incl. haptics) are
processed to a higher level of information.Afirst fusion of non-redundantmultimodal
data then occurs to reach the sensory combination. For the sensory integration a
fusion of redundant information is done. In the case of ambiguities such as missing
data for the information transformations or for both information fusions, information
can be retrieved from the memory and the task goal for compensation. This may
result in a higher influence from one of the input modes (e.g. vision dominating
body state input). Based on the sensory integration a final perception is developed.
The system was validated by [27] with the example of the pseudo-haptic feedback
in Hand-displacEMent-based Pseudo- haptics (HEMP).
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39.3.4.4 Modification and change of input

Since the weight of an object is not always perceived correctly by subjects a certain
modification of input streams is assumed. As it has been stated previously, the
information obtained by the subject is continuously updated. However, as it has been
stated by Brayanov and Smith [8], the adaption remains “a bias that drives weight
estimation towards previous experiences”. Nonetheless, as soon as an object is lifted,
“prior expectations are integrated with real time proprioception information” [8] for
example in order to determine the correct amount of force required.

Here we briefly discuss how sensory inflows are manipulated on purpose. Above,
the manipulation of one channel of inflow has already been presented. Another
illusion that is of interest to consider is the so-called somatosensory illusion [9], that
has been shown by an experiment. For this purpose, Augmented Reality (AR) has
been used to modify the position of an object on a person’s hand or better, to slightly
lift it. As a result, the weight perceived by the subject increases [9]. However, from
a motor system perspective no measurable adaptions are performed, and the illusion
created solely impacts the person’s perception.

39.3.4.5 Measurable body effects

Considering the SWI, it has been notified that with an increasing number of trials
forces are adapted, even though a derivation in weight perception remains [16]. In
addition, it seems that the sensorimotor system assumes small disturbances, which
are evened out automatically for example during a grasping process [9].

In order to allow a better understanding of the role of the nervous systems, studies
with deafferented subjects were done as well. Usually, healthy subjects can make
what has been considered as a “state-estimation” by Grafton [24], that is determined
by “object position, vision, haptic feedback, proprioception and efference copy” [24].
Deafferented people are not able to make this estimation to full extent, what leads to
the fact that they may only experience the SWI to a very limited extent.

39.3.4.6 Biological foundations

To provide a better understanding, some biological aspects were examined as well.
In the human brain all information obtained is collected and it has been found that
for various actions various areas of the brain are involved. Chouinard et al. [17],
examined which are these regions that show actions during the modification of size,
weight and density of an object. These actions were measured using fMRI (function
magnetic resonance imaging). The results of Chouinard et al. [17] obtained for this
examination are shown in table 2 (active brain areas for object modification).

The temporal cortex is assigned “a strong role in visual perception” [7], p. 963,
whilst the parietal cortex is “primarily concerned with visuospatial processing” [7],
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Table 39.2: Active brain regions for modification of size, weight and density

p. 959. Since it is assumed that the modification of size is primarily noticed by vision
(and haptics), a reaction of the brain regions for visual processing is expectable.

If the weight of an object is changed, this requires an adaption of the force that
is applied to lift it. The primary motor area is responsible to steer movements and
to send orders to the motor neurons [31]. The primary motor area and the ventral
premotor area are both “crucial for transforming an object’s geometrical properties
into a motor command” [32]. They point out, that the left ventral premotor area
that “did not adapt to either the size or the weight of objects, adapted instead to the
density of objects, and responded more when subjects falsely perceived differences
in weight between objects in the SW illusion” [17]. In a study involving monkeys, it
has been found that the ventral motor cortex was also active when observing other
monkeys lifting objects [17].

39.4 Discussion and future research

The connection amongst the four weight illusions (SWI, MWI, BWI and VHI)
studies in this review is shown in figure 3. The initial frame of this work was the
assembly/disassembly operation of a product and the resulting muscle fatigue. The
topic thenwas developed towards research considering the peripheral nervous system
(muscles). During the research process, it has been observed that there is a lot of
content treating the various information channels of the body. These were briefly
presented here. The concepts found in literature when looking for publications in the
context of the four illusions presented were then structured and a frame for future
research was created.

Each one of the groups presented in Figure 3 (G1, G2, G3, G4) could function as
a potential area for research. Whatever research is made, it must be highly correlated
to biological aspects. It is seen that the BWI does not have a direct connection to
any of the groups. Thus, it could be of further interest to examine the connection
of BWI with the other groups in the way for further research. In addition, the MWI
is frequently treated in combination with the SWI [15] and might deserve further
attention. Furthermore, the biological aspects were only considered to a very limited
extent and it could be of interest to find further information on the brain region of the
left ventral premotor (cf. Section 3.4.6) and its involvement in weight perception.
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Fig. 39.3: Structuration and interactions of selected weight illusions and suggested groups

39.5 Conclusion

Considerable work remains to be done to build the necessary ethical framework for
integrating AI technology in health care safely and effectively. The ethical challenges
presented here assist AI and healthcare stakeholders inappropriately approaching
the ethical issues in future discourses to establish responsible AI in healthcare
techniques. The study anticipates that this research will spur additional rigorous
theoretical and empirical research into the most ethical use of AI systems.

As literature was very scarce for the original research question treating the im-
pact of weight illusions on the PNS, the research scope was enlarged. The general
processing of environmental inputs to form perception and the measurable effects on
the human body were thus considered. With the findings, a clustering of the concepts
attempting to explain the phenomena as well as their impact was structured, which
also shows the relationship between illusions and concepts. However, the question of
how visual impressions in the form of object property changes might be represented
in the PNS and how this could be used in an assembly/disassembly operation context,
remains open to discussion.
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Chapter 40
Design of Mobile Service Robots like Cyber
Physical Systems for Pedagogical Rehabilitation,
in Special Education

Roman Zahariev, Nina Valchkova, Georgi Angelov, Jasen Paunski

Abstract The article presents the created original method of conduct research into
the adoption of robotic technologies and “AnRI” and “BOT” family robots in special
education by disabled children and young people, in the same time and pedagogical
specialists for the implementation of the EC-FUNDED MARIE CURIE PROJECT
H2020-MSCA-RISE-2017, No 77720 "CybSPEED: Cyber-Physical Systems For
Pedagogical Rehabilitation In Special Education. The design of the robots created
by the “AnRI” and “BOT” families and the requirements to be ready to perform
the role of lecturers in the process of educating children with mental disabilities are
briefly described. The experiments conducted with representatives of the mentioned
families of robots with children from the Day Center St. Sunday, Sandanski are also
shown as an illustration. Based on the obtained results, conclusions and summaries
are made.

40.1 Introduction

Pedagogy is known to be based on several scientific fields. But in this article,
the word "pedagogy" everywhere means the science of the art of raising children.
Many types of pedagogical approaches are known, for example: mental, moral,
physical, ideological, patriotic, aesthetic, artistic, musical, legal and others. The
more developed a society is, the more important the role of Pedagogy in it. This
article talks about educating children with mental disabilities with the application of
innovative technology through the use of a robot lecturer, but this technology is fully
applicable and can be useful in the learning process of young people. But in every
approach in the process of education there is something in common, something useful
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and we can approach it based on human nature, which is the meaning of the concept
of education. According to the science of Cybernetics, man is a purposeful system
in which his behavior is determined by the set of tasks. The process of successfully
pursuing and achieving the set goals, without affecting the previously set limits,
is largely determined by the desire and interests of the learner. These interests of
the learner are a powerful stimulus in the processes of learning and assimilation of
information by pursuing the set strategic task. At the present stage of development
of human society, with the introduction of new modern technologies, including
Robotics, there is a tendency for increased interest of students, thus illustrating
the perception of information in the educational process. In the extremely complex
process of educating children with mental disabilities, an important point is the
definition of clear activities in the pursuit of tactical goals. The teacher must be
aware of the pre-set goals so that he can create interest and desire in the learners to
absorb the information based on the set key elements. These elements are usually
key words or concepts that make it easier for students to perceive the issues under
consideration and create a prerequisite for higher efficiency of the learning process.
With the introduction and use of the Cyber physical system as a robot lecturer, it
must meet in his behavior the requirements of modern pedagogy. Especially in the
process of special education of children with mental disabilities, it is especially
important to seek new directions in the application of pedagogical approaches to
overcome certain difficulties in the process of learning the information. For example,
according to Marvin Minsky’s Frame Theory, information can be organized by the
robot into separate frames, with each subsequent frame inserted into the previous
one clarifying and refining it, and thus the learning process progresses to a deep
insight into the problem. The information derived and offered in this way by the
robot lecturer will arouse a certain interest in the learners, which will be a powerful
stimulus in the process of acquiring knowledge on the way to achieving the set goals.
On this basis, the robot lecturer should be designed so that he has the opportunity
to communicate appropriately with the learner, to reach his consciousness and to
arouse some interest in order to apply a pre-selected approach to implementing the
strategy for learning.

40.2 Formulation of Specific Requirements for Mobile Service
Robot – Lecturer

This article presents the results of the activities of the CyBSPEED project, which
aims after the creation of cyberphysical systems as robot lecturers, to systemati-
cally explore the peculiarities of the acquisition of robotic technologies in special
education by young learners and teachers, especially in the following aspects:

• The socializing role of robotic technology - there is evidence that robots do
not enhance isolation (as might be expected) but instead play the role of social
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mediator - robot communication is easy, accessible and fun and helps to strengthen
relevant skills.

• Three dimensional objects as a service robot with a certain degree of autonomous
behavior and skills for verbal or nonverbal communication with young people is
generally a new impetus, the perception of which compared to traditional objects
deserves more careful and systematic study in a new theoretical framework.

• The theoretical framework of this project is the system of special school edu-
cation, in which specialists, teachers, young people and robot designers work
together to overcome the main difficulties accompanying the learning process
such as distraction, functional illiteracy, lack of cognitive motivation, inadequate
social motivation. - both in the regular school and in the special education. For
these cases, the Mobile Service Robots for Training series, the ARI series (An-
thropomorphic Robots with Intelligence) and the BOT series have been designed
and implemented.

Contemporary robots can be characterized by four central features

• mobility, which is important to function in human environments like hospitals
and offices;

• interactivity, made possible by sensors and actuators, which gather relevant infor-
mation from the environment and enable a robot to act upon this environment;

• communication, made possible by computer interfaces or voice recognition and
speechsynthesis systems;

• autonomy, in the sense of an ability to ‘think’ for themselves and make their own
decisions to act upon the environment, without direct external control.

40.2.1 Classification of Mobile Service Robots

Mobile service robots for training and servicing disadvantaged people, according to
their purpose, can be classified as follows:

• Mobile service robots to serve people with mental health problems.
• Mobile service robots to serve disadvantaged people with physical disabilities.
• Universal Mobile service robots with a high degree of intelligence to serve dis-

advantaged people.

In turn, mobile service robots to serve people with mental health problems can be
divided into the following types:

According to its geometric dimensions:

• Anthropoid type with geometric dimensions close to human.
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• Miniature robots with minimal geometric dimensions.

According to the type of mechanisms of movement in space:

• Anthropoid robots with a walking mechanism for movement.
• Robots with a mechanism for moving wheels.

According to the way of contact with the students:

• With eye contact:

– With information visualization capabilities.
– With the ability to recognize images using a camcorder and elements of arti-

ficial intelligence.

• With speech contact:

– With speech recognition with elements of artificial intelligence (Voice feed-
back).

– With the ability to synthesize speech.

According to the possibilities of controlling the movement of the robot by the
servicer or the trainee in a dialog mode.

During the implementation of Cyber physical systems such asMobile Service Robots
for Training at the Institute of Robotics, a series of such robots was created, such as
the Anthropomorphic Robots with Intelligence series, and the BOT series, choosing
a mechanism for moving wheels.

40.3 Design of Cyber Physical Systems as Service Robots for
Training

The general idea when creating a service robot is to use the advantages of modular
design. Various ready-made, standard modules are combined to build the whole
system [1]. The designer must select the most appropriate components and make
the connections between them and organize their communication so as to ensure
the operation of the created structure of the robotic system [4]. Each component
strongly affects the performance of the system and therefore the choice of individual
building components is very important. The price of the total product must also be
taken into account according to the set of restrictions imposed. The designer must
design the robot’s communication with the operator. An example of a graphical user
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interface has been developed and carefully considered, as it is a decisive factor in the
control of the robot and the successful completion of its task. The robot is designed
as follows:

• The main components of the robot are defined so as to perform the assigned tasks.
• Design considerations for each part of the robot are taken into account and a ready-

made component is selected. For example, the CCD camera, the TV transmitter,
the mobile platform, etc. [2].

• The secure connection between the components is created to ensure their interac-
tion and the construction for mounting the camera and the platform manipulator
is made. [3].

• The graphical user interface is created based on the capabilities of the selected
platform, which will be controlled through it.

The "AnRI-1" and "AnRI-2" robots (Fig. 2 and Fig. 3) are built on the basis of mobile
platforms with four wheels, two of which are driven and two have independent
movement around the vertical axis so that it can a general movement with a high
degree of mobility is realized. In the robot "AnRI-1" the wheels are arranged in the
form of a "trapezoid". The driven wheels are on both sides of the platform at the front
and the "free" wheels are at the rear. The wheels are arranged in the form of a "cross"
in the robot "AnRI-2", and the driven wheels are on both sides of the platform in
the middle, and the "free" wheels are one on the back and one on the front. In the
robot "AnRI-2", with the help of this arrangement of the wheels, it is possible to
realize the movements of the robots around the vertical axis in the geometric center
of the structure [10]. In the hub of the driven wheels are built-in electric motors with
gearboxes, powered by direct current from a rechargeable battery. The AnRI-1 robot
is equipped with an anthropomorphic-type manipulator located on the platform with
three regional and three local degrees of mobility and a separate three-finger gripper.
The robot "AnRI -2" has the same construction and the difference is in the position
of the wheels.

40.3.1 AnRI Service Robots Hardware Platform

The drive of the robots is realized on the basis of "servo" controllers with feedback
from incremental sensors located in each degree of mobility of the manipulator.
For the manipulators, the regional levels are equipped with electromagnetic brakes,
and the drive wheels of the platform are equipped with worm gearboxes that do not
allow reversing using their braking effect. The robot has a Control System, which is
hierarchical, distributed, microprocessor type and includes different levels, different
devices and systems and the corresponding software modules. The connection be-
tween all devices is made via the serial interface RS 232 of the control. The control
module is based on a 32-bit microprocessor built into the processor module. 32-bit
microcontrollers have been widely used in recent years for robot control applications.
The most popular and widespread architecture of the Cortex-M processor family is
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used. It is a range of energy-efficient, scalable and easy-to-use processors and is cur-
rently available in six variants: Cortex-M0, Cortex-M0 +, Cortex-M1, Cortex-M3,
Cortex-M4 and Cortex-M7 applications.

Fig. 40.1: General View of the AnRI 1 and AnRI 2 Robots.

For example, the AnRI-2 is a service robot that consists of the following compo-
nents: A mobile robot platform with a differential drive using two DC motors and
two free-spinning, centrally oriented wheels built on a modular basis. The robot’s
electronics use modern 32bit Arm MCU architecture I / O boards, internally con-
nected via CAN bass and connected to an Ethernet network interface. The robot is
controlled by a standard computer with Ubuntu Linux OS. The network is imple-
mented using a standard WiFi 802.11 router. The router’s integrated switch is used
for the internal network between the computer and the I/O boards. A dual-channel
amplified audio subsystem is connected to the computer for speech synthesis and
multimedia playback. A color LED display attached to the level of the robot’s head
allows the robot to display a variety of media and emotional states. The robot is
powered by a lithium-ion battery with control and charging station.

The Cortex-M4 family is very suitable for robot control. Integrated digital sig-
nal processing unit (DSP) with floating point support for fast and energy efficient
algorithm. Cortex-M4 can be used in digital control applications, such as sensor
information merging, motor control and power management [10]. A control system
based on a universal I / O board Cortex-M4 for service robots is being implemented,
which provides a set of digital and analog inputs, 10/100 Ethernet interface, PWM
control and CAN, SPI and I2C buses. This configuration allows a flexible solution for
connecting various sensors and actuators to the robot, using the modern Cortex-M4
architecture, simplifying the design and reducing the number of external compo-
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nents. [4]. The platform has independent control using a standard TCP / IP control
[6, 9] network to communicate with the motherboard. Various standard libraries and
diagnostic tools can be used for rapid deployment. At the same time, another serial
interface module, GPS navigation module and GPRS for Internet communication are
presented. It is intended to be used to control the visual module and the laser inter-
ferometer module, together with a module for integration, reading and loading data
from sensor systems using the ROS (Robots Operating System) operating system [7,
10].

40.3.2 AnRI Service Robot Sensor System

“AnRI" robots are equipped with several types of sensors to monitor the presence of
obstacles in the working area of the robot:

• Infrared sensors - 6 pieces located on the periphery of the base with a working
range of 10-80 cm.

• Ultrasonic sensors - 2 pieces located in front of the base with a working range of
0.5-3.0 m.

• Tactile "limit switch" sensors located on the periphery of the platform, which are
triggered by an obstacle and stop the movement of the robot [8].

Power supply: The robot is powered by a rechargeable LiFePO4 battery with a nom-
inal voltage of 12 V and a capacity of 17 Ah. The battery has a built-in combination
protection. Communication between each module is built through a LAN connection
(10/100 Mbit).

40.3.3 Implementation of TCP/IP Communication with User Interface
for Service Robot in ROS Environment

The development and implementation of service robots often raises the question of
how to implement management that is flexible enough to allow the user interface
to work remotely and without compromise on reliability, efficiency and safety. The
combination of these serious requirements requires the development and use of
sufficiently reliablemeans in the communication layer to provide two-way interaction
in real time. The implementation of the communication layer must be based on
established standards and practices and meet the requirements for safety in robotics.
The main goal is to provide an intuitive, user-friendly interface, secure and reliable
connection with minimal network load, optimized for robot control.

To accomplish this task, various options have been considered, some of which
have been rejected as a direct connection to the ROS server because they do not
meet some of the many requirements. As part of the communication solution it
was decided to use ROS Bridge, ROS package. ROS Bridge allows access to ROS
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through JSON formatted messages with one socket and also through the so-called
WEB socket. It uses TCP port (9090) for communication, which is very convenient
for remote access, as it can be easily forwarded through network protections (Fig. 3),
[1, 3]. WEB socket support is a new feature in the new HTML 5 browsers, which is
also an advantage for theWEB-based version of the interface.WEB sockets provide a
way to communicate with low latency, which is very important in such an application
where real-time response is critical. The current version of ROS Bridge supports
creating ROS themes, posting messages, calling ROS services, authentication and
security features, and launching a ROS startup file. In Fig. 2 is a block diagram of
communication between the user interface and the robot using ROS Bridge. Based
on the ROS Bridge stack, it allows network communication between ROS and a
remote device running UI_PRI and UI_LOC user interfaces. The design concept
allows an open interface for different types of devices based on different operating
systems. Standard network communication (TCP / IP) and a widely accepted JSON
encapsulation format are used [5].

Fig. 40.2: Scheme of The Realized Communication of ROS with User Interface.

40.3.4 Hardware Platform of the Service Robots of “Bot” Family

"MaxiBot" and "BeBot" are Mobile service robots, implemented on a platform for
educational robots (Fig. 3). They have a differential drive base with two motor
wheels and a 52 mm free-rolling sphere as a third passive wheel. With "MaxiBot"
the basic size of the print is 260x260mm, and the total height of the robot is 540 mm.
The platform’s control board is a Raspberry Pi 3B + single-board computer with
Raspbian Linux and Robot Operating System (ROS) pre-installed. MaxiBot has a
built-in LIDAR sensor that allows the robot to create a map and move in space using
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Fig. 40.3: Scheme of the Developed Communication System.

the ROS navigation stack. The robot’s head uses a 7-inch touch screen (Raspberry
Pi) display for expressing emotions and playing media and an 8MPix CMOS camera.
In BeBot, a projector is installed instead of a screen, which allows the information
needed for the learning process to be displayed on a non-raised screen installed,
for example, on the wall of the room. The platform has a reinforced system of two
speakers connected to the control board using a 3.5 mm stereo jack. The power
supply of "MaxiBot" is carried out with the help of Li-Ion PD compatible power
bank with a capacity of 60Wh, which allows more than 4 hours of autonomy of the
robot.

Fig. 40.4: View of Mobile Service Robots "Maxibot" and "Bebot" from The Family "Bot"
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40.4 Possible Scenarios for Training Sessions for Children with
Disabilities with Mobile Service Robots

All scenarios for the behavior of the Mobile Service Robots during the special
training process have been developed in detail together with pedagogical specialists.
The Vagatsuma Laboratory at the Kyutech Institute in Japan is a consultant in
optimizing the robot’s sensor information system so that maximum information can
be obtained from and about the learner. This is possible on the basis of the operating
system "ROS" used in the robot control system of the families "AnRI" and "BOT".
The goal is for the Robot to be able, through the optimized information from the
sensory system, to performmovements and functions that meet the desires and needs
of both the trainee and the specialist educator. Possible test scenarios were considered
and implemented together with educators by improving the good practices of the
special learning process of young people, such as:

• Experiment 1

– Digits Game Learning with BeBot
– A kid-student teaches summing the digits from 1 to 10 assisted by the robot

BeBot.
– Cyber-physical system consists of Robot BeBot, Choreography Software

Framework, Computer Network, with help of Pedagogue.

• Experiment 2

– Robot Driving Game with BeBot and ANRI2
– A game that enhance student solving skills, creative thinking, and fine-motor

skills Cyber-physical system consists of Robots ANRI2, BeBot, Choreogra-
phy Software Framework, Computer Network, with help of Pedagogue and
Engineer.

Of course, such scenarios can be written at the suggestion of the teachers of the
Day Center "St. Sunday", who are working on testing the created Mobile service
robots, depending on the specific requirements and desires in the process of special
training. During the experiments, the overall behavior of the robot and the trainees
was recorded with a video camera for further detailed analysis of the training. Based
on it, appropriate conclusions have been made to improve the design of the robot
using the achieved results.

40.5 Conclusions

Making service robots accessible to humans is the main challenge of the SybSPEED
project, whichmust be achieved by implementing innovations in all aspects of the op-
eration of the robotic device - materials, sensors, cognitive, communication, drives,
energy consumption, etc. The question is to define a clear path of work and tactical
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Fig. 40.5: Experiment 1: Robot Driving Game with BeBot and ANRI2.

Fig. 40.6: Experiment 2: Digits Game Learning with BeBot.

goals in the extremely complex learning process with the help of Service Robots.
The hardware and software systems for robot control must be further developed on
the basis of the behavioral models of robots studied in special conditions. This can
provide the necessary basis for further development of service robots in order to
better meet the training needs of people with mental disabilities. Advances in mod-
ern technology in this regard develop and increase the capabilities of the equipment
used to control robots in "real time". It is known that not only the rapid develop-
ment of digital technologies has led to an unprecedented growth of communication
tools in society. The mechanical design of service robots is also a very important
aspect. Improving the process of controlling mobile robot systems allows to realize
the ability of the robot to move in a stochastic changing environment. The behavior
of the robots must be stable and easy to control. The required number of degrees of
mobility must be determined to ensure service at each point of the Mobile Service
Robot workspace. These two processes of development of the hardware and software
part of the service robots must go in parallel and iteratively with the development of
one part, which implies a leap in the development of the other part. This in turn sets
requirements for new opportunities, which catalyzes the development of Robotics.
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Chapter 41
Study of The Ethics in The Implementation of
Collaborative Robots in The Training of
Disadvantaged People

Nina Valchkova, Roman Zahariev, Georgi Angelov, Jasen Paunski,

Abstract This article analyzes the ethical issues identified in the implementation of
collaborative robots (cobots) in the training of disadvantaged people and examines
how this is changing the practices of both trainees and staff of social workers and
psychologists. With the introduction of cyber-physical systems, such as cobots,
changes in human values occur in people’s lives and there are ethical consequences
for those involved in this process. Presenting a number of dilemmas that arise during
the training raises questions about the extent to which ethics in relationships can
be regulated and predetermined in the processes of robot implementation and the
resulting reconfiguration of work with robots.

41.1 Introduction

Robotics ethics is a relatively new aspect of analysis focused on the ethical aspects
of robotics design and implementation, but Isaac Asimov’s Three Laws of Robotics
also delineates its ethical boundaries.

• First Law: A robot may not injure a human being or, through inaction, allow a
human being to come to harm.

• Second Law: A robot must obey the orders given it by human beings except where
such orders would conflict with the First Law.

• Third Law: A robot must protect its own existence as long as such protection does
not conflict with the First or Second Law.

Robot ethics combines insights from experts in robotics, AI, computer science, and
engineering with insights from experts in philosophy, law, psychology and sociology,
in an attempt to ensure that automation designs and deployments do not create ethical
hazards for individuals and society.
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The development of robotics and its implementation through service robotics in
the social sphere, in areas outside the industry, cause widespread social and eco-
nomic changes. This opens up new social and ethical issues for which designers,
constructors, manufacturers, end users in the public and private sectors must be
prepared. As the field of application for robots (cobots) expands and the robot leaves
the factory halls, new challenges are seen and even a paradigm shift is formed due
to new human-robot interactions, including social interactions, healthcare, human
communication leading to challenging privacy. Robotics deals with the ethical as-
pects of the design, development and implementation of intelligent machines, such
as collaborative robots. Robotic problems are new and not fully understood, their
study requires transdisciplinarity to find an original solution, which requires the con-
tribution and efforts of all scientific disciplines, not only those working in the field
of robotics, but also in law, sociology, psychology, anthropology and philosophy.
Topics related to robotic problems include, but are not limited to, the following:

• Economy (replacement of people in the workplace; use of robotics and labor
market). • Psychology (position of people in the hierarchy of management; robots
and children).

• Law (robots and responsibility; implementation of autonomously operating
robots).

• Health (robotics in surgery; robotics in healthcare, care, prosthetics and therapy).
• Military application of robotics (acceptability, advantages and risks).
• Environment (e.g. cleaning up nuclear and toxic waste).
• Service (social robotics, personal assistants).
• Technical reliability (availability; reliability; safety; security).

In recent years, various robotic systems have been developed to support, use and pro-
mote skills in social interaction and mediation of people with and without cognitive
and / or physical disabilities. The specialists and disadvantaged participants in the
trial had the task to determine the requirements of the users and to formally assess
them by the specialists, as well as by the guardians who will support the patient in
the process of recovery and social adaptation. The introduction of service mobile
collaborative robots for social assistance to disadvantaged people is increasingly
used both in medicine and for the purposes of training this category of people.

41.2 Advantages of Collaborative

Collaborative robots are a natural evolutionary branch of robotics. They save valuable
space, making them suitable for implementation in even the most spatially limited
applications. At the same time, it is becoming easier to program and adapt such a
robot to a specific task, even to the most specific processes, without the need for a
specially trained programmer [5]. Configuration can be done quickly and easily by
anyone via the robot’s touch screen.

354



Among the most serious arguments in favor of collaborative robots is safety.
These robots have integrated sensors, soft and rounded surfaces and a number of
other ways to minimize the risk of hitting, squeezing or crushing the user. The most
important feature of collaborative robots in terms of safety is the limitation of force
in the movable joints (hinges, joints). In addition, the robot is usually programmed
to stop immediately when in contact with a person or by shortening the distance to
him too much to avoid any possible collisions and injuries.

The undeniable benefits of collaborative robots are:

• Quick installation. Collaborative robots can be installed by untrained personnel
and put into operation in just a few hours.

• Easy programming. The innovative technology of collaborative robots allows
anyone without prior training or experience to program the system quickly and
seamlessly using intuitive tools and logical steps through an easy-to-use software
programming wizard.

• Improved safety. Collaborative robots, in turn, can work alongside humans, with-
out safety equipment and without the need for large dedicated spaces for their
installation.

• Flexible adaptation to multiple applications. Collaborative robots are light, small,
space-saving and suitable for deployment in different areas of technological lines,
and can be easily moved. Able to reuse programs for repetitive operations, they
require minimal time and effort to reconfigure.

41.3 Cobots and Ethics

41.3.1 Ethical Challenges

Robotic technologies, such as the introduction of cyber-physical learning systems
[4, 11], blur the line between human subjects and technological objects. In doing so,
they not only have social consequences that can be ethically assessed, but also affect
the central categories of ethics: our concepts of freedom and responsibility, and our
value frameworks. Given the growing autonomy of robots, the question arises as to
who exactly should be ethically and / or legally responsible for the behavior of robots.
There usually seems to be a "shared" or "shared" responsibility between robot de-
signers, engineers, programmers, manufacturers, investors, vendors and consumers,
but this trend completely blurs the notion of responsibility: if everyone is involved
in shared responsibility, no one bears full responsibility. When considering recom-
mendations on robotics ethics, it is important to distinguish between deterministic
and cognitive robots. In the determined case, the robot’s behavior is determined by
the program that controls its actions and the responsibility for the robot’s actions is
therefore clear and regulation can largely be regulated by law. In cognitive robotics,
robot decisions and actions can only be statistically estimated and are therefore un-
predictable. The responsibility for the robot’s actions is unclear, and its behavior in
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environments other than those it "experienced" during training, such as essentially
"accidental" ones, can be potentially dangerous. The scheme [2]. is illustrated in the
table below (Table1). While the proposed structure is simple, its implementation in
terms of assigning accountability and regulating use is complex and challenging –
for scientists and engineers, policy makers and ethicists alike.

With developments in advanced computing, the concept of computers demon-
strating artificial intelligence arose. Although this term may be subject to different
interpretations, and some may regard as implying real human-like intelligence, AI-
based machines can demonstrate human-like sensory ability, language, and interac-
tion. Moreover, these machines can show human-like learning capability, which is
being improved – and will continue to be further improved – by employing deep
learning techniques. These developments are leading to what may be termed cogni-
tive robotics, such asmobile service collaborative robots. This is a field of technology
involving robots that are based on cognitive computing and therefore can learn from
experience, not only from human teachers, but also on their own, thereby developing
an ability to deal with their environment on the basis of what has been learned. Com-
pared to ‘traditional’ or deterministic robots, cognitive robots can make decisions in
complex situations, decisions that cannot be predicted by a programmer.

Table 41.1: The responsibility for the robot’s actions [2].
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Collaborative robots have a sensor-information system that can be assigned re-
sponsibility for their actions, taking into account the degree of their autonomy in the
stochastic environment. Avoiding the potential paralyzing effect of this difficulty in
taking on and attributing responsibility is a significant challenge for robotics ethics.
Taking responsibility anyway is a decision for which:

• techniques for predicting the impact of robotic development can and should be
developed as much as possible [8, 9, 10];

• to work carefully with the inevitable occurrence of unexpected consequences,
given that the introduction of robotic technologies is a "social experiment" that
must be carried out with great care and attention [6, 7]. Because of their ability
to act autonomously, robots also challenge our notion of agency.

The main question is how cobots change human practices and how the quality
of the human-robot relationship can guide the design, implementation and use of
robots. One way to address the issue of moral freedom is offered by the emerging
discipline of machine ethics, which aims to equip machines with ethical principles
or procedures for resolving ethical dilemmas so that they can function in an ethically
responsible way. Robots eventually become morally valuable, as devices designed
to perform specific tasks, and cobots deserve moral respect and immunity for moral
rights. Service mobile collaborative care robots can also change people’s views on
care, for example the use of cobots can have a positive effect on our criteria for good
education and social care.

These impacts responsibly require a careful balance between expectation and
experimental results, closely following the impact of robotic technologies on value
frameworks, in small experimental settings. This is important in order to be able to
take into account design decisions, public discussions and policy making for social
care and training through service mobile collaboration robots (cobots).

Cognitive Theories for Socially-Competent Robotics in Education [1]. Considers
three aspects of learning, namely:

• Ethics in using a robot with cognitive and social abilities as an assistant to the
teacher; - ethical issues of the use of robot assistants to the teacher

• Ethics in using a robot with cognitive and social abilities in one-to-one commu-
nication; - ethical issues of the use of robots that communicate with the child

• Education of children in ethics towards the robots; - teaching children ethics about
robots.

An interesting and innovative approach is Multi-robot engagement in special edu-
cation for a preliminary study in autism [3], where to avoid ethical issues when the
robot communicates with the child will use another robot trained to behave like a
child, and tests the robot’s behavior towards the child-imitating robot.
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41.3.2 Ethical Declaration

In this article, we present a new approach that seeks to help disadvantaged children
develop their skills with the help of the cobwebs from the Henry and Bot series.
Using a robot to train these children has a clear advantage, as evidenced by the fact
that what the robot can do or see can be shown directly to children and affect their
emotional and physical condition. Robots also have an emotional impact on social
educators and psychologists working with disadvantaged people, who see cobots as
a helper in their work to more quickly and easily cope with the difficult task of social
inclusion of these adolescents. This study was approved by the Ethics Committee of
the Institute of Robotics at the Bulgarian Academy of Sciences for research involving
disadvantaged people, written consent was obtained from all participants in the study,
as well as from the parents of the children.

41.4 Experiments

The team of robotics specialists has developed and implemented games with service
collaborative robots from the "Henri" and "Bot" series, through which to study the
impact of collaborative robots in their implementation in the learning process for
disadvantaged people. The aim is to improve the skills of this category of people and
accelerate the process of socialization in society. Preliminary and ex-post evaluations
are described in detail, through inclusion criteria, taking into account the progress
in socialization.

Participants in this study differed in age, which led to differences in both their
abilities and personal interests. This is a study examining whether robots can be
used to help disadvantaged children, so we did not have an inclusion criterion and
therefore selected a wide range of children from the age range, but found that
selection based on an IQ and ADOS as estimates comparable to the results before
and after the experiments. In conclusion, children who could benefit from learning
with collaborative mobile robots are in nonverbal mental age ranges from 6 to 14
years, and their level of autism spectrum symptoms is "moderate" to "high." In this
study, we found that children who met this criterion had a significant improvement
in the results of games that had some beneficial effect on their cognitive abilities in
the following experiments.

Experiment 1 (Fig.1)
Digits Game Learning with BeBot.
A kid-student teaches summing the digits from 1 to 10 assisted by the robot

BeBot.
Cyber-physical system consists of Robot BeBot, Choreography Software Frame-

work, Computer Network, Pedagogue.
Experiment 2 (Fig.2)
Robot Driving Game with BeBot and ANRI2.
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A game that enhance student solving skills, creative thinking, and fine-motor
skills

Cyber-physical system consists of RobotsANRI2, BeBot, Choreography Software
Framework, Computer Network, Pedagogue, Engineer.

Experiment 3 (Fig.3)
Repeat Game with humanoid Marty
A game that teach student different poses and gestures. The goal is to improve

fine-motor skills.
Cyber-physical system consists of Humanoid Robot Marty, Choreography Soft-

ware Framework, Computer Network, Pedagogue.
Other possible scenarios are:

• n the learning process, the robot shows different geometric shapes (cube, cone,
sphere, etc.), and learners recognize and name the figure. If the answer is correct,
the robot will sound affirmative by saying the word "true". If the answer is wrong,
the robot’s answer will be heard with the word "No". The robot can count the
positive and negative answers and make an estimate.

• The robot can also perform a popular song by conducting a singing lesson. After
the song is over, he will invite the students to sing it with him. In the end, he will
let them do it themselves, praising them for their good performance.

• Based on the innovative approach of KyuTech University - Japan for the transmis-
sion of information on "Keywords", the AnRI2 robot will offer students a short
text, highlighting the keywords in it. He will then go through with invitations for
encouragement to retell what has been said, as there is an opportunity to assess the
degree of learning information from students and the opportunity to implement
their assessment.

• Another possible scenario is the delivery of a newspaper or book from the library
shelf. The action involves, after talking with the students, bringing the newspaper
or book from the library shelf and placing it on the table in front of the robot so
that he can pick it up and use it as intended.

Fig. 41.1: Exp.1: Digits Game Learning with BeBot.
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Fig. 41.2: Exp.2: Robot Driving Game with BeBot and ANRI2

Fig. 41.3: Repeat Game with Robot Marty.

Fig. 41.4: Playing with Robots AnRI and Marty.

41.5 Analysis of The Results of The Conducted Training

The following results are achieved with the CybSPEED project:

• Increasing the flexibility and usefulness of robot assistants while respecting the
autonomy and privacy of users.

• Supporting the idea and encouraging the future use of robot assistants.
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• Research of the requirements and possibilities of the market for robots - assistants
in Europe.

As this pilot study is the first of its kind for the team, there are a number of lessons
that were learned during the experiments. The project provides an opportunity to
exchange experience, knowledge and good practices between its partners, in order to
explore the possibilities of using mobile service collaborative robots for the needs of
education and social inclusion of disadvantaged people. Reducing social exclusion,
removing barriers and barriers and using information technology are among themost
important goals in this area. One possibility for this is the introduction of cognitive
modular service mobile robots AnRI and Bot (Fig. 5).

Fig. 41.5: Cognitive Mobile Service Robot in Action.

The analysis of the questionnaires from the experimental use of the robot shows
the following:

• The conducted training is very well organized, both in terms of the content of the
material and in terms of the way it is served.

• The prevailing assessment of the appearance of the robot is very good, as some of
the recommendations are related to reducing the size (height) of the manipulation
and increasing the range of the robot.

• At this stage, the set functions of the robot are defined as sufficient, but the
recommendations indicate new ideas for their expansion.

• A positive evaluation of the experiments was given by the majority of the partic-
ipants.

• For the possibility to use a robot to help disadvantaged people, a large part of the
participants consider it appropriate, giving an excellent assessment.
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41.6 Conclusion

The opportunity provided for the study of European experience and sustainable
cooperation between the beneficiaries and partners of the project "CybSPEED"
will contribute to the introduction of an innovative model for Bulgaria as a whole.
Generating knowledge and know-how in the field of pedagogical rehabilitation of
people with disabilities will help to improve existing technical tools in this area
and identify the needs of the target group of various Mobile Service Collaborative
Robots - Cobots. Service mobile collaborative care robots can also change people’s
views on care, for example the use of cobots can have a positive effect on our criteria
for good education and social care.

In view of the specific resource of IR-BAS, which will implement innovative
European practices, we believe that the project includes not only an innovative
element, the use of robots "AnRI" and “BOT”, but also offers innovative, new
solutions to social problems , which will be realized with the good cooperation with
the professional team of the Institution for social services "Day Centre "St. Sunday”,
Sandanski, BG. The study showed that some disadvantaged people can benefit from
learning through the use of collaborative robots, and this approach to learning needs
to be developed, as progress is palpable, especially among adolescents. Research,
testing of cobots in disadvantaged people and exchange of knowledge will provide
Bulgarian partners with completely new tools and forms of intervention and will
contribute to improving existing practices.

The opportunity provided for the study of European experience and sustainable
cooperation between the beneficiaries and partners of the project "CybSPEED"
will contribute to the introduction of an innovative model for Bulgaria as a whole.
Generating knowledge and know-how in the field of pedagogical rehabilitation of
people with disabilities will help to improve existing technical tools in this area
and identify the needs of the target group of various Mobile Service Collaborative
Robots - Cobots.

In view of the specific resource of Institute of Robotics-Bulgarian Academy
of Sciences, which will implement innovative European practices, we believe that
the project includes not only an innovative element, the use of robots "AnRI" and
BOT, but also offers innovative, new solutions to social problems , which will be
realized with the good cooperation with the professional team of the Institution for
social services "Day Center" St. Sunday ”, Sandanski. The study showed that some
disadvantaged people can benefit from learning through the use of collaborative
robots, and this approach to learning needs to be developed, as progress is palpable,
especially among adolescents. Research, testing of cobots in disadvantaged people
and exchange of knowledge will provide Bulgarian partners with completely new
tools and forms of intervention and will contribute to improving existing practices.
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