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Introduction 

This research aims to use keyword extraction algorithms to perform an efficient and 

transparent classification of scientific publications into disciplines. Furthermore, having the 

publications represented by keywords offer a better insight into the apparition and the 

evolution of different topics.  

 

Our research focuses mainly on data from VABB-SHW database, which contains the 

publications authored by researchers from the Social Sciences and Humanities (SSH) 

departments of the Flemish for the period 2000-2019. Currently, the database contains two 

types of discipline classification: organisational classification (based on the discipline(s) of 

the unit(s) of research of the authors) and channel-based cognitive classification (based on the 

discipline(s) assigned to the channel of publication – journal, conference, etc.). We aim to 

extend these two types of classification with a content-based cognitive classification based on 

text analysis, as we don’t have any citation data available. 

 

Previous attempts to classify and cluster research papers in disciplines have been done in 

(Glänzel et al., 1999; Kandimalla et al., 2021; Matwin & Sazonova, 2012; Suominen & 

Toivanen, 2016; Weber et al., 2019), including on this data (Eykens et al., 2021), however 

this approaches relied solely on document embedding techniques and don’t offer any 

intermediate information about the publication. A keyword-based classification technique 

provides more information about the publication and offers more interpretability to the 

results. Moreover, the intermediate results (keywords and key phrases) can be used for further 

research that doesn’t concern discipline classification or that require a more fine-grained 

classification based on the subject(s) of the publication. 

 

Data 

The database contains initially only the abstracts for a part of the publications. However, as a 

result of an on-going project that collects affiliation data and other relevant data, full-texts in 

.pdf format have become available for some publications.  

 

Currently the database contains 119 652 publications, out of which 49 510 have available 

abstracts and 3023 have full text. Table 1 shows the distribution of the abstracts, full texts and 

the two main languages (Dutch and English) across disciplines. Although the database 
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contains other languages too, the number of publications is largely inferior. The disciplines 

with generic names as “Other disciplines” have been excluded. 

 

Table 1. Distribution of publications, abstracts and full texts for different disciplines based on 

organisational classification 

 
 

In terms of data, it is challenging to collect and process the full text .pdf files, especially given 

the structural differences between them. Currently, GROBID
1
 library is used to get the text 

from .pdf, followed by additional cleaning steps to ensure the correct management of tables 

and formulae, that are usually explained in the core text anyway. However, no perfect process 

has been found. Consequently, for a first iteration to test the model, 100 texts extracted from 

publications will be manually checked and cleaned. 

 

Methodology 

 

Figure 1. Graphic representation of the basic methodology 

 
                                                 
1
 https://grobid.readthedocs.io/  

https://grobid.readthedocs.io/
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Keywords extraction process depends on the data provided, so we will firstly clean and 

prepare the data. As explained in the Data section, the first step is making sure that the data is 

well aligned and additional data like footers, headers, captions, reference and table data is 

removed or transferred to another file for further use. Additional pre-processing steps will 

depend on the model used. If the model can’t recognize key phrases (frequent relevant word 

n-grams), then they will be identified in the pre-processing phase and connected so the 

algorithm would see them as one word. For this a combination of simple identification of 

words frequently used together and noun groups will be used. Stop words and words that are 

very frequent in all or the big majority of publications will also be removed. 

 

For the keyword extraction, TF-IDF and KeyBert will be applied in the first iteration. The 

KeyBert algorithm offers the possibility to extract key phrases too in a given n-gram range. 

The two algorithms will be applied for both English and Dutch, although KeyBert might 

require small adaptations to use BERTje (de Vries et al., 2019) model for Dutch instead of 

BERT (Devlin et al., 2019). As a result of the keyword extraction, top n keywords/key 

phrases are going to be kept according to their relevance. The n parameter is to be determined 

after further experiments. For example, for the article (Luukkonen et al., 1992), the keyword 

extraction model based on KeyBert without additional pre-processing has identified keywords 

as: “countries collaboration”, “research collaboration”, “international scientific 

collaboration”, “international collaboration tendency”, “authorship measures economic”, 

“international science” and others. 

 

Further, we are going to use the current organizational and channel-based cognitive 

classification of the publications to statistically assign disciplines to the extracted keywords. 

To avoid the noise, only top m disciplines per keyword/key phrase are going to be kept 

according to their statistical frequency and/or the sum of scores accumulated in the previous 

step. 

 

Next, the keywords and their associated disciplines are going to be used for the classification 

of new unseen test data. This classification can be rigid (one discipline per publication) or 

fuzzy (more disciplines per publication). Possible extensions of the algorithm are possible at 

this step. The dictionary obtained from the training data can be extended with new unseen 

keywords and key phrases from the new data. For this, the new keyword will be ignored 

during the classification and the disciplines assigned to the publications will serve as a base 

for the keyword. A keyword should not be used for classification unless it reached a pre-fixed 

number of occurrences in publications, otherwise its discipline assignment is unreliable. In a 

similar way, the dictionary can be updated after each new publication classified, however, this 

might present further risks if used incorrectly (for example, one text introduced multiple 

times). 

 

A manual evaluation of the model will happen when extracting keywords (20 random 

publications), assigning disciplines to keywords (100 random keywords) and final 

classification (100 random publications). Additionally, we will do an evaluation based on the 

organizational and channel-based cognitive classification for comparison purposes. However, 

we do not aim for very high scores for this type of evaluation. 

 

Discussions 

The methodology proposed in this research in progress paper aims to provide a good content-

based classification for the articles from VABB-SHW. However, the keywords extracted 

could be used for further analysis like the evolution of topics and their dynamics in different 
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disciplines, countries, universities, departments etc. It could also show the emergence of new 

subjects and disciplines. We expect, by the time of the conference, to have more results. 

 

For further research, it would be interesting extend our data with publications from other 

national and international databases and with non-SSH publications. 
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