
8

Government Big Data Ecosystem: Definitions, Types of Data,

Actors, and Roles and the Impact in Public Administrations

SYED IFTIKHAR HUSSAIN SHAH, School of Science & Technology, International Hellenic

University, Thessaloniki, Greece

ASST. PROF. VASSILIOS PERISTERAS, European Commission, DG Informatics, Brussels,

Belgium, and International Hellenic University, Thessaloniki, Greece

IOANNIS MAGNISALIS, School of Science & Technology, International Hellenic University,

Thessaloniki, Greece

The public sector, private firms, business community, and civil society are generating data that are high in
volume, veracity, and velocity and come from a diversity of sources. This type of data is today known as
big data. Public administrations pursue big data as “new oil” and implement data-centric policies to collect,
generate, process, share, exploit, and protect data for promoting good governance, transparency, innovative
digital services, and citizens’ engagement in public policy. All of the above constitute the Government Big
Data Ecosystem (GBDE). Despite the great interest in this ecosystem, there is a lack of clear definitions, the
various important types of government data remain vague, the different actors and their roles are not well
defined, while the impact in key public administration sectors is not yet deeply understood and assessed. Such
research and literature gaps impose a crucial obstacle for a better understanding of the prospects and nascent
issues in exploiting GBDE. With this study, we aim to start filling the above-mentioned gaps by organizing
our findings from an extended Systematic Literature Review into a framework to organise and address the
above-mentioned challenges. Our goal is to contribute in this fast-evolving area by bringing some clarity and
establishing common understanding around key elements of the emerging GBDE.
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1 INTRODUCTION

Big data is sweeping across numerous areas of public and private organizations. Becker [9] em-
phasises that “big data is the oil of the 21st century,” as the capacity to exploit big data has become
a critical success factor for Public Administrations (PAs), private firms, and civil society.

Recently, data-driven public and private organizations define data policies and draft data strate-
gies aligned with the vision, mission, and goals of their organization. They also try to secure ex-
pertise and skills in data-related fields and put in place data technologies in areas covering data
generation and collection, storage, access, flow, sharing, publishing, management, analysis, re(use),
protection, privacy, and preservation [2, 27, 28].

Data-driven transformation for large organizations is an intensive, resource-consuming, and
long-term endeavor that affects technology, human resources, organizations, and cultures [73].
Data champions extensively use big data and data analytics in every aspect of their business, in-
cluding sales, marketing, supply chain, manufacturing, Human Resource management, and Re-
search & Development (R&D) [27, 28, 73]. In data-driven organizations, data are considered a key
strategic asset [41]. Big data usually refers to data characterized by the four Vs., i.e., large volume,
veracity, variety, and velocity. The ability to process big data creates opportunities for organiza-
tions to achieve competitive benefits in the current digitized marketplace [81]. This ability needs
cost-effective and distinctive modern big data tools and techniques to be put in place [65, 76]. The
exploitation of big data represents a paradigm shift in tactics to understand and study the world [4].

In the public sector, the adoption of big data technologies and approaches provides opportu-
nities, including efficient public service delivery, data-driven decision making for policymakers,
progress in the digital economy, creation of new jobs, promotion of civic participation in the defi-
nition, and improvement of public policies [4, 58, 92].

A Big Data Ecosystem (BDE) is a complex set of numerous interconnected components related
to big data, models, and organisational structures and roles covering the entire data lifecycle [23].
It comprises different components, including data infrastructure, data analytics, data models, as
well as organisational and cultural elements [22, 23, 56].

In our research, we have identified four research gaps in the study of the GBDE: (a) there is
no well-established definition of the GBDEs, (b) no holistic work on the classification of types
of government data, (c) no harmonization of data actors and their roles, and (d) no clarity on
the impact on the various PA sectors. In this study, we focus on addressing the above-mentioned
research gaps by organizing specific findings under a framework. Such aspects are the fundamental
elements of the GBDE and are identified as follows: (a) a definition of GBDEs, (b) a classification
of government big data types, (c) a classification of government big data actors and their roles,
and (d) the use and potential impact of big data in the core business processes of various key PAs
areas. To create our framework, we conducted a Systematic Literature Review (SLR) [21, 46, 47].
We provide details about our approach in the forthcoming sections of this study.

The remainder of the research article is structured as follows. In Section 2, we illustrate the
background of our research work. Section 3 explains our research methodology. Section 4 repre-
sents the results of the literature review. Last, in Section 5, we present research implications and
the limitations of this study, conclude our study, and present proposed future work.
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2 BACKGROUND AND SCOPE OF THIS WORK

In this section, we explain the background of this research, and we present the research gaps that
have attracted our interest.

2.1 Overview of the GBDE Field

The word “data” originates from the Latin word “datum” [73]. Data are a discrete, limitless entity
that have an unstructured and unprocessed shape. Organizations further process such kinds of
data, as per their needs, to illustrate relevant objects, events, concepts, or facts [73].

Big data is data in high volume, veracity, velocity, and variety. Big data needs economical, ad-
vanced ways of information processing to be used for generating insight and supporting decision
making [39, 65]. Presently, organizations, including public organizations, are flooded with a mas-
sive quantity of big data generated with high speed [73], through “smart” data sources. These big
data sources include people, the Internet, smart mobile handsets, online social networks (Twitter,
Facebook, LinkedIn, Instagram), the Internet of Things (IoT), Global Positioning Systems, and so
on [10, 26, 51, 60, 86, 95]. There are over 2.77 billion social network users and about 26.66 billion IoT
connected devices and sensors worldwide [95, 92]. The generated data relate to all public sectors,
e.g., health, education, agriculture, transportation, and social welfare [86, 95, 92].

The “ecosystem lens” for studying this phenomenon is particularly useful to understand inter-
dependencies among collaborators in exchange networks [35, 80]. The BDE reveals a complex,
connected ecosystem of high-capacity networks, data users and data applications, and services
needed to store, process, and visualize data that are gathered from multiple data sources [14, 96].
The BDE stakeholders include public and private organizations, development partners, civil so-
ciety, and users. This ecosystem can help PAs to make evidence-based decisions, ensure data in-
teroperability and data privacy, prioritize needs and problems, encourage civic participation, and
perhaps contribute to a better government [58, 92]. As such, the study of this BDE is a new field
of growing importance.

2.2 Research Gaps

We identified the following research gaps while studying the GBDE.

2.2.1 RG1: No well-established definition of Government Big Data Ecosystems. We found about
22 research studies, which had endeavored to define the concept of a “data ecosystem.” The authors
of the research papers utilized the term “data ecosystem” without giving a coherent and consistent
definition [6, 31, 97]. Some authors [22, 98] referred to generic ecosystems’ definitions in their
research work. For example, they refer to general ecosystems [6, 35, 74, 80], business ecosystems
[52], information system ecosystems [13], software ecosystems [59], and digital ecosystems [33].
We try to draft a definition using the existing studies.

2.2.2 RG2: No Extensive Work on the Classification of Types of big Government Data. In the
literature, researchers primarily discover the technological features of the BDE [23, 67]. There are a
few studies, e.g., References [1, 15, 94, 69], about different types of big data, and each study proposes
different typologies based on their particular research subject. We found literature discussing types
of government big data in scattered form. For example, Reference [61] discusses personal data [23]
and differentiates between structured and unstructured data, and Reference [60] focuses on open
versus closed data. We did not find research proposing robust classifications and holistic typologies
for big data [92].

2.2.3 RG3: Confusing Literature on the Data Actors and Roles. In the literature, we found nu-
merous types of data actors and roles. However, many variations of actors and their roles appear
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due to using different actors’ titles and contradictory roles by the researchers [38, 48, 61, 98]. The
research was dispersed in various studies to identify data actors, distinct roles, communities, ac-
tors’ relationships, and data actors’ motivation. We did not find a proposal for an all-inclusive
typology of data actors and roles.

2.2.4 RG4: Lack of Research to Identify and Assess the Impact of Big Data in Different Public Ad-

ministrations Sectors, i.e., Education, Health, Transport, Security, and so on. It appears that big data
has an impact in all PA sectors, including education, justice, budgeting, policymaking, economic,
agriculture, safety and security, and transportation. We hardly found a study that specifically high-
lighted the potential impact in the above-mentioned sectors.

3 RESEARCH METHOD

In the preceding section, we identified four research gaps while reviewing the GBDE. In this study,
we aim to mitigate these gaps and organize certain findings under a framework to include (a) a
definition of GBDE, (b) a classification of government big data actors and their roles, (c) a classifi-
cation of government big data types of big data, and (d) the impact of big data in key PAs sectors.

To address the research gaps, we conducted qualitative research about the GBDE by using the
SLR. SLR is a research method to identify, evaluate, and interpret research work, literature pro-
duced by scholars, researchers, and practitioners [5]. Fink defined literature review as a systematic,
specific, and reproducible approach to identify, evaluate, and synthesize the existing research work
delivered by scholars, researchers, and practitioners [5]. We pursued this research methodology
following guidelines from the literature [21, 46, 47]. We detail our approach in five steps. The SLR
process or research review protocol’s first step is centered on formulating the research questions.
The second step mainly focuses on three sub-activities that include the selection of digital research
libraries, the formulation of search strings, and literature search. The third step is mainly centered
on the identification of the relevant studies and applying quality assessment on the studies. This
is supported by defining and applying inclusion and exclusion criteria. The fourth step aims to
analyze the studies, extract relevant information, perform verification of outcomes, and link the
findings to research gaps. The last step explains the research results and organizes them in our
proposed framework for the GBDE. Figure 1 summarises the steps. We briefly present them in the
subsequent sections below.

Fig. 1. Steps in the SLR Process.
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3.1 Goal and Research Questions

This study goals to address the research gaps by organizing our findings and proposing a frame-
work. The mitigation of these gaps may be considered as fundamental elements of the GBDE. To
combine the fundamental elements of the GBDE within a comprehensive framework, we outlined
the following Research Questions (RQs):

RQ1: What is a comprehensive definition of a BDE in the government context?
RQ2: What elements constitute a basic classification of big data types from the government

perspectives?
RQ3: What are the data actors and their roles in government settings?
RQ4: What are the different areas of PA in which big data has potential impacts?

Comprehensive research work on the above areas is vital to establish a groundwork and com-
mon understanding of GBDE amongst scholars and practitioners. We barely find any research lit-
erature examining big government data as an ecosystem. Our proposed framework, based on the
fundamental elements of GBDEs, has the clear benefit of building a common ground among the
stakeholders of such ecosystems. Such stakeholders are, but not limited to, governments, citizens,
businesses, scholars, and practitioners.

3.2 Finding Relevant Research Work

SLR applies a thorough approach to review the findings presented in prior published research. The
focus of literature research is to carry out a systematic review that demands extensive coverage
of current research performed on the research topic of interest within the stipulated period. Most
of the researchers who attempted to work out a systematic review opinioned in a research survey
that they did not stop off their literature search activity until they believed they had achieved their
target [21]. This section elaborates about the above-mentioned SLR process second step that fo-
cuses on providing the following details about our selected digital research libraries, the procedure
for the identification of search strings, and the searching process as well.

Selection of digital research libraries: To proceed with the SLR, the selection of digital research li-
braries is a challenging task. In this task, researchers usually decide about where to search and how
to search for requiring research articles that contain relevant information for the research ques-
tions of the study [75]. We selected and investigated the following four digital research libraries
for the literature search: ACM, IEEE Xplore, Science Direct, and Springer Link.

Formulation of search string: We formulated search strings to find research articles from the
above-mentioned selected digital research libraries based on the following measures:

• We formulated search string related to the above-mentioned RQs,
• In the case of the critical aspect, like data actor, we find alternate words and synonyms for

these keywords
• We use Boolean operators like ’OR’, ’AND’ to extend the search by adding other words and

synonyms.
• In some cases, we also adjust/alter the search string.
• Each search string includes one or more than one keywords like “data actor” or “data ecosys-

tem” player.

The above-mentioned measures are applied to formulate search strings for our research ques-
tions. For example, we describe the following as a search string.

Query: What is the classification of government big data actors and their roles?
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The search string that is derived for the above-mentioned query is “data actor” OR “big data
actor,” OR “data player” OR “big data player” OR “actor in data ecosystem” OR “actors and roles”
OR “roles in big data” OR “classification of data actors.”

Literature search: We began the literature search to obtain relevant research papers in February
2019 and carried out this procedure until December 2019. All results from searches are mainly
based on titles, keywords, and abstracts. We utilized the above-mentioned measures about the
formulation of search strings for our literature search process. To get relevant literature about
fundamental elements of GBDE, we performed a literature search activity in the following two
stages.

Stage-I: We used the aforementioned four digital libraries to search strings and their variants,
which are based on the following keywords:- “DATA ECOSYSTEM,” “DATA ACTORS,” “GOVERN-
MENT DATA ECOSYSTEM,” “DATA ACTORS ROLES,” “CLASSIFICATION OF DATA ACTORS,”
DATA PROVIDER,” “DATA USERS,” “DATA ACTOR,” “BIG DATA ACTOR,” “DATA PLAYER,”
“BIG DATA PLAYER,” “DATA BUSINESS ENTITY,” “DATA SUPPORT SERVICE PROVIDER,”
“Data ECOSYSTEM,” ’Big Data TYPE,” “DATA TYPES IN DATA ECOSYSTEM,” “CLASSIFICA-
TION OF BIG DATA TYPES,” “POTENTIAL IMPACT OF DATA ECOSYSTEM,” “IMPACT OF BIG
DATA IN KEY AREAS OF PUBLIC ADMINISTRATION,” DEFINITION OF DATA ECOSYSTEM,”
“POTENTIAL AREAS OF BIG DATA ECOSYSTEM,” “USE AND POTENTIAL IMPACT OF BIG
DATA IN GOVERNMENT,” “DATA-DRIVEN GOVERNMENT, along with choices “exact phrase”
and “matches all.” We examined the outcomes of the above-mentioned first stage and matched the
results with our crucial research sub-topics regarding GBDE. We observed that yet, we required
additional relevant research papers, and then we decided to perform the following stage-II.

Stage-II: In this stage, we extended the search queries carried out in stage-I by adding “matches
any” instead of options “exact phrase” and “matches all.”

In total, we collected 904 research articles. We stored the literature search results in a spreadsheet
where every row relates to a research paper. We captured various attributes and metadata per paper
like paper ID, authors, title, authors, source, keywords, abstract, year of publication, unique viewer
tag, searching date, associated search term, the aim of the study.

3.3 Identifying Preliminary Studies and Article Quality Assessment

The procedure to identify preliminary studies, apply inclusion and exclusion criteria, and perform
a quality assessment is based on the following actions. We strictly followed our inclusion and
exclusion criteria, given below, to assess the relevance of the studies with our research targets. We
manually performed all the next steps to identify preliminary studies. Subsequently, we completed
a thorough scrutiny process in the following three phases. We explain our inclusion and exclusion
criteria, and then we describe the three phases of our process.

Inclusion criteria: To select only the relevant research articles, we included resources that satisfy
one or more of the following criteria:

• discuss big data regarding the definition of the BDE
• focus big data regarding the definition of the BDE
• discuss types of big data regarding the classification of types of big data
• focus types of big data regarding the classification of types of big data
• discuss big data actors and their roles regarding the classification of big data actors and

their roles
• focus big data actors and their roles regarding the classification of big data actors and their

roles
• focus big data regarding potential impacts in PA
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Fig. 2. Procedure for the identification of preliminary studies.

• discuss big data, government, data-driven government
• resources publication year range is not restricted and keeps it open
• depict applicable results outside of the study

Exclusion Criteria: We used the following exclusion criteria to filter out research articles that:

• are not written in English
• have no relevance to the central theme of the RQs
• have no primary focus or discussion on fundamental elements of GBDEs as per the aim

of this study. For example, resources that are mainly focused on big data technologies that
include Big Data Analytics, SQL-on-Hadoop systems, Machine Learning

• do not discuss on fundamental elements of GBDEs including, its potential impacts in PA

Scrutiny process: In this section, we explain the following major phases to scrutinize the research
articles along with the quality assessment of the articles.

Remove duplication: We merged and placed the research articles that were found in the preceding
literature search phase in a single shared folder and removed the research papers that are duplicate.
From the above-mentioned literature search process, we collected a total of 904 research articles.
In this stage, we removed duplications from our study dataset. It decreased the papers to a total of
893 research articles.

Initial scrutiny based on Abstract and Title: Initially, we examined the research articles based on
abstract and title. If a research paper was not judged for inclusion or exclusion based on these traits,
then it was added for the next step of review of this phase. In the next level of this phase, titles and
abstracts were independently evaluated by two researchers. Each researcher noted the research
articles that have some confusion to decide about the research article’s inclusion or exclusion for
the next scrutiny phase. Both researchers mostly found similar results, and there was minimal
disagreement about inclusion and exclusion of papers between them. However, both researchers
held meetings to resolve differences and to discuss disputed and marginal research articles.

In the completion of this phase of scrutiny, we reduced the papers to a total of 336 of 893 research
articles.

Scrutiny based on the full text: In this phase, the research team reviewed the full text of arti-
cles that are already agreed in the above-mentioned initial scrutiny phase. The same researchers
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thoroughly studied and analyzed the full text of the research articles. While the third researcher
validated and verified the results. The researchers assessed the quality of the research articles
based on inclusion and exclusion criteria. We found satisfactory quality assessment results in the
scrutiny process based on the aforesaid approach that includes, but is not limited to, strict adop-
tion of inclusion and exclusion criteria, internal meetings to resolve minor variances between the
researchers, and validation of the results. Moreover, we focused on the different vital factors like
selection and assessment bias, related to threats to validity as well.

The execution of this phase decreased the papers to a total of 273 of 336 studies. Thus, our pre-
liminary studies include 273 articles. We present our literature search strategy results in Figure 2.
We added research articles of our preliminary studies in a reference manager tool to access, use,
and manage references in our research work.

3.4 Analysis

In this section, we explain the fourth step of our methodology, i.e., the required data extraction from
the research articles and presentation and organization of findings that formulate a framework to
“fill-in” the identified research gaps.

We thoroughly analyzed the research articles from our preliminary studies. We extracted rel-
evant information that includes definitions, types of big data, data actors and roles, and big data
potential impact in PAs. Subsequently, we assembled and classified the extracted information and
relevant research articles to answer the research questions RQ1-4. We used a spreadsheet program
as a data extraction template to capture and record the information from the research articles.

We implemented the following steps to extract the results. First, we obtained the general in-
formation, like authors, title, publication year, type of publication. Second, studies were analyzed
according to the above-mentioned inclusion and exclusion criteria. In case a study did not include
in the SLR, then we did not extract the information from such research and excluded it from the
analysis phase as well. In the third step, we arranged extracted data in the datasheet based on the
critical aspects of our above-mentioned RQs.

To perform a detailed analysis, two researchers independently studied and analyzed the full
text of the research articles. Both researchers compared their outcomes and found minor disagree-
ments. Later, both researchers organized meetings to discuss and resolve their disagreements about
text extraction. While the third researcher performed data extraction on a random sample, and
then he verified and agreed with the outcomes. The analysis work reporting was based on the

Fig. 3. Temporal distribution of research articles.
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Table 1. Numbers of Research Articles per Research Question

RQs Topics→ Definition
Types of
big data

Actors &
roles

Potential
impact

Mixed
mode

Total Papers→ 22 21 19 18 193

synthesized results. We used a descriptive synthesis approach to describe the results in a manner
consistent with our RQs.

We portray an interesting descriptive statistic from our SLR process. Such statistics reflect the
hype about the area of this study. The BDE is one of the new hot study areas among stakeholders,
including governments. We observed that digital research libraries, particularly ACM and IEEE,
promote BDE research works [37]. Our primary studies period distribution of research articles is
given in Figure 3.

4 RESULTS

The last step of the above-mentioned SLR process explains the research results and offers a foun-
dation for the study. Therefore, we carefully reviewed 273 research articles to extract relevant
information. We arranged the information based on our four RQs. Table 1 indicates the number of
research articles we found addressing each research question.

Under “Mixed mode" we grouped 193 research articles that discussed >1 of our RQs. We detailed
answer to our RQs as below:

4.1 RQ1. Definition of GBDEs

The existing research studies present a heterogeneous theoretical foundation to define GBDEs.
Such theories are often influenced by the socio-technical and value chain theories. These mixed
theories are usually used in the literature to cover the theoretical gap as the big data field is in the
early stages. Numerous business, research, and industry communities study the big data field [19,
20, 68]. Some definitions stay relevant to specific domains like humanitarian [32, 40] and personal
data ecosystems [61]. These studies have a narrow perspective and focus on a certain notion with
partial details [6, 31, 97]. We briefly describe here a few interesting literature definitions we found.

The first definition explains the humanitarian data ecosystem as a network of humanitarian
actors, governments, private sector organizations, and affected communities in which they interact
with each other to produce, collect and analyze digital data about vulnerable populations [32, 40].
Another definition describes the data ecosystem as a socio-technical complex network in which
actors like organizations and individuals interact, collaborate to exchange and use data as the
primary source to foster innovation and support new businesses [67]. In Reference [16], the data
ecosystem is presented as a heterogeneous network of hardware, software, networking resources,
human capital, industry applications, industry methodological techniques, social actors, and the
new ideas and concepts those actors coin. Last, in Reference [83] the authors focus on the open data
ecosystem and define it as complex of numerous actors, interacting with each other and performing
open data related functions, i.e., to create, find, store, access, share, protect, preserve open data.
We found more definitions of open data ecosystems in Reference [22, 35, 74, 99].

We identified three main concepts that are recurring in the BDE definitions. The three main con-
cepts include “socio-technical network,” “data functions,” and “data value creation.” We decided
to organize our effort to propose a holistic definition based on these concepts. We present these
concepts below.

The “socio-technical network” concept is about the interactions amongst socio-technical enti-
ties such as people, processes, technology, organizations, data, and infrastructure. This concept
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exists almost in all literature definitions. Some elements, like people and organizations, represent
the social aspects, while others, like data models, data infrastructure, and data portals, represent
the technological aspects. Though, different authors gave different labels to this concept in their
definitions. Such labels include a “complex network of individuals and organizations,” “intercon-
nected human & technological resources,” “complex interconnected, multilayered ecosystem,” and
“heterogeneous network of software, hardware, people, and processes.” We assessed all these la-
bels and assigned a unique label to this concept as a “socio-technical network.” This also refers to
certain characteristics of ecosystems, including but not limited to interdependencies among “peo-
ple,” “processes,” “technology,” “organizations,” “data,” “data infrastructure,” “data analytics,” and
“data structure & model,” “base registries,” “data services,” and “data portals” [35, 90].

“Data functions” refers to different elements, including data collection, data integration, analysis,
data storage, sharing, access, use, data security and protection, publish, and data archive. These
are essential steps to transform data/information into knowledge. This concept is also effective in
identifying dataflows and work procedures for stakeholders [4], including what is shared between
the so-called infomediaries [87].

“Data value creation” is about mining value from big data through its extensive use. We found
a list of areas of data value creation from the literature including data-driven administration [95],
public service delivery, data economy [22], innovation [22, 35, 68], new businesses [61, 99], data
economy [22], transparency [22, 26, 49, 54, 90], public policies and strategies alignments [39, 88],
open government [54], secure exchange of data [32], people’s personal data management [29],
government performance [90], democratic governance and political participation, trust in govern-
ment, data reuse, and integration of public and private data [22].

During our review process, we observed that these three main concepts did not exist together
in any single definition of the BDE. We present the occurrence of these three concepts in BDE
definitions in Table 2.

For a vigorous definition of the GBDEs, we put together the above-mentioned three main con-
cepts along with their characteristics, as found in the literature. The summary of the result is
presented in Figure 4.

Fig. 4. Concepts of the GBDE.
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Table 2. Occurrence of the Three Main Concepts in BDE Definitions

S#

Literature Definitions

References

Socio-technical

Network Data Functions

Data Value

Creation

1 [68, 98, 67] × - ×
2 [25] - × ×
3 [99] - × ×
4 [35] × - ×
5 [23] × × -
6 [22] - - ×
7 [74] × - -
8 [72] × × -
9 [14] × × -
10 [87] - × -
11 [97] × × -
12 [16] × - -
13 [31] × - -
14 [42] × - -
15 [32, 40] × × -
16 [38] × - -
17 [83] × × -
18 [52] × - ×
19 [6] - × ×
Hint: C1, Socio-technical network; C2, Data Functions; C3, Data Value Creation.

The first concept of our proposed definition provides sense to the readers that the GBDE con-
sists of socio-technical elements, including organizations, require collaborative efforts to process
the data big as per organization requirements [22]. The second concept explains a set of data func-
tions through which organizations collect, integrate, filter, store, analyze, and visualize data for
the future course of actions. The last concept emphasises that stakeholders should concentrate to
better understand and assess the value of big data.

From the above, our proposed definition of GBDEs follows:
“A socio-technical network of people, processes, technology, infrastructure, data services, base

registries standards & policies, processes, organizations, and resources jointly working to perform
data functions such as data collection, integration, analysis, storage, sharing, use, security &
protection and archiving to obtain value from big data through its extensive use to ensure better
evidence-based policymaking, public services delivery, promote data-driven administration &
open government, boost the data economy to benefit citizens, businesses, and government bodies.”

4.2 RQ2. Types of Big Data

During the review process, we identified in the literature references to different types of big data.
There are some studies [1, 15, 69, 94] focusing on typologies for big data, but each study considered
different types of data based on the research perspective. In the literature, we did not find a holistic
classification of types of big data. We did not get many research papers on the topic. Below, we
present our own big data typology, for which we propose six dimensions. In Figure 5, we present
a summary.

The description of each classification and its related types of (big) data is as below:
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Fig. 5. Classification of Types of Big Data.

4.2.1 Structured, Un-structured, and Semi-structured. The first classification of big data types
is effective in ascertaining how the incoming data need to be processed. It includes structured,
unstructured, and semi-structured data types.

Structured data acquire highly structured schema, standard format, and arrangement [73].
Databases are extremely structured. Structure data are warehoused in the databases, retrieved, and
processed in an arranged and thorough manner [73, 94]. The examples of structure data include li-
brary catalogs, phone directories, census records, and databases. Structured data account for some
percentage of the total existing data. Structured data are self-describing utilized in computer pro-
gramming for data collection, data cleansing, data visualization, and data analysis software tools
[73, 94].

Unstructured data: Unstructured data, unlike structured data, are not abided by predefined lay-
out, structure, data model, and do not match properly into relational tables [73, 94]. Consequently,
it is difficult to transform or map unstructured data into the format needed for efficient and effec-
tive processing [73, 92]. Examples include images, audio, and video files. Scientific research data
can also include unstructured data, also called “raw data,” e.g., gathered from scientists’ experi-
ments [23]. Unstructured data has no explicit format in storage [94]. To further process structured
data, data scientists need to pass it through several phases, which can be a time-consuming and
tedious task [1].

Semi-structured data are not in the same layout as structured data, although it includes elements
like semantic tags that make it easier to analyze. The semi-structured data include HTML [18, 94],
XML, JSON documents, and content from NoSQL databases. Semi-structured data may be irregular
or incomplete and have a structure that may change rapidly or unpredictably [73]. Unstructured
and semi-structured data make up about 80% of the total existing data.

4.2.2 Real-time Data and Batch Data. It is critical to understand whether the data are analyzed
in real time or batched for advanced study.

Real-time big data are created in real-time mode by systems [50]. Real-time examples of data
include data from sensors, Twitter feeds, stock markets, traffic, bank ATMs, and radar weather
data [50, 71]. A system that is centered on real-time data is identified as a real-time data man-
agement system. Such systems may offer advice and decision support to businesses, individuals,
and governments on various affairs. For example, in Reference [50] a traffic navigation system is
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described based on real-time data. Navigation systems process real-time traffic data to propose
optimal routes to their clients [23].

Batch data are gathered for some period before being available for further processing. In batch
data systems, this time interval (lag) may vary from a few minutes to hours [71, 93]. Such data may
include image processing, payroll, and billing data. The batch processing is an efficient way of han-
dling big volumes of data. In batch data processing, data are loaded in huge batches at a specific
interval [62]. Batch data processing is extensively used in the production of high-value, typically
low-volume materials, including pharmaceuticals and microelectronics. The economic cost of lost
process performance is usually high and has motivated extensive research in batch process mon-
itoring, fault detection, and control. However, Wang et al. stated that data-driven methods have
an essential role in this area [93]. High-availability distributed object oriented-Hadoop, an open-
source software framework, is focused on batch data processing [2, 62].

4.2.3 Human-sourced Data and Machine-generated Data. This classification of big data type is
beneficial to ascertain the scope from a business viewpoint.

Human-generated data are data produced from humans, e.g., records of human activities like
work of art and books, photographs, audio, and video. Human-generated data can be analogue or
totally digitized by default [69].

Machine-generated data are created by machines, e.g., computer/information systems, IoT, and
mobile devices. Machine-generated data has size and speed far greater than human-generated
data [30]. The IoT data sources include weather sensors, traffic sensors, and security/surveillance
cameras, whereas computer systems data sources consist of computer logs and weblogs [7, 30]
but also data from the execution of automated and computer-supported business processes [82]. A
considerable rise in the number of sensors in the world results in growing data volumes generated
from machines.

4.2.4 Government, Business Data, Including Personal Data. This classification comprises of big
data types that are handled by public sector organizations. Though, such data correlates to citizens
and businesses.

Government data: Digital data that relate to the government, and it can either be created or gath-
ered by the PA. Government data are one of the critical assets of modern states [7]. The examples
of government data include residents’ social security numbers, criminal data, public scientific data,
public health data, electoral rolls, and vehicle registration data. Government data often contains
shared data that should be accessible from all or other specific public entities [7, 61]. Government
entities use such shared data, amongst others, to attain greater efficiency in their organizations.

Business data are the information that is utilized to plan and run a business organization.
The business data contain information about customers, places, products, and market trends.
Patterns can be utilized to support the business, e.g., to forecast customer behavior [29]. Technical
solutions support organizations to collect, warehouse, and track business data. For example, in
the past, company salespeople used a Rolodex (business card holder) to store customer contacts,
while nowadays, sales department staff use state-of-the-art CRM solutions to store customer
data, requirements, behaviors, and customer gratification about brand products [45, 78, 98]. The
quantity of business data is growing at an extreme speed. For example, Amazon is processing
more than 35 transactions every second [78, 98].

Moiso and Minerva defined Personal Data as data regarding individuals, their conduct, and their
actions [61]. Examples of personal data contain personal photos, credit card numbers, videos, chat,
addresses. Government and business entities may have access and process personal data of both
physical and legal persons [61]. Personal devices, like tablets, and smartphones, produce personal
data. These data are assumed to become the “energy” or the “new currency” for the digital world.
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Personal data about people and their activities also present new opportunities to people and orga-
nizations [61, 11]. The privacy of personal data is considered a great challenge nowadays. There-
fore, several countries are adopting certain data protection laws, like the European General Data
Protection Regulation, to manage the use of personal data. In parallel, risk-free data anonymiza-
tion, in conjunction with good data governance practices, can also ensure better privacy protection
for personal data [77].

4.2.5 Open and Closed Data. Open data are data that are freely accessible for use, reuse,
and redistribution subject only, at most, to the necessity to attribute and share-alike [51, 60].
Governments produce and publish a large volume of open data; though, private firms could (or
even should) also open a portion of their data [43]. Open data can propose new business openings
for actors that offer data, for actors that utilize data, and for actors that construct innovative ser-
vices and applications around the data [43]. Governmental open data portals comprise of different
open datasets, for example, public procurement notices, economic and financial data, education,
energy data, culture, and sports data, health, and public scientific research data.

Closed data, for our work, is used by government organizations and is not disclosed to third par-
ties [73]. Closed data in businesses include, e.g., revenue data and product formula data, whereas
closed data in the government sector include, e.g., employee service records, employee perfor-
mance assessment reports, confidential and secret data [73]. Closed data access is limited to the
data owner(s) and groups due to security limitations and relevant public policies. Public organiza-
tions need data security and data privacy measures for closed data [73]. Examples of such measures
include the implementation of intrusion detection systems, firewalls, and enforcing access control
policies [89].

4.2.6 Master, Reference, Metadata, and Transactional Data. In this part, we identify three im-
portant types of data for any organization.

Master data are a specific resource of primary business data utilized across numerous systems,
applications, and processes [84]. Master data contain data that describes the highly relevant busi-
ness entities on which the activities of an organization are based, like suppliers, counterparties,
employees, or products [79]. Master data signify the critical transversal entities of the enterprises,
particularly the business, that provides a context to the transactions [8, 79]. Examples of master
data include citizen master data (a citizen’s social security number, name, and address, etc.), prod-
uct master data (product id#, product name, product unit), customer master data (customer id#,
customer name, and address, etc.) [8, 34]. The master data facilitate the fundamental data entities
of the government to attain a data-driven administration [79]. It is important to describe here that
the master data discussion is often discussed under as “base registries” in PA.

Reference data are the set of allowable values to be utilized by other data fields [26]. Reference
data are coded, semantically stable, comparatively static datasets shared by multiple constituen-
cies like people, systems, and other master data domains [70]. Data users reuse reference data
to obtains value [26, 51]. Errors in reference data affect the quality of master data and relevant
transactional systems as well [70]. The examples of reference data include International Organiza-
tion for Standardization country codes, Internet country code top-level domains, and International
Telecommunication Union country phone codes [70].

Metadata are data about data. Metadata is a part of structured information that iden-
tifies, makes it easier to retrieve, track usage, and handle information resources [15]. For
books, metadata examples include Book International Standard Book Number, Book title,
Book ratings, and Book edition. Metadata should be produced along with the dataset in a
regulated manner, published alongside the data, and revised whenever the dataset is up-
dated [26, 51]. There are various types of metadata. Descriptive metadata includes elements
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that help to create and locate information resources. The structural metadata provides in-
formation about containers of data and indicates how compound objects are assembled.
Administrative metadata provides information to facilitate the management of information re-
sources [15, 44].

Transactional data are gained from business transactions, e.g., a company sells or a client pur-
chases a product [3]. Transaction data can be exploited for business analytics and business intelli-
gence. The transactional data contains some basics characteristics, like transaction ID and transac-
tion date and time, to uniquely identify the transactions. Transactional data are more volatile than
master data due to the frequent creation and changes in it. Usually, master data do not require to
be altered or built with every transaction [3].

4.3 RQ3. Classification of Government Big Data Actors and Their Roles

Big data actor’s typology signifies distinctive entities characterised by different types of relation-
ships with data. We did not find an all-inclusive typology of big data actors in the literature. Au-
thors identify different actors and assign divergent roles, e.g., References [38, 48, 61, 92, 98]. We
propose a classification of government big data actors and their roles, summarized in Figure 6.

A detailed description of the above-mentioned classification follows below.

Fig. 6. Classification of government big data actors and their roles.

4.3.1 C1: Data Publishers (Providers). The data publishers offer data to other data actors of the
GBDE [98]. The offered data include raw data, processed data, analyzed data, and so on.

The role of the data publishers is to create, collect data, store data, format data, and publish data.
Data publishers with stakeholders can jointly take part in “feedback and discussion” activity. The
motivation of the data publisher in PA is to promote better governance and to improve the quality
of life [17, 32, 38, 61, 83]. Data providers and data users depend significantly on each other. The
value of raw data could only attain when both actors work together [99]. Governmental data pub-
lishers also encourage the participation of citizens in governmental practices of decision making
and policymaking [64, 98]. Data extractors and data transformers perform a role in collecting and
shifting data in an appropriate format for a future course of action [54].
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The data publishers may provide data free of charge or with some licenses that restrict the use
of data for commercial or other purposes. The first category offers data for free, either without
condition or with some license. Such a data license may restrict the use of data. For example, a
Creative Commons license is a copyright permit that allows the free distribution of an otherwise
copyrighted job [48, 98]. PAs [17, 32, 61], Non-Governmental Organizations (NGOs) [70], munic-
ipalities, state or federal government, and local government [80] usually belong to this category.
They offer data to enhance the national economy, allowing businesses and citizens to utilize the
data [85]. The second category generates revenue from selling access to data [85]. Such entities
may offer a subset of their data as open data while guaranteeing accessibility only to paying users
[78].

We present an example of a data publisher: the Helsinki Regional Transport Authority (HRTA), a
data publisher, has developed a free Application Programming Interface (API) that provides access
to information to data users. The data users, including private service providers, use this API to
help customers with trip planning. Through HRTA API, data users can access different kinds of
information, including public-transportation routes and timetables, service disruptions, and live
data for vehicle location and tracking. Mobile Apps developers have used the HRTA API to create
around 30 mobile trip-planning applications [54].

4.3.2 C2: Data Users. Data users consume data that are offered by data publishers in the GBDE.
They may use information manually or with the support of data-based applications and services
[43]. Governments, as active data users, are more capable of discovering the clients’ needs and
more likely to offer appropriate data and information [22].

Data users include data infomediaries or intermediaries. The infomediaries are the entities who
process the raw data and add value to the data through data lifecycle phases like cleaning, analyz-
ing, integrating, and visualizing the data. Additional data users may favor utilizing processed data
or services and tools that are derived from raw data by infomediaries [98]. Data users include local
community/individuals, public sector [61], NGOs, civil society [48], private sector, and academics
[57].

Roles of data users include to discover, analyse, process, utilize data, give feedback, and perform
R&D to examine new algorithms and data technologies [22, 83]. Data users’ roles also include
application developers who use data as part of the service [43], to search, combine, analyse, filter,
visualize data [99]. Organizations and individuals may utilize this service [17]. The motives of the
data users are to boost community welfare, business expansion, and to promote civic participation
to enhance the quality of the data [22, 43].

4.3.3 Data Business Entity. The data business entities combine several publishers’ data with
their own expertise to offer data services to third parties. Such entities gain revenue by selling
services to both data publishers and users [43, 56, 83,]. We observed different categories of data
business entities including data application developers [43], data harmonizer [43, 48], data aggre-
gator [38, 43], data enablers [56], data analyzer [54], data brokers [43, 83], data facilitators, data
re-users [48], data marketplace companies, and data consultants [83]. Data aggregators mix and
modify data and usually collect data from different sources [43, 61]. Data analyzers gather and
analyze data [54]. Data harmonizers carry out standardization and homogenization of data. Data
enablers offer solutions and services to data publishers to merge different types of data. Data bro-
kers include data promoters, distributors, and matchmakers. Data brokers may sell personal data
to other third parties without data owners’ permission [66]. Data promoters acquire data and pro-
mote it to the other actors. Data distributors deliver communication and distribution data channels.
Data matchmakers match data needs with the best available data sources [54]. Data facilitators
assist with the interchange of data between the data publishers and data users [56]. Online data
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marketplace companies utilize smart applications. Such technological applications link buyers and
sellers in an open, collaborative environment [83].

The following are some examples of data business entities: A data analyzer company “A” utilizes
open government data and private data obtained from Finnish firms to generate credit ratings and
other fiscal information for sale. There is another example of a data analyzer company “B” that
analyzes business’ financial data and represents an easy-to visualize, a tree-shaped image of their
balance sheets [54]. The third example of data business entities includes data enablers companies’
“Captricity” and “Xcential” that help PAs in transforming static documents into actionable data
[56]. eBay, an e-commerce platform provider, Cream, and Uber, ride-hailing service providers, are
examples of private online data marketplace companies [83].

4.3.4 Data Support Service Providers. The data support service provider offers technical support
services to the other data actors in the GBDEs. Examples of such services include data storage, data
hosting, development of mobile applications, and websites [43, 54]. There are various categories of
data support service providers. These categories of service providers include cloud computing ser-
vice providers, websites, and mobile applications development service providers, user-experience
consultants, and so on [54, 43].

Our proposed classification of GBDE actors and their roles address the literature gap and pro-
vides a thorough set of actors and gives clarity in actors’ roles, and their motivations.

4.4 RQ4. Impact of the GBDE

In this sub-section, we present an overview of the GBDE potential impact in different PA areas, in-
cluding amongst others governance, policymaking, health, education, justice, budgeting, economy,
agriculture, safety and security, transportation, and logistics.

Financial Institutions: Financial institutions are using big data and analytics to monitor unlawful
financial market actions. Such public organizations are utilizing network analytics and natural
language processing for monitoring purposes [63]. The financial institutions that include retail
funds, big banks, and mutual funds are using big data analytics in high-frequency trading, decision
support analytics before trading, predictive analytics, hazard investigation, risk management, and
customer relationship [10, 63].

Health: Big data is booming in the healthcare area [33]. Health organisations utilize big data
and analytics to detect early symptoms of various diseases, identification of medicine-usage ir-
regularities, and enhanced tolerant security [12, 63]. Health care institutions analyze big data and
extract useful insights to help experts to allocate resources effectively like nurses, clinicians, di-
agnostic machinery, and other resources [10]. PAs are utilizing big data and IoT technologies to
enable telehealth and deliver continuous patient care, through smart devices, mobile Internet, and
cloud services, in rural underserved areas of a county to enhance the effectiveness and quality of
care [55]. Big data is also predicting the patient’s hospitalization, discharge, and treatment time
by analyzing the medical data and the patient’s related records to improve the medical treatment
effect [55].

Education: The public sector educational institutions are implementing big data to fine-tune
the educational journey for the students to review, monitor, and track teacher’s performance to
improve education delivery to their communities. Big data in these institutions is also providing
decision support to higher management to get excellence in the field of education [10]. PAs gather
big data for education from various sources. Such big data sources include documents, emails,
audit logs, Closed-Circuit Television footages, biometric devices, online surveys, student response
systems, student and faculty feedback, and questionnaires [10, 63].
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Justice: Big data is driving a trend toward behavioral optimization and “personalized law,” in
which legal decisions and rules are optimized for best outcomes and where the law is tailored to
individual consumers based on analysis of past data [24]. PAs are utilizing big data and relevant
technological tools to predict legal costs and legal case outcomes, manage data for regulatory
compliance, and reduce document review costs [24, 63]. In public sector legal organizations, legal
experts are also using sophisticated predictive big data analytics software to analyze data and
compare it to the facts of legal cases [24]. Moreover, PAs are using big data algorithms to mine prior
precedents or other relevant data for correlations between variables, such as by finding common
factors in a judge’s previous decisions that are predictive of future outcomes.

Budgeting and Policymaking: The public sector financial organizations are utilizing big data to
improve the reliability of budgeting estimates and enable complex real-time scenarios [39]. In
recent years, the involvement of parliamentarians with budgeting has grown. Usually, parliamen-
tarians have limited expertise to formulate a well-informed budget as compared to the senior gov-
ernment executives. However, this capacity is essential for well-informed budgeting and actual
execution. The senior executives support the parliamentarians in the budgeting and policymak-
ing tasks. The big data and data analytics help the parliamentarians, senior executives, and other
stakeholders to formulate well-informed budgeting, examine the policy documents and shape ac-
tual national policies as per the needs of communities [39, 78].

GBDE helps policymakers to reduce the time frame and boost the evidence-based policy deci-
sions by using advanced predictive analytics methodologies and scenario techniques. In govern-
ments, politicians use big data platforms and analytical tools to estimate public opinion through
analyzing social media and to produce census data daily. Governments, particularly in advanced
countries across the globe, are implementing big data solutions in parliaments to create a data-
driven culture within their premises. Such smart parliaments have numerous big data users like
Senators, Members, parliamentary committees, and legislative departments. Parliament big data
contains the record of parliamentary debates, votes information, notice papers, media releases,
committee hearings, and reports that they publish in print and electronic media. Smart par-
liament BDE also contains relevant press and academic articles, media programs that inform
and commentary on the workings of the politicians, parliament, political parties, and policies
[53]. The parliamentarians can use such parliamentary big data to hold a healthy deliberation
on well-informed budgeting, national policies and subsequently decide to approve a budget and
evidence-based policies with consensus to find out possible solutions to the critical national
issues [39].

Economic Development and Agriculture: Public sector organizations and business organizations,
as part of the smart and wider digital and knowledge economies, are leading innovation in the
big data space and have a vital role to play in supporting economic growth. The public sector
organizations are creating partnerships with big data businesses for economic development [6,
72]. Globally, PAs can utilize big data in various public sectors, particularly in the agriculture
sector, to boost productivity, food security, and farmer incomes at the same time. The government
agriculture organizations staff and farmers are using big data technologies to access real-time data
to obtain the functioning status of farm machinery, historical weather patterns, topography, and
crop performance [71].

Safety and Security: The government safety, and security-related departments, like police depart-
ments, are using big data and analytics for individual criminal-behaviors prevention, detection of
organized crime, and corrections optimization. The above-mentioned departments are using big
data and data analytics to perform analysis of crime history data to forecast and predict incidents
and potential impacts for a more proactive response. Police departments can maximize the use
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of IoTs to collect and share big data amongst relevant stakeholders like police, citizens [11]. The
mixing of heterogeneous data from multiple sources of data also provides reliable and up-to-date
information and advanced safety and security services to the citizens

Transportation and Logistics: PAs generate transportation big data and use it to control traffic,
optimize infrastructure, to plan the route, to develop intelligent transport systems, and to enhance
road safety [63, 55]. Citizens use big data to plan routes to save on fuel and time, and in tourism,
the industry can use it for tour arrangements [36].

The potential impacts of [big] data in the other areas of PA include bureaucracy, census, smart
voting, open big data government and military operations [10, 24, 39, 91].

5 CONCLUSION AND FUTURE WORK

In the era of the data-driven world, the GBDE receives interest and attention from researchers
and professionals as it is the essential handler and enabler for the data-driven government. In
the GBDE, data actors interact with each other and perform various data functions. Still, GBDE
fundamental elements are not well defined. As a result, its meaning is yet tenuous, and this impedes
progress and evolution. We conducted a SLR regarding the fundamental elements of the GBDE.
We have thoroughly organised the fundamental elements of GBDE under a framework to establish
a common ground to discuss and research the subject area. Such elements include (a) a definition
for the GBDE, (b) a classification of government big data actors and their roles, (c) a classification
of government big data types of big data, and (d) the impact of big data in core PAs sectors. To
the best of our knowledge, it is the first academic study that categorically addresses the above
elements of the GBDE.

5.1 Research Implications

In view of the above-mentioned findings, we proposed the following research implications for the
scholars and practitioners:

Benefits to the Research Community:

• Our proposed framework, which addresses the above-mentioned four RQs, may aid the
research community in their current and future research initiatives related to the GBDE.

• This study offers a common framework to bring the research community under a unique and
consistent framework umbrella to cultivate common ground, starting from the definition of
GBDEs, identifying types of big data, classifying data actors, and impacted areas of PAs
related to respective governmental ecosystems.

Benefit to Entrepreneurs:

• This study may offer insights regarding the essential elements of GBDE to entrepreneurs
so that they can evaluate new business opportunities based on innovative ideas in big data
solutions and services.

Benefits to the Practitioners:

• The elements of the proposed framework could be helpful for the practitioners to under-
stand GBDE (definition element), comprehend data topology, as one of the prime factors, to
build or select best-fit big data solutions, get a clue about their own and other data actors
roles and spot critical areas of PA wherein big data has potential impacts for their future
course of actions.
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• The elements of the GBDE, particularly data actors and their roles, as an information tool,
may be useful for the public sector organizations to develop or modify their strategic mea-
sures to become a data-driven organization.

Benefits for the Public Administrations

• Our contribution regarding the impact of big data in PA may be helpful to create awareness
and understanding about the critical areas of PA wherein big data may have potential effects.

• PAs may consider the proposed areas and related big data initiatives in their environment
to manage public sector big data and information as an asset to boost organizational, op-
erational efficiencies, data-driven decision making, civic participation in the formation of
national policies, and to improve services.

5.2 Limitations

We identify the following main limitations of our work:

• We found research articles on BDEs in areas such as open government, scientific research,
business, and the semantic web. But we did not find many research articles explicitly on
the GBDE. Therefore, we borrowed concepts for the GBDE from the existing literature in
“neighboring” areas.

• We adopted SLR as a research method. In this method, the selection of digital research
libraries is a challenging task. We selected and investigated four digital research libraries;
however, other research libraries may contain relevant research articles about the GBDE.

• The formulation of the search string to search literature has significant impacts on the out-
comes of systematic research studies. We have done our best to handle associated hazards
in the formulation of the search strings. However, the study is yet restricted by the selected
search string.

5.3 Future Work

• This study mainly contributes to the theoretical realm and requires a practical verification
to bridge the gap between academic rigor and industry relevance. To manage the practical
area, we propose that the outcomes of this study need to be tested on its application in the
government sector organization utilizing a case study.

• In this study, we researched the GBDE as a new field of growing significance. However, some
critical areas need special attention from the relevant research community. An example of
such areas includes theories about the BDE. Such theories offer a conceptual basis for future
research about how to develop and evolve a BDE and to build a common understanding of
it. Therefore, the research community may consider BDE theories as a priority topic for
future research work.

• Last, we intend to extend our proposed framework for the GBDEs to include additional
aspects like the big data lifecycle, the components of GBDEs, i.e., data infrastructure, data
analytics, data services (data portals), standards, policy and strategy, base registries, data
structures, and models.
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