
IAES International Journal of Artificial Intelligence (IJ-AI) 

Vol. 11, No. 1, March 2022, pp. 291~299 

ISSN: 2252-8938, DOI: 10.11591/ijai.v11.i1.pp291-299      291  

 

Journal homepage: http://ijai.iaescore.com 

Green building factor in machine learning based condominium 

price prediction 

 

 

Suraya Masrom1, Thuraiya Mohd2, Abdullah Sani Abd Rahman3 
1Faculty of Computer and Mathematical Sciences, Universiti Teknologi MARA, Perak Branch, Malaysia 
2Faculty of Architecture, Planning and Surveying, Universiti Teknologi MARA, Perak Branch, Malaysia 

3Faculty of Sciences and Information Technology, Universiti Teknologi PETRONAS, Perak, Malaysia 
 

 

Article Info  ABSTRACT  

Article history: 

Received Feb 26, 2021 

Revised Dec 24, 2021 

Accepted Jan 5, 2022 

 

 The negative impact of massive urban development promotes the inclusion 

of green building aspects in the real estate and property industries. Green 

building is generally defined as an environmentally friendly building, which 

rapidly emerged as a national priority in many countries. Acknowledging the 

benefits of green building, Green Certificate and Green Building Index 

(GBI) has been used as one of the factors in housing prices valuation. To 

predict a housing price, a robust approach is crucial, which can be 

effectively gained from the machine learning technique. As research on 

green building with machine learning techniques is rarely reported in the 

literature, this paper presents the fundamental design and the comparison 

results of three machine learning algorithms namely deep learning (DL), 

decision tree (DT), and random forest (RF). Besides the performance 

comparisons, this paper presents the specific weight correlation in each of 

the machine learning models to describe the importance of the green 

building to the model. The results indicated that RF has been outperformed 

others while Green Certificate and GBI have only been slightly important in 

the DL model. 
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1. INTRODUCTION 

The increasing demand for condominiums in urban areas has created environmental pollution issues. 

As a result, green building has been given wide attention by properties stakeholders such as investors, 

developers, occupiers, and consumers in combating the issue of environmental impact. In Malaysia, the real 

estate market has reached a high level of maturity, where house buyers are becoming more selective and 

demanding [1]. Besides prime location, green building elements such as attractive landscape, indoor air 

quality, non-toxic and sustainable materials, are regarded as higher preferences by the house owners [2]. 

Therefore, predicting the condominium prices with green buildings is becoming important for the developer 

as well as to the potential buyers so that they can acquire information on the condominium price trends. 

Recently, machine learning [3], [4] has become a vital predictive approach in a variety of domains 

[5]–[7], including in real estate valuation. Several studies have proven the capability of machine learning in 

generating higher accurate results in housing price prediction [8], [9]. Despite the widespread use of machine 

learning in real estate valuation as well as in the building price prediction, the inclusion of the green building 

aspect is difficult to be found in the literature. Recent studies on green building mostly relied on conventional 

https://creativecommons.org/licenses/by-sa/4.0/
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approaches such as multiple linear regression. Therefore, the objective of this study is to extend the  

state-of-the-art of green building by focusing on machine learning price prediction models. 

The existence of advanced techniques of machine learning can be deployed and to start with a few 

of them is highly crucial. Besides identifying the machine learning performances through prediction accuracy 

and time efficiency, another important question that needs to be answered is how the green building aspect 

contributed to the performances of different machine learning models. This issue has not been broadly 

discussed in the existing research reports. 

One of the important steps in machine learning deployment is to select the machine learning 

algorithms [10]. In the real estate industry, tree-based machine learning [11], [12] and deep learning (DL) 

[13] have been utilized wisely. Two common types of tree-based machine learning are random forest (RF) 

and decision tree (DT). These two algorithms have been reported as the best outperforming machine learning 

when tested on different cases of housing price prediction such as in [14], where the researchers have looked 

into the contribution of economic variables to RF modeling of the real estate market. By viewing different 

multi-featured aspects, researchers in [15], studied the performances of the RF algorithm in the housing price 

prediction. Different in [16] and [17], the researchers focused on the DT algorithm for implementing housing 

price estimation. As in [18], DL was used for the application of predicting housing prices of the real estate 

market in Taiwan while researchers in [19] reported the advantages of DL over the autoregressive integrated 

moving average (ARIMA) model in the forecasting of housing prices. Smart real estate assessment [20], DL 

with XGBoost [21] and DL based on textual information [22] are among the advancements of DL research in 

the housing industries. 

 

 

2. RESEARCH METHOD  

2.1.  Data collection and datasets 

In this research, the scope of the building area is within the Federal Territory of Kuala Lumpur 

district. This is because most development of the condominium green building is located in this area [23]. 

The related data on the green condominium building of the Kuala Lumpur district were collected from the 

valuation and property service department [24], which after data cleaning, 240 records with 14 columns were 

used for the models. The dependent variable is the transaction price per square feet in Ringgit Malaysia 

(RM). The indicator of green building status was named as Green Certificate, which consists of the 

certification and the Green Building Index (GBI) code developed by the Malaysian Institute of Architects and 

the Association of Consulting Engineers Malaysia (ACEM) [25]. The green building status that has been 

given to the condominium, can be either certified or index (silver, gold and platinum). In the collected 

dataset, 81.7% are green building certified while the rest 18.3% are given by GBI index value. From the GBI 

index building, 5.4% are silver indexed, 12.5% are gold indexed and 0.4% with platinum indexed. By using 

Pearson correlation, the correlation of 13 independent variables to the condominium Transaction Price is 

listed in Table 1. 

The correlation weights in Table 1 are a global weight, which indicates how important the variables 

are to the Transaction Price, beyond the specific prediction model. However, one interesting feature in 

RapidMiner software is specific dependency weight that calculates the important contribution of independent 

variables in a particular machine learning model. Therefore, although the Green Certificate variable 

contributed a very low correlation to the transaction price in general as shown in Table 1, it would be 

interesting to look at how important it is on the specific machine learning models. 

 

 

Table 1. Selected independent variables with the Pearson correlation weight 
Independent variable Correlation weight 

Green Certificate  0.032 

Level Property Unit 0.062 

Building Floor 0.070 

Date of Transaction 0.135 
Distance 0.190 

Age of Building 0.227 

Type of Property 0.282 

No of Bedroom 0.242 

Security of Building 0.350 
Mukim 0.371 

Population Density 0.458 

Lot Area 0.714 

Main Floor Area 0.714 
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2.2.  Machine learning  

The dataset was divided with a split training and testing approach with ratio 60:40 percentages. 

Thus, from the 240 records, 144 of the datasets were used for the machine learning training and 90 records 

were used for testing. For the DL algorithm, the configuration is given in Table 2. 

For tree-based machine learning, preliminary experiments have been conducted to identify the 

optimal parameters. As for DT, the relevant parameter is the tree maximal depth. As listed in Table 3, six 

values of maximal depth have been observed. It has been identified that the lowest error rate was generated 

with 7 maximal depths. 

RF is an extension of the DT algorithm, which has one additional parameter besides the maximal 

depth. As shown in Table 4, the maximal depth is dedicated to the internal sub-trees. Based on 12 

configurations of sub-trees and depths, the most optimal setting has been presented by 20 numbers of trees 

and 7 maximal depths. This configuration generated 13.6% error rate. 

All the experiments were implemented with the RapidMiner software tool in a notebook computer 

with 16 GB RAM. Figure 1 shows some of the processes in RapidMiner, which is to set the training and 

testing to 60:40 percentages. Therefore, from the 240 records, 144 were used for training and the rest 96 

records for testing. 

 

 

Table 2. DL configuration  
Parameters Configuration 

Number of epochs 10 

Output function Linear 

Inner function Rectifier 

Number of layers 4 
Number of neurons per layer Layer 1: 13 neurons 

Layer 2: 50 neurons 

Layer 3: 50 neurons 

Layer 4: 1   neuron 

 

 

Table 3. DT optimal parameter 
Maximal depth Error rate 

2 35 

4 18 

7 16.7 

10 16.8 

15 16.9 
25 16.9 

 

 

Table 4. RF optimal parameter  
Number of trees Maximal depth Error rate (%) 

20 2 31.3 

60 2 30.4 

100 2 31.8 
140 2 30.8 

20 4 17.2 

60 4 17.8 

100 4 18.0 

140 4 18.0 
20 7 13.6 

60 7 15.9 

100 7 15.1 

140 7 15.5 

 

 

3. RESULTS AND DISCUSSION 

In this section, the results of the machine learning models are presented in two divisions. Firstly, the 

performance results of each machine learning algorithm are given regarding the prediction accuracy and 

processing time. Secondly, the weight of contributions of each independent variable to the building 

transaction price is analyzed to identify the importance of the GBI in each of the machine learning models. 

 

3.1.  The machine learning performances 

Table 5 lists the performance results of each machine learning model. The R^ indicates the 

correlation between predicted values and actual values [26] which, the more it nearer to 1, the fitter it is. Root 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 11, No. 1, March 2022: 291-299

294 

mean square error (RMSE) [27] explains the average distances/differences between the prediction and the 

actual values. Additionally, relative error describes how large the error is relative to the actual values in 

percentage ratio. It can be seen that all machine learning models performed very well to predict the 

transaction price with a lower error value. 

 

 

 
 

Figure 1. The ratio of training and testing for all the machine learning models 

 

 

Table 5. The R^ and root mean square error (RMSE) results  
Machine learning algorithm R^ (+/-Std.Dev) RMSE (+/-Std.Dev) Relative Error (+/-Std.Dev) 

Deep learning (DL) 0.932 (0.069) 684036.166(288080.644) 13.8% (2.8%) 

Decision tree (DT) 0.848(0.278) 826146.506(295228.403) 14.3% (1.4%) 

Random forest (RF) 0.936(0.116) 636316.217(371553.444) 12.6% (1.2%) 

 

 

The most outperformed model from the three machine learning algorithms was RF with 94% fitness 

and 12.6% relative error. A very small difference has been generated by the DL algorithm with 0.93% fitness 

and 13.8% relative error. Although DT has presented the lowest performances compared to the two 

algorithms, the results were still within a good range, which is above 70% of R^ and below 20% of relative 

error. Additionally, in terms of efficiency in completing the prediction, DT was the fastest algorithm as 

presented in Figure 2. It only took 106 seconds of total time to complete the training and prediction testing. 

Otherwise, both DL and RF have taken up to above 400 seconds of total times. 

 

 

 
 

Figure 2. The efficiency of each machine learning model measured from the total times 
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Furthermore, the following Figures 3 to 5 can illustrate the accuracy of each model. The prediction 

charts show the prediction versus the actual values of the transaction price. The more predicted values 

(gray dot) that closer to the diagonal dotted line means the better is the machine learning. 

 

 

 
 

Figure 3. The prediction chart of DL 

 

 

 
 

Figure 4. The prediction chart of DT 

 

 

 
 

Figure 5. The prediction chart of RF 
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DT in Figure 4 has more gray dots that are far from the dotted line compared to DL and RF. 

Therefore, it shows that DT produced lower accuracy results compared to the other two algorithms. The 

results plotted in these prediction charts were consistent with the results listed in Table 5.  

 

3.2.  The correlations of variables in the machine learning models 

This section explains the importance of each independent variable in each of the machine learning 

models. Figure 6 presents the weights of correlation of each independent variable/attribute in the DL model. 

It can be seen that only 11 out of the 13 attributes were contributed to the price prediction in DL.  

 

 

 
 

Figure 6. Weight of each independent variable in DL 

 

 

It can be seen in Figure 6 that the Green Certificate has a very low weight (0.0078) to the prediction 

of transaction price in the DL model. Main floor area, which generally has a strong correlation with 

transaction price as given in Table 1 before, inversely has lower weight in DL (0.2). The only variable that 

has a very strong weight in DL is lot area (0.7 weight value). In contrast, main floor area has become the 

most important variable in the DT prediction model as presented in Figure 7. 

 

 

 
 

Figure 7. Weight of each independent variable in DT 
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In Figure 7, the green certificate seems to be no more significant in DT. Different from DL, main 

floor area is the most important to DT (0.6) but the weight of the lot area is only 0.012, which is very low 

compared to 0.7 in DL. Lastly, Figure 8 presents the correlation weights of the independent variables in RF. 

 

 

 
 

Figure 8. Weight of each independent variable in RF 

 

 

Similar to DT, the Green Certificate was disappeared to have any weight in RF. Nevertheless, 

similar to DL, lot area played the most important role in RF. However, Lot Area in RF has a very low weight 

(0.439) compared to the weight in DL (0.718). 

Regardless of each machine learning model, it can be generally viewed that Green Certificate and 

GBI have not yet been an important factor in the condominium price prediction for the area of the Federal 

Territory of Kuala Lumpur. This is maybe caused by the imbalanced GBI data distribution in the dataset. 

Additionally, the insufficient green building dataset can indicate that the green building prospect in Malaysia 

is still in its infancy. 

 

 

4. CONCLUSION 

This paper presents the report of research that seeks to address the role of green building through the 

Green Certificate and GBI in predicting the condominium price. Focused on DL, DT and RF algorithms, 

interpretation of the finding was described with some limitations on the methodology as well as on the tested 

dataset. The main challenge of this study is the limited size of green building datasets from the metropolitan 

area of Kuala Lumpur. Therefore, more extensive works are needed shortly for the green building as well as 

in the price prediction model either with the established conventional methods or with the robust machine 

learning approaches.  
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