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 The hospitality industry is growing at a faster pace across the world which 
has resulted in the accumulation of a huge amount of data in terms of 
employee details, property details, purchase details, vendor details, and so 

on. The industry is yet to fully benefit from these big data by applying ML 
and AI. The data has not been fully investigated for decision-making or 
revenue/budget forecasting. In this research data is collected from a chain 
hotel for advanced predictive analytics. Descriptive and diagnostic analytics 
is done to an extent across the hotel industry, whereas predictive and 
prescriptive analysis is done rarely. Demand forecasting for spend and 
quantity is done using the LSTM technique in e-procurement within the 
hospitality industry in the UAE. Five years of historical data from a chain 
hotel in the UAE is used for deep learning in this study. The results confirm 

the ability of LSTM model to predict e-procurement spend and order forecast 
for six months. LSTM time series analysis is considered the most suitable 
technique for demand forecasting to optimize e-procurement. 
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1. INTRODUCTION 

Research and development (R&D) in the area of artificial intelligence have drastically advanced in 

the last few decades [1]. As a result, in many fields, R&D departments have been integrated for the same 

purpose, especially because a large amount of data is being accumulated in all industries [2]. The hospitality 

industry has only recently adopted artificial intelligence in a systematic manner [3]. The primary reason for 

late adoption is that there is limited collaboration between the hospitality industry and the practitioners of 
academic research [4]. A few early studies in the discipline were anecdotal and did not make any contribution 

to the industry, nor to academic research, because those studies focused on the individual operation or the 

locality only [5]. Another major reason for late adoption is that adoption requires a large amount of time and 

money, so the industry, especially small and medium enterprises, were reluctant to invest in this area [6]. 

Furthermore, senior management across the hospitality industry initially found it difficult to grasp the 

concept of artificial intelligence, as they could not relate it to any business benefits or profit [2]. Considering 

the impact of process effectiveness, the hospitality industry has to adopt artificial intelligence to continuously 

provide the customer with the best deals a quality experience. This is especially relevant for the hospitality 

industry, for which customers are everything; the requirements and expectations of customers keep on 

changing, so it is important to manage data more effectively to maximize business revenue and profitability 

[7]. 

https://creativecommons.org/licenses/by-sa/4.0/
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The study shows that knowledge gathered online or offline should be used further for data analytics 

and predictions and, thus, to bring greater benefit to organizations efficiently and effectively. In the study, 

data has been collected for a chain of hotels in the UAE for the past five years for predictive and prescriptive 

analysis. The study is valuable for e-procurement in the hospitality industry as it will enhance cash flow 

management and foster improved profitability. Descriptive and diagnostic analytics is done to an extent 

across the hotel industry, whereas predictive and prescriptive analysis is done rarely [8-9]. 

The budget for the given financial year should be developed and approved beforehand in any 

organization. Most of the time, budgets are either over- or under-forecast due to the bullwhip effect [“The 
bullwhip effect is a distribution channel phenomenon in which forecasts yield supply chain inefficiencies” 

(Wiki)]. There exists no mechanism to predict a future budget accurately. 

The purpose of the research is to evaluate the performance of several AI (Machine Learning) 

algorithms to optimize e-procurement based on data to enhance demand forecasting accuracy. In this 

research, the long short-term memory (LSTM) technique is used for the time series prediction for six months. 

From the time series graph plot, it is evident that the technique used for forecasting is done accurately for the 

six months, as the actual and the predicted data are accurate. The study done by [10] on forecasting economic 

and financial time series in 2018 depicts that the LSTM algorithm is superior and outperform traditional-

based other time series algorithm as the error reduction rates have gotten is between 84% - 87% [11-12]. 

Moreover, the study also specified that “epoch” the number of training times has no effect on the 

performance of the trained forecast and it shows just an unsystematic behavior [10]. The study conducted by 

[13] states the LSTM techniques are more efficient than many other univariate forecasting methods in their 
study on multiple seasonal cycles. Often big data has a large amount of sequential time series as in sales 

demand for related products in retail with multiple related time series. The paper by [14] suggests the LSTM 

technique is popular to build a global model across multiple related time series. 
 
 

2. THEORETICAL FRAMEWORK 
As per [15], the three categories for data analytics are descriptive, predictive, and prescriptive. In the 

paper by [9] and [16], they suggest that there is four data analytics including diagnostic analysis. 

Furthermore, as per the latest study by [17], cognitive analytics is the fifth data analysis in his analytics 

maturity model.  

 Descriptive analytics is conducted on existing data or processes to identify problems and opportunities. 

In most cases, descriptive analysis is undertaken in most organizations as part of report generation, 

which itself is part of online analytical processing (OLAP); it addresses the question “what happened?”. 

 Diagnostic analytics is another traditional analytics approach in which decisions are taken by assured 

delays. The delay is due to the necessity to gather and analyze data and then interpret them. Diagnostic 

analytics supports the finding of consistencies and measurable relations between variables via historical 
data analysis; it addresses the question “why did it happen?”. 

 Predictive analytics is mainly used to forecast and predict using carefully worked-out algorithms and 

programming to determine illustrative patterns within the data. Various techniques and programs can be 

used to do this, which include web/data mining using the Python data analytics tool; it addresses the 

question “what will happen in the future?”. 

 Prescriptive analytics is used to complete high-level decision-making and find alternatives to meet 

strategic goals, which are described by high dimensions and density to enhance business performances; 

it addresses the question “what action is to be taken?”. 

 Cognitive analytics are based on real-time analytics. Data is collected, organized, analyzed, and 

interpreted primarily to identify regularities and patterns. These models are kept in the data stream, 

which affects the collaboration between guests and the organization. That is the method of 
communication with the guests and the reception of a brand which involves real-time monitoring of the 

situation and guests’ behavioral patterns, and finally selecting a behavioral pattern that is optimal; it 

addresses the question “what’s the best next action?”. 

Prescriptive and predictive analytics plays a significant role in fostering the organization’s 

importance in making effective decisions [18]. In this paper, the researcher is focused on integrating big data 

business analytics (BDBA) and supply chain analytics (SCA) to manage uncertainties in the organization by 

applying advanced predictive analytics. 

“Big data collected from both internal and external services enable hospitality practitioners to make 

use of historical databases to forecast and predict business trends such as occupancy, rates and yield, labor 

costs and investment decisions” [19-20]. However, limited research has been conducted on the data gathered 

during procurement, although there are a lot of possibilities for useful research. Moreover, the available data 
does not follow any standardized format, so it is a challenge to retrieve and process to make a reliable sense 
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of this large body of data. The hospitality industry involves a large number of stakeholders in the form of 

employees, suppliers, managers, dealers, customers, guests, etc. The data collected can be helpful to all of 

these stakeholders only if they can access and analyze it. The management relies on the historical and 

contextual data for prediction and forecasting of future trends in pricing to attract customers. 

Previously, internal big data from previous years are used to support decision-making and 

forecasting on pricing, rate rules, distribution channel management, and inventory optimization. However, 

recently a small number of organizations have started to use a neural network to analyze the given input with 

the expected output to obtain a better multi-attribute decision or prediction regarding the result. Contextual 

information can be used to calculate the best price from vendors to gain long-term profit for those parties 

involved [21]. That is why the organization needs to combine both internal big data and contextual data to 
generate an efficient result. In this research, LSTM uses a peculiar version of recurrent neural network 

(RNN) for time series prediction. RNN can be considered as a feedforward neural network with feedback 

loops or backpropagation through time. Before the neurons get momentarily disabled, it fires for a limited 

time and enables other neurons to fire at a later stage. It has an additional time variable that is not in multi-

layer perception (MLP). This additional feature will allow the model to not just use the current input but also 

the earlier input. 

Long short-term memory (LSTM): S. Hochreiter and J. Schmidhuber introduced LSTM in  

1997 [22-23]. LSTM is an improved version of RNN. RNN has an architecture that embeds the memory 

concept, yet this suffers from a certain problem called “the vanishing and exploding gradient problem”; 

LSTM is a solution that avoids this problem. The notion in LSTM is to pile the last output in memory and 

use that as input for the following step [21-24]. 
Effective supply chain management (SCM) is a critical success factor for any business. Managing 

cost and inventory in a multi-national hotel chain structure is a tedious task, as it is too multifaceted to predict 

the demand of the majority of the commodities [24]. Globally, travel and tourism have evolved massively 

due to social, political, and technological advancement in recent years [25]. As a result, cost and benefits may 

rise too due to unusual demands for resources [26]. Hence, accurate forecasts are vital for each stakeholder 

where they try to exploit the growth in market demand and balance local ecological and supply chain 

capacities [20]. The optimization of the supply chain is vital for any organization that is involved in buying 

and selling, as these procedures may openly affect customer service, inventory and cost, and reaction to the 

ever-changing situations. Therefore, decision-makers in SCM should think through basic uncertain events 

while combining the goals and objectives of the various processes involved [27]. 
 
 

3. RESEARCH METHOD  

It is important to select a set of strategies that fit the research type. In this study, most of the 

questions are how, what, and why questions, so it is better to use case studies and experiments of different 

historical examples [27]. “A case study is an empirical inquiry that investigates a contemporary phenomenon 

within its real-life context; when the boundaries between phenomenon and context are not evident; and in 
which multiple sources of evidence are used” [28]. 

The hotel chain company studied is referred to as The X Hotels. The X Hotels is a global brand 

having more than 2,500 properties across the world. In this study, we are considering only The X Hotels’ 

properties located in the UAE. The name of the hotel company, its vendors, and suppliers have been 

disguised throughout the study for confidentiality. The data collected from The X Hotel is extracted, cleaned, 

analyzed for further reporting and prediction purposes, which could be beneficial for the key stakeholders in 

this study. Data analytics is conducted using Python 3.6. The methodology used for ML techniques is 

adapted from two books, namely ‘python for machine learning’ by [29], and ‘python data science cookbook’ 

by [30]. The proposed method is used for the construction of the demand forecast model for The X hotels 

proceeds as follows: 

 Exploration of the dataset: The dataset is opened in the python environment and the data dictionary of 
the attributes is also included. The sample consists of five years of data for demand forecasting, which 

includes almost 4.5 million records. 

 Data mining: Missing value concerns are not included in the data as only mandatory fields from the 

system are used. The issues in the dataset are mostly due to human error at the data entry stage. These 

errors will not be identified unless it is noticed during the data analysis stage. Making sure the CSV 

format is well-maintained was one of the issues that consumed time as the data set involved five years 

of data. The five-year dataset has precisely 4,503,218 unique entries. The data for demand forecasting is 

grouped into a monthly forecasting format.  

 Baseline Forecast: A simple time-series graph is plotted to provide a baseline for comparison purposes. 

For quantity forecasting for a particular hotel and a particular product bought is found. 
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 Data Transformation: If there is an increasing or decreasing trend, the data is not stationary. It is 

necessary to first transform the data to make it stationary. Second, the time series must be converted to 

set features for the LSTM model. Third, the data must be scaled for optimum results. 

 Feature Selection: Feature selection is especially important for any forecasting and predictive 

modelling. Features are selected carefully to avoid multi-collinearity and mitigate any redundant 

features that have a high correlation and, thus, to improve the overall performance. In this research, 

consumption, seasonal, room size, or other information were not available. The only available data was 

quantity, unit price, receiving date, property ID, product name, category name, and purchase type. 
Therefore, based on these variables all possible features are constructed. The adjusted R-squared is 

calculated after adding each feature to identify the optimum number of features. 

 Test/Train Prediction: A comparison between the prediction accuracy was then conducted using the 

train/test split method. The test size for comparison was 0.2, which is 80% of the dataset, which was 

used for classifier training and the remaining 20% of the dataset for testing. Figure 1 summarizes the 

steps of the proposed method. 
 

 

 

Figure 1. A proposed method for demand forecasting 
 

 

4. RESULTS AND DISCUSSION  

Demand forecasting gives an estimate for the number of commodities and services that each 

property will purchase in the foreseeable future, which will optimize top management decision-making [30]. 

The data considered are sequentially arranged in time. This dataset describes the monthly number of sales of 

all commodities over five years. First, a baseline of performance is developed for a forecast problem. Then 

data are organized, improved, and used to estimate an LSTM RNN for time series forecasting. The dataset 

has four columns showing the purchase dates, purchasing property, purchased items, quantity, and spend. 

The task is to forecast monthly total spend and total quantity. Data are aggregated at the monthly level and 

sum-up the spend and quantity column. 

Step 1: As part of the transformation, a simple line plot is drawn as displayed in Figure 2 to see if there is an 

increasing or decreasing trend for monthly spending and monthly orders. Figure 2 clearly shows an 
increasing trend. Then the data is divided into training and test data. The experimental test setup data will be 

modelled on training data and predict for test data. 

Step 2: Baseline forecast 

A good baseline forecast for a time series with a linear increasing trend is a persistence forecast where the 

prior time is used to predict the current time. A rolling forecast scenario is made by shifting the training 

spend data once. An error score based on root mean square error (RMSE) is calculated based on the model 

developed to summarize the accuracy. In this case, the error is more than 9221.876 over the test dataset. A 

plot is drawn that displays the training set and the departing predictions from the test dataset is depicted in 

Figure 3. In the persistence model predictions, the predicted model is 1-step behind actuality. There are a 

Data Exploration 

Data Mining 

Test how good the features are 

Data transformation 

Build the LSTM model and fit it 

Plot to see how good the model is 

Prediction after inverse transformation 
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rising trend and month-to-month noise in the spend figures, which shows the limitations of the persistence 

technique. 

Step 3: Data preparation for LSTM 

The LSTM RRN has the potential of educating an extensive series of datasets. The data preparation is 

conducted as follows. First, the data is compiled as a supervised learning model for machine learning, then it 

is ensured as stationary, and finally, the dataset is configured on a particular scale. 

Step 4: Feature selection 

Supervised ML requires input and output variables and uses a model to acquire the mapping function from 

the input to the output. The objective is to approximate the real underlying mapping even when the new 

dataset is used, it can complete predictions. For time-series observations this is implemented by using prior 
time steps as input variables and the current or next time step as the output variable. This method is called the 

sliding window method or lag method. In this case, the multistep sliding window forecasting is conducted. 

By applying lags 12 times there exist 12 lag long input sequences to predict the output. Transforming the 

structure of the data into a stationary format is undertaken by differencing. To find the difference, the prior 

data is subtracted from current data to remove the trend and to show the differences in the dataset. The 

calculated difference is shown in the Spend Diff column. Time series is stationary if they do not have trends 

or seasonal effects. The stationary time-series graph plotted is shown in Figure 4. 

Before using it for modeling it is important to check if it is useful for prediction, which in this case 

means the adjusted R-squared is found. Adjusted R-squared is identified, if greater than 0.5 is moderately 

good, and more than 0.7 can be considered very good bonding. The adjusted R-squared value, which explains 

how much variation of difference variable is explained, is notable as the score is 79%; this is better than the 
persistence model that achieved an RMSE of 9221.876 over the test dataset. Feature variables are ready to 

build the model after scaling the data. Before scaling, the data should be split into train and test sets. For the 

test set, the last six months' spend is selected. LSTMs presume data to be within the rule of the activation 

function used by the network. The preferred range for a time series data is -1 to 1. In this case, 

MinMaxScaler is used for this transformation. To compile the RNN, the loss function and optimization 

algorithm must be given. The code block also prints how the model improves itself and reduces the error in 

each epoch. At the end of the run, a line plot of the custom RMSE metric is created is displayed in Figure 5. 

The model is now ready for prediction. 
 
 

 

 
 

Figure 2. An increasing trend for spending. The increasing trend shows that there are behavioral changes 

over time and the graph is not stationary. As part of data transformation, the data need to be converted to 

stationary before converting to supervised learning with feature sets for the LSTM model 
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Figure 3. Baseline graph for spend forecasting. Notice that the predicted model (orange curve) is 1 step 

behind the actual values (green curve). This shows that the persistence technique has limitations in 

prediction as it did not avoid the noises in the spend values 

 

 

 

 
 

Figure 4. Stationary time-series graph. Notice that there is no increasing or decreasing trend showing 
there are no behavioral changes over time. A stationary graph is a flat looking series, without trend, 

constant variance over time, and no periodic fluctuations 
 
 

 
 

Figure 5. RMSE error graph. The RMSE value is 0.0137 at the end of the 500 epochs run with 8 layers 
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Step 5: Spend & quantity forecasting 

The results of prediction look similar but they do not reveal much because it is the scaled data that 

demonstrate the difference. To see the actual, spend prediction first, the inverse transformation for scaling is 

conducted. Second, the data frame is built to show the dates and predictions. Transformed predictions display 

the difference. The actual values and predicted values for spend and quantity is displayed in the Table 1. 

Calculated predicted spend numbers should be plotted with the actual spending. Calculated predicted spend 

should also be shown in the same data frame as given in Figure 5 for quick comparison. This is an impressive 

prediction as an increase is shown before it happened, which makes the top management ready to manage 

cash flow more efficiently as seen in Figure 6a. 

A similar study is done using quantity ordered for a particular product from the X Hotels. The initial 
steps in data transformation included converting the data to stationary, convert time series to a supervised 

model for having a feature set for the LSTM model, and scaling the data. As in the earlier study of spend 

forecasting, lag 1 to lag 12 is assigned values by using shift command. Calculated predicted quantity is 

shown in the same data frame with the actual quantity ordered as given in Figure 6b. This is indeed an 

impressive prediction as an increase is shown before it happened, which makes the top management ready to 

manage cash flow easier. 
 
 

Table 1. Actual vs predicted for spend and quantity 
Date Actual Spend Predicted Spend Actual Quantity Predicted Quantity 

01/07/2018 22626740 18705284 317 306 

01/08/2018 22781770 23740806 413 368 

01/09/2018 21789480 25379430 339 427 

01/10/2018 27425110 22904167 425 408 

01/11/2018 27493800 32998242 454 450 

01/12/2018 33823440 33063405 444 415 

 
 

In this case, the forecast for spend and quantity is done for e-procurement in the hospitality industry. 

Six months’ prediction is done with the least error. This information is important to all properties to expect 

the unexpected and be proactive. Furthermore, if there was a noticeable fluctuation in the budget allotted and 

money spent a further investigation would help the management to get more information on predicting next 

year’s budget. One improvement that can be done for this model is to add holidays, breaks, and other 
seasonal effects. They can be done by merely adding these variables as a new feature. 

 

 

 
 

Figure 6a. Spend forecast for the last 6 months. From the plot, we can observe that the actual spending went 

up while our model also predicted that the spend will go up. This clearly shows how powerful LSTMs are for 
analysing time series and sequential data 
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Figure 6b. Quantity forecasted for the last 6 months. From the plot, we can observe that the actual quantity 

bought went up while our model also predicted that the quantity bought will go up. This clearly shows how 

powerful LSTMs are for analyzing any variable in time series and sequential data. 
 

 

In this research, the methodology was based on time series disintegration and LSTM RNN, to 

astound the problem in budget forecasting in the hospitality industry by training a combined model that 

adapts key structures, behaviors, and patterns common within a time-series set of data. 

 

 

5. CONCLUSION  

In this research, the forecast for spend and quantity is done for e-procurement in the hospitality 

industry for which a novel LSTM algorithm with 8 layers and 500 epochs is used. Six months’ prediction is 

conducted with the least error of about 0.0137. The RMSE for the LSTM model was 0.0137 which is good 
improvement when compared to the baseline model’s RMSE 9221.876. This information is important to all 

properties in anticipating developments and being proactive. Furthermore, if there was a noticeable 

fluctuation in the budget allotted and money spent, further investigation would assist the management in 

obtaining more information on predicting next year’s budget. Additionally, it guides the top management to 

take strategic decisions to spend to acquire products and services most effectively. At the same time, it 

enhances cash flow management within the different properties across the hotel chain. With the latest spread 

on evolving refined ML-based techniques and, in particular, deep learning algorithms using LSTM, higher 

accuracy, and powerful results can be obtained for sequential time series data. Machine learning together 

with deep learning has good scope in e-procurement of the hospitality industry as the data has not undergone 

any exploratory data analytics study. LSTM has given good forecasting results and can be molded to forecast 

occupancy, wastage of food, consumption rates, etc. provided the organization is willing to share the data 

with skilled people for machine learning. 
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