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ABSTRACT
The transition from OLD SPACE to NEW SPACE along with increasing commercialization has a major impact on space flight, in general, and on
electric propulsion (EP) by ion thrusters, in particular. Ion thrusters are nowadays used as primary propulsion systems in space. This arti-
cle describes how these changes related to NEW SPACE affect various aspects that are important for the development of EP systems. Starting
with a historical overview of the development of space flight and of the technology of EP systems, a number of important missions with
EP and the underlying technologies are presented. The focus of our discussion is the technology of the radio frequency ion thruster as a
prominent member of the gridded ion engine family. Based on this discussion, we give an overview of important research topics such as
the search for alternative propellants, the development of reliable neutralizer concepts based on novel insert materials, as well as promising
neutralizer-free propulsion concepts. In addition, aspects of thruster modeling and requirements for test facilities are discussed. Further-
more, we address aspects of space electronics with regard to the development of highly efficient electronic components as well as aspects of
electromagnetic compatibility and radiation hardness. This article concludes with a presentation of the interaction of EP systems with the
spacecraft.

© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0010134., s

NOMENCLATURE

AEPD advanced electric propulsion platform
AEHF advanced extremely high frequency
BBI beamlet–beamlet interaction
BEB binary encounter Bethe
CE conducted emission

CEX charge exchange
CME coronal mass ejection
COTS custom-off-the-shelf
CS conducted susceptibility
DETOF delayed extraction time-of-flight
DSMC direct simulation Monte Carlo
DUT device under test
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ECR electron cyclotron resonance
ECRT electron cyclotron resonance thruster
EMC electromagnetic compatibility
EOR electric orbit raising
EP electric propulsion
FEEP field-emission electric propulsion
GEO geostationary orbit
GIE gridded ion engine
GMAT general mission analysis tool
GSO geosynchronous orbit
GTEM gigahertz transverse electromagnetic
GTO geosynchronous transfer orbit
HELT helicon thruster
HEMPT high efficiency multistage plasma thruster
HET Hall effect thruster
IBS ion-beam shepherd
ICT impulse compensation thruster
ILIS ionic liquid ion source
Isp specific impulse
ISS International Space Station
JLU Justus Liebig University of Giessen
LEO low Earth orbit
LISA laser interferometer space antenna
LLST low–low satellite tracking
LMIS liquid metal ion source
LN2 liquid nitrogen
LOX liquid oxygen
MCC Monte Carlo collision
MEMS microelectromechanical system
MPDT magnetoplasmadynamic thruster
NCHS neutralizer cathode heater power supply
NGGM next generation gravity mission
NHV negative high voltage
NIEL non-ionizing energy loss
NKS neutralizer keeper power supply
NSSK north-south station-keeping
PCU power control unit
PHV positive high voltage
PIC particle in cell
PPA parallel plate analyzer
PPT pulsed plasma thruster
PPU power processing unit
PTFE polytetrafluorethylene
RAM-EP residual atmosphere electric propulsion
RE radiated emission
RFG radio frequency generator
RIT radio frequency ion thruster
RPA retarding potential analyzer
RS radiated susceptibility
SC spacecraft
SEB single event burn-out
SEE single event effect
SEL single event latch-up
SEM scanning electron microscopy
SET single event transient
SEU single event upset
SME small or medium enterprise
SPT stationary plasma thruster

SSG secondary star ground
TID total ionizing dose
TOF time of flight
ZCS zero current switching
ZVS zero voltage switching

I. INTRODUCTION
Until recently, the exploration of space had been subjected to

strong political and economic constraints due to the immense costs
involved. As a result, space was only accessible to countries that
had the necessary financial and technological resources. The orga-
nization of space missions was the responsibility of potent space
agencies such as ESA, NASA, JAXA, CNSA, ISRO, or ROSCOSMOS.
The fields of activity of these agencies were manifold. As govern-
mental institutions, they also fulfilled societal functions such as in
education, as knowledge carriers, and in transferring and promot-
ing technology. Furthermore, they developed into a large scientific,
technical, and administrative apparatus. In the case of ESA, a mul-
titude of national interests need to be accounted for in the running
of the institution and in day-to-day routine.1 The funds spent by
the agencies typically are distributed to a great extend among a few
long-established suppliers. In the case of ESA, 85% of the budget in
2017 was distributed to European industry, but only ∼6% was dis-
tributed to SMEs.2 As a result, a high-tech space community with
reliable products has been established from the alliance of agencies
and industry, which only to a limited extent was subjected to the
laws of the free market. These structures and scenarios are referred
to as “OLD SPACE.” Since the beginning of the new millennium, how-
ever, a paradigm shift, which is often referred to as “NEW SPACE,” has
taken place.3 A number of companies have emerged with the aim
of carrying out space missions at a fraction of the cost spent before
and accepting the risk of failure in space due to shorter development
times and cheaper production. This group of companies includes
Blue Origin, Rocketplane Kistler, or SpaceX, to name a few. This
has resulted, for instance, in the Commercial Orbital Transporta-
tion Services program, which is funded by NASA with $500 million
to restore US access to the International Space Station (ISS) with the
help of private-sector companies as there was no replacement after
the Space Shuttle was decommissioned in 2011.

Irrespective of how the established structures between agencies,
established industries, and newly created companies will reform, it
can be said that this process will have a significant impact on the
space technology sector. We believe that it will affect all branches
of space industry and, in particular, the electric propulsion (EP)
sector. There are also a number of new companies in the EP sector—
similar to the case of the big launchers—which are offering low-cost
EP systems for satellites and competing with the incumbent com-
panies. Many of these propulsion systems focus on smaller satel-
lites, which are currently gaining importance, principally due to
the low cost of a rocket launch facilitated by NEW SPACE, e.g., in the
context of mega constellations.4 Despite the ongoing commercial-
ization of EP systems, a number of requirements, somewhat sim-
ilar to those of the established chemical systems, have to be met
by these propulsion systems, such as reliability, robustness, electro-
magnetic compatibility (EMC), radiation hardness, non-hazardous
interaction with the satellite, and energy efficiency. In addition, the
speed of development, improvement, and adaptation of propulsion
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systems to the conditions of the specific mission has to increase for
reasons of competitiveness. This will only be achieved if suitable
test facilities with standardized measurement procedures and vali-
dated computer-aided modeling of the engines are both available for
developers.

The aim of this article is to give an overview of established EP
systems and to discuss the impact of NEW SPACE on these matured
devices. In addition, the effects of the ongoing commercialization on
the boundary conditions necessary for the development of EP sys-
tems will be addressed. The focus will be on ion propulsion systems,
in particular, on the technology of gridded ion engines (GIE) such as
the radio-frequency ion-thruster (RIT). Hall effect thrusters (HETs)
belong to another class of ion propulsion systems and are only briefly
described and discussed for comparison. For more detailed infor-
mation on HETs, we refer the reader to the numerous excellent
overview articles and the references mentioned therein.5–8 The arti-
cle is structured as follows: Since NEW SPACE is a change of course in
the field of space travel, we first like to show the chronological devel-
opment that led to the grown structures of OLD SPACE and how they fit
in with the new boundary conditions. Section II A therefore gives a
brief overview of the history of space travel, which is characterized
by the development of chemical high-thrust propulsion systems, and
traces the parallel development of EP systems, which have increas-
ingly evolved from their niche existence over time. Based on this, a
series of missions will be presented in Sec. II B whose implementa-
tion or success is or was largely determined by EP. The challenges
we have identified in the field of EP resulting from its commer-
cialization are discussed in Sec. II C. The major EP thruster con-
cepts are briefly introduced in Sec. III A, and the basic quantities
for describing these thrusters are discussed in Sec. III B. For com-
parison, references will be made to chemical thrusters. Using the
example of the RIT, deeper aspects of ion propulsion will be dis-
cussed in Sec. III C. The focus on this thruster type has two reasons.
On the one hand, there are—in contrast to the RIT technology—a
number of overview articles about other thruster types, especially the
aforementioned Hall thrusters. On the other hand, RIT is a propul-
sion technology that was developed at the Justus Liebig University
of Giessen (JLU) and is therefore also in the focus of our research
activities. Hence, a number of RIT-related aspects that we consider
important will be discussed in more detail at appropriate points. The
challenges identified in EP are discussed in more detail in Sec. IV.
These comprise the search of alternative propellants (Sec. IV A), the
development of reliable neutralizers with low work function insert
materials (Sec. IV B), neutralizer-free thrusters (Sec. IV C), mod-
eling of thrusters and facilities (Sec. IV D), test facilities and stan-
dardization of test procedures (Sec. IV E), miniaturized thrusters
for small satellites (CubeSats) (Sec. IV F), electronics developments
(Sec. IV G), electromagnetic compatibility (Sec. IV H), radiation
hardness of electronics (Sec. IV I), and spacecraft (SC)/EP interac-
tion (Sec. IV J). An outlook is given in Sec. V.

II. FROM THE BEGINNINGS OF SPACE TRAVEL
TO THE ALL-EP SYSTEM
A. Brief history of space flight

For almost 100 years now, one can speak of space travel as
an independent discipline. It started with the visionary theoretical

work of Tsiolkovsky, Goddard, and Oberth at the beginning of the
20th century and has been followed by first experimental successes,
especially through the work of Goddard, who was the first to con-
struct a rocket that succeeded in breaking the sound barrier in
1935.9–12 Development work on the Redstone rockets began in the
United States of America (USA) in Huntsville (Alabama) in 1950
and was led by von Braun. Parallel development work on the Atlas
intercontinental rocket was led by the part of the Air Force.13,14

The Redstone rockets have been based on the technology of the A4
rocket, which was developed prior and during the Second World
War by German scientists headed by von Braun and depicted the
low point of this phase of rocket development, both through its
use as weapon and through its production with the help of forced
labourers.15,16

The works of the period after 1945 were significantly influ-
enced by the Cold War between the US and the Soviet Union.17

Both countries possessed the atomic bomb and hoped for an advan-
tage or a deterrent potential to bring this threat to its destination
with intercontinental missiles. During this heated period, the Soviet
Union initially had a technological advantage. Thus, the age of
space exploration began with Sputnik-1, the first man-made satel-
lite on an orbit in the Low Earth Orbit (LEO), on 4 October 1957.
Only a few days later, on 3 November 1957, the follow-up mis-
sion Sputnik-2 succeeded in bringing the first living creature into
orbit, the female dog Laika. Sputnik-2 may therefore be regarded
as the first test toward manned space flight as it was controver-
sially discussed until then even whether living beings could survive
in weightlessness for a longer period of time. The biomedical data
obtained on this mission also contributed significantly to the suc-
cess of the Vostok-1 mission with Yuri Gagarin. Although Sputnik-1
was technically only able to send a steady beeping sound toward
Earth, it demonstrated that the Soviet Union had the advantage and
could now reach American territory with intercontinental missiles.
This significantly increased American efforts to close this technolog-
ical gap. Subsequently, during the development of the first artificial
American satellite (Explorer 1), the radiation belts, which had been
suspected for a long time, were discovered by Van Allen, who was
responsible for the measurement technology on board Explorer 1.
Van Allen studied them with regard to their radiation strength.18

Physical parameters such as the Earth’s magnetic field and the radi-
ation levels from the Sun were determined in follow-up missions.
The backwardness of the US in the development of space technol-
ogy led to the foundation of the National Aeronautics and Space
Administration (NASA) in 1958. The founder president Dwight D.
Eisenhower immediately launched a manned space program, the
Mercury Project (1958–1963), which was later continued as Gem-
ini (1965–1966) and Apollo (1961–1972) programs. Despite these
increased efforts on part of the US, the Soviet Union managed to
maintain its leadership. On 12 April 1961, Yuri Gagarin was the
first human being in space to circumnavigate the Earth at an alti-
tude of about 300 km with the spaceship Vostok 1. This was only just
a few months before the maiden flight of the American Alan Shep-
ard in a Redstone rocket. The Americans subsequently succeeded in
clearing the backlog. On behalf of von Braun, the Rocketdyne com-
pany developed the F-1 rocket engine, a high-thrust rocket motor
with 670 tons of thrust (6.7 MN) for a potential manned journey to
the Moon. Only a few years later, on 21 July 1969, Neil Armstrong
and Buzz Aldrin were the first men to set foot on the Moon in the
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context of the Apollo 11 mission. After this up to now most impor-
tant event in the history of space travel, the public perception has
faded considerably. Nevertheless, this quieter phase of space travel,
which continues to this day, is marked by far-reaching develop-
ments, which include electric spaceflight propulsion systems, espe-
cially ion engines.

Since the very beginning of modern astronautics, EP was con-
sidered an option for spacecraft transportation.19,20 Already in 1906,
Goddard speculated that electron acceleration by an electric field
might be utilized for propelling a spacecraft. In 1917, he submit-
ted a patent on the first electrostatic ion thruster, which was issued
in 1920.21 Tsiolkovsky realized that electricity may be used to eject
particles with a large velocity from rocket devices. Between 1919
and 1938, Kondratyuk came up with an idea that may be consid-
ered the first sketch of a colloid thruster.19 The first more substantial
concepts were proposed by Oberth, who devoted an entire chapter,
entitled Das elektrische Raumschiff (The electric spaceship), to EP
in his famous text book Wege zur Raumschiffahrt (Ways to Space-
flight) published 1929. Between 1929 and 1933, Glushko probably
built the first electric thruster, an electrothermal version, and tested
it on a thrust stand. Shepherd and Cleaver published in 1948/1949
a series of four articles on nuclear thermal propulsion and gave the
first analysis on the feasibility of electrostatic propulsion, recogniz-
ing the necessity of using a propellant with large atomic mass and the
importance of beam neutralization.22–25 However, they concluded
that the minimum acceleration of a spacecraft caused by EP, which
they estimated as 0.01 g, would render ion thrusters impractical.
Fortunately, Spitzer realized in 1951 that a much lower acceleration
(3 × 10−4 g) with g = 9.81 ms−2 would be sufficient for space appli-
cations and feasible. Comprehensive and systematic investigations
of EP, in particular, ion thrusters, by Stuhlinger started around 1954
and led to his standard reference text book Ion Propulsion for Space
Flight published in 1964.26 In the following years, the basic thruster
types were developed, which have proved to be successful and are
still in use today. These include the electron-bombardment engines,
developed by Kaufman; the radio frequency ion engines, developed
by Löb; and the stationary plasma thruster (SPT, also known as Hall
Thrusters), developed by Morozov.27–32

The development of space travel has always been and still is a
reflection of the technical possibilities of the respective epoch and
always is connected with scientific, political, military, and economic
objectives. After the race in space had ended with the moon landing
of the Americans at the time of the Cold War, civil, i.e., commer-
cial and scientific interests of space travel began to develop in addi-
tion to the military one. Nowadays, economic aspects have become
a main driving force and commercial aspects play a major role in
space travel. Scientific and technical developments are increasingly
aimed at optimizing efficiency. Solar cells became more and more
powerful through the use of III–V compound semiconductor tech-
nology, i.e., they achieved higher electrical efficiencies while simulta-
neously increasing their radiation hardness. Better solar technology
increased the amount of electrical power available on a satellite.33,34

This increase enables the rather triumphal advance of EP systems.
Since the thrust T of a propulsion system is composed of the

product of the ejection velocity and the mass of propellant emitted
per time interval, ṁ, i.e.,

T = −vex ⋅ ṁ, (1)

increasing the ejection velocity will save a certain amount of pro-
pellant for the same thrust. Achievable ejection velocities in EP are
about 10 times higher than in chemical propulsion. A satellite that
is electrically propelled can therefore get by with less propellant,
which leads to a significant cost saving, on the one hand, since
this propellant does not have to be carried from Earth into space.
On the other hand, requiring less propellant increases the payload
ratio, i.e., an electrically propelled satellite can be equipped with
a much larger payload. This relationship, which follows from the
Tsiolkovsky equation, is

md

m0
= exp(−Δv

vex
) (2)

and is shown in Fig. 1(a) as an example for three different Δv-values
as a function of the exhaust velocity. Here, md stands for the dry mass
of the satellite (without propellant), m0 stands for the total mass of
the satellite (including all propellants), and Δv stands for the change
in velocity, which can be achieved by mass ejection with an exhaust
velocity vex. According to Löb, the exhaust velocity of chemical fuels
depends theoretically only on the energy yield ω, i.e., the ratio of the
enthalpy change Hp during combustion and the rest energy of the
propellant,31

ω = Hp

mpc2 . (3)

It results in vex = c
√

2ω − ω2, where ω2 can be neglected for chem-
ical thrusters. The energy yield ω of chemical propellants is about
10−10–10−9 and provides theoretical exhaust velocities between
4.5 km/s for kerosene–oxygen and 5.2 km/s for hydrogen–oxygen
mixtures (all components being liquid). These values are signifi-
cantly lower due to real existing combustion thruster efficiencies
(about 4.3 km/s for LH2-LOX). In the field of chemical propul-
sion, there have been a number of efforts for decades to find high-
energy density materials providing high exhaust velocities. There
are older approaches, e.g., by triergolic combinations of fuels, e.g.,
the oxidation of beryllium via BeH2–H2–O2 or hydrogen-radicals,
to achieve significantly higher exhaust velocities, but these have
not yet been successfully implemented. Other potentially interesting
materials are high-nitrogen compounds, octanitrocubanes, metallic
hydrogen, atomic radicals, metastable helium, etc. However, many
of these approaches are at a very low level of maturity and some are
of theoretical nature only.35

Thus, for chemical thrusters, the maximum vex is about 5 km/s.
EP systems such as resistojets or arcjets, which heat the propellant
electrically and then eject it, possess exhaust velocities in a com-
parable range.36 In contrast, highly mass efficient systems such as
the ion propulsion systems yield propellant exhaust velocities of
30 km/s–40 km/s. It can be seen very clearly in Fig. 1(a) that espe-
cially for missions requiring a large Δv, the use of EP is mandatory as
such missions are not feasible with chemical propulsion alone. Even
north-south station-keeping (NSSK), i.e., maintaining and aligning
a satellite in its geosynchronous orbit (GSO), for which a Δv of only
1 km/s is needed over a period of time of about 15 years, benefits
significantly from EP. It should be noted that we prefer the term
GSO, which as a special case includes the geostationary orbit (GEO).
Nevertheless, we will occasionally use the term GEO in cases where
references use this term. When using an ion propulsion system for
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FIG. 1. (a) Ratio of dry mass md to the total mass of a satellite m0 as a function of the exhaust velocity of the propellant for specific constant Δv values. The gray-shaded
area corresponds to the typical exhaust velocities of chemical engines. (b) Dependence of the velocity increment Δv [see Eq. (2)] on the total mass [for a constant Isp of
500 s (chemical propulsion) and a fixed dry mass of 1000 kg] and on the Isp (for a constant total mass of 1500 kg and dry mass of 1000 kg). The definition of Isp, which
is a measure of mass efficiency, is given in Eq. (4). The Isp values cover the range from 500 s (typical for chemical propulsion) to 5000 s (typical for a GIE). It is clearly
evident that it is uneconomic and technically challenging to increase Δv by solely increasing the wet mass. (c) Spiraling of a satellite from the transfer to geosynchronous
orbit with the help of an electric thruster. Calculations were done with the software GMAT (see also Ref. 44) for a satellite of dry mass 850 kg, which carries 756 kg xenon
as the propellant. The satellite starts at the coordinates x = 7100 km, y = 0 km, z = 1300 km. The initial velocity is vy = 7.35 km/s. Calculations were made with an Isp of
4200 s, representing a gridded ion engine, and 1600 s for a Hall engine (typical, e.g., for an SPT-100) in constant thrust mode (for 1 N and 0.5 N). Plotted is the total mass of
the satellite (i.e., the fuel consumption) and the altitude of the satellite as a function of time in days. (d) Altitude as a function of elapsed days for spiraling from GTO to GSO
for two different thrusts and an Isp of 4200 s.

NSSK, propellant savings of about 50% are possible in comparison
with chemical thrusters providing the same Δv. Considering that
each satellite and its propellant mass have to be launched into space
by a chemically propelled launcher, the use of EP in space is almost
indispensable in order to be commercially viable. Even highly effi-
cient launch vehicles such as Ariane-5 can only transport a payload
of a few tons into the geostationary or transfer orbit despite possess-
ing a launch mass of about 725 tons, i.e., every kilogram saved in
propellant for satellite operation is of immense importance.37

B. Missions with EP
Until 2019, more than 500 spacecrafts were equipped with EP

thrusters, 340 of them in GSO between 1981 and 2018.38 Here, we

want to highlight only a selection of space missions using EP (cf.
Table I). The chronological development of EP systems over the
last decades as well as the frequency of their use for different types
of missions is shown in Fig. 2. The first space application of elec-
tric thrusters occurred in 1964 with the suborbital mission SERT-1
(Space Electric Rocket Test) by NASA, in which ion engines with
mercury and cesium as propellants were tested for 31 min.39 The
Russian space probe Zond-2 was launched on November 30, 1964,
from Baikonur Cosmodrome.40,41 It was supposed to explore Mars
in a flyby mission. However, communication was lost in May 1965
before it reached Mars. Zond-2 had six pulsed plasma thrusters
(PPTs) for attitude control on board, which were tested successfully
for 70 min at a distance of 5.37 × 106 km from Earth. The thrusters
that used PTFE (polytetrafluorethylene, known as Teflon®) as the
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TABLE I. List of selected EP missions. The thrust in mN is given per thruster.

Thrust
Mission Objective Country Launch Orbit Thruster Propellant (mN) Isp (s) Purpose

SERT-1 Technology test US 1964 Sub-orb Ion Hg 28 4900 EP test
Cs 5.6 8050

Zond-2 Exploration USSR 1964 Interplanet PPT Teflon 2 410 EP test
(Mars)

Meteor 1-10 Meteorology USSR 1971 LEO Hall Xe 20 800 Orbit control
Intelsat V 2 Communication US 1980 GSO Resistojet Hydrazine 0.45 300 Station keeping
Telstar 401 Communication US 1993 GSO Arcjet (MR-508) Hydrazine 250 500 Station keeping
Deep Space 1 Technology test US 1998 Interplanet Ion (NSTAR) Xe 20–90 3100 EP test
Artemis Communication Europe 2001 GSO Ion Xe 3370 EP test,

and Japan RIT-10 15 orbit raising
Kaufman 18

Smart-1 Technology test Europe 2003 Moon Hall Xe 67 1540 Main propulsion
Hayabusa-1 Exploration Japan 2003 Interplanet ECR ion (4 μ10) Xe 8 3000 Main propulsion
Dawn Exploration US 2007 Interplanet Ion (3 NSTAR) Xe 90 3100 Main propulsion
Goce Earth Europe 2009 LEO Ion (2 T5) Xe 1–20 3000 Air drag

observation compensation
Hayabusa-2 Exploration Japan 2014 Interplanet ECR ion (4 μ10) Xe 10 3000 Main propulsion
LISA Technology test Europe 2015 L1 Colloid Cs 0.0001–0.15 240 Orbit and attitude
Pathfinder control
BepiColombo Exploration Europe, 2018 Interplanet Ion (4 T6) Xe 145 4000 Main propulsion

Japan (Mercury)
Uwe-4 Technology test, Germany, 2019 LEO FEEP Ga 0.001 Several Orbit control

nano sat Russia thousand

propellant and provided a thrust of 2 mN (Isp = 410 s) were devel-
oped by the Kurchatov Institute together with today’s RSC Ener-
gia. Zond-2 is regarded as the first application of EP in space. The
Isp indicates how efficiently the exhausted mass is converted into
a change in momentum and is defined in Eq. (4). The first HET
was tested on board the Russian meteorological satellite Meteor
1-10, launched on December 29, 1971.42 Two Hall thrusters (SPT-
60, stationary plasma thruster) developed by the Kurchatov Institute
of Atomic Energy running with xenon were used for orbit control.43

One of the first communication satellites with EP was Intelsat
V 2 launched on December 6, 1980, using a resistojet engine with
hydrazine as the propellant for NSSK on GSO.45 At this time, EP
systems for station keeping, in particular, resistojets, began to com-
pete commercially with chemical propulsion systems. This trend has
continued until today, e.g., on the Iridium constellation.38 Another
breakthrough for commercial application was the employment of
arcjets, for the first time, on the Telstar-401 communication satellite
in 1993, allowing a large reduction of propellant mass. At the same
time, the importance of HETs, originally developed mainly in USSR,
increased. This thruster type nowadays dominates the GSO satellite
sector (cf. Fig. 2). However, also ion thrusters play a significant role
in this market, whereas resistojets and arcjets become less important
now.

The success of EP for orbit raising from the geostationary trans-
fer orbit (GTO) to GSO started at the beginning of the new century.
In particular, the rescue of the European-Japanese communication

satellite Artemis operated by ESA contributed significantly to this
utilization concept.48,49 It was launched on July 12, 2001, on board
of an Ariane 5 rocket. Due to a malfunction of the upper stage, the
GTO with a planned apogee of 36 000 km could not be reached.
Instead, Artemis ended up on an elliptic orbit (590 × 17 487 km2).
The apogee boost motor, originally supposed to raise the satellite to
GSO, was just able to bring it to a circular orbit at 31 000 km out-
side the Van Allen radiation belt. From there, the GSO was reached
by employing the four experimental ion thrusters on board. Oper-
ating from February to November 2002 with a height increase of
20 km per day, Artemis flew on a spiral orbit to GSO and estab-
lished its destined position in March 2003. Two of the ion engines
were RIT-10 engines using xenon with a thrust of 15 mN, and the
other two were of the Kaufman type with a thrust of 18 mN. About
90%, corresponding to 6000 h of operation, of this electric orbit rais-
ing (EOR) maneuver was performed with the RIT-10. Motivated
by this success story, ESA started a program called Electra for sup-
porting the European satellite industry in developing EP concepts
for EOR and station keeping of telecommunication satellites up to
3 tons.50 The capability of HETs for EOR was successfully demon-
strated in a similar scenario as for the GIEs on the ARTEMIS satellite.
During the launch of the first Advanced Extremely High Frequency
(AEHF) system, an anomaly in the chemical propulsion system also
occurred. The chemical propulsion system was intended for a fast
passage through the Van Allen belt. Two HETs onboard the AEHF
satellite, which should perform EOR to the target orbit after passing
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FIG. 2. (a) Chronicle of the use of arcjets, resistojets, ion thrusters, and Hall thrusters between 1981 and 2018 in the geosynchronous orbit. (b) Distribution of the thruster
types among the mission types GSO, LEO, Deep Space, and small satellites (data taken from Ref. 46). It can be seen that, on the one hand, Hall thrusters and ion thrusters
have become the preferred EP systems in recent years. There has also been a steady increase in the use of EP systems and a recent rise in the number of EP systems
employed on small satellites. The high number of LEO satellites in 1997/98 can be traced back to the Iridium constellation.47

the radiation belts, had to be employed already at an earlier stage
of the mission.51 Another demonstration of the powerful capacity of
EP for EOR was the lunar probe SMART-1.52–55 This small spacecraft
(launch mass 367 kg), designed by the Swedish Space Cooperation,
was launched on an Ariane 5 rocket on September 27, 2003, as a
technology demonstrator. It was transported to the Moon on a spiral
orbit within 13 months from GTO solely with its solar electric pri-
mary propulsion system using a single HET (PPS-1350). The PPS-
1350 was operated with xenon as the propellant (propellant mass of
82.5 kg stored at a pressure of 150 bars) and provided a thrust of
70 mN and an Isp of 1600 s and required 1.2 kW of power. After
orbiting the Moon for almost two years, it impacted on the Moon’s
surface as planned on September 3, 2006.

The use of electric thrusters for LEO missions, apart from the
Iridium satellites, is not established yet. However, since the Starlink
constellation of SpaceX adopted HETs using krypton as the propel-
lant for orbit and attitude control, it may be anticipated that the
number of LEO satellites using EP will soon increase drastically.
Moreover, there are interesting prospects for CubeSats as demon-
strated, for example, by the picosatellite UWE-4 (mass of 1 kg),
designed by the University of Würzburg and launched with a Soyuz
rocket in 2018, using a small field-effect electric propulsion (FEEP)
thruster for orbit control. Another interesting application of EP in
LEO is given by the GOCE mission where EP was used for atmo-
spheric drag compensation.56,57 The low flying ESA satellite in a

sun-synchronous circular orbit at 255 km was launched on March
17, 2009, and deorbited on October 21, 2013. Its goal was to map the
Earth’s gravity field in detail using accelerometers. The continuously
operating ion propulsion system compensated the air drag in the low
orbit without vibrations, allowing the high-precision measurements
to be performed. The EP system consisted of two QinetiQ Kaufman
type ion thrusters operated with xenon (40 kg), producing a real time
adjustable thrust between 1 mN and 20 mN.

Another important application field for EP are deep space mis-
sions for exploration and fundamental research. The first mission of
this type was Deep Space 1 in 1998, which besides technology tests
encountered and observed the asteroid (9969) Braille and the comet
19P/Borrelly.58,59 One of the most important mission goals was the
test of the NSTAR (NASA Solar Technology Application Readiness)
ion engine providing a thrust of 20 mN–90 mN, which was ignited
more than 200 times and run in total for more than 16 000 h, con-
suming 72 kg of xenon. The proven reliability of this thruster was
crucial for the decision to use it for the deep space mission Dawn.
The NASA space probe Dawn was an exploratory mission to the
asteroid belt for investigating the asteroid Vesta and the dwarf planet
Ceres.60 Dawn is still the only spacecraft entering orbits around two
celestial bodies besides Earth. It was launched on September 26,
2007, with a Delta rocket. After reaching the second cosmic velocity,
the three NSTAR xenon ion thrusters were ignited. The advantage of
EP for this mission was the precise maneuverability allowing to assist
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the insertion in the orbits around low-gravity objects and chang-
ing orbits around them.61 For the first time, NASA used EP for an
exploratory mission. Similar missions using EP for exploration were
the Japanese sample return missions Hayabusa-1 and Hayabusa-
2.62,63 Hayabusa-1 was launched in 2003 to visit the asteroid Itokawa.
In addition, here, the precise control of the high specific impulse
of the four ECR (electron cyclotron resonance) ion thrusters (μ10)
was a big advantage. The return to Earth was accomplished by the
EP system alone due to a failure of the chemical thrusters.64 The
follow-up sample-return mission Hayabusa-2 using also four μ10
ion thrusters started in 2014 to the asteroid Ryugu where it arrived
in 2018.65 Furthermore, the combined ESA/JAXA spacecraft Bepi-
Colombo launched in 2018 and heading currently toward Mercury
is equipped with a solar EP system consisting of four Kaufman type
thrusters (T6 from QinetiQ) as the main spacecraft propulsion sys-
tem.66–68 In contrast to the GOCE mission, where the satellite was
permanently exposed to a frictional force with the residual atmo-
sphere, which had to be compensated, the ion thrusters on Bepi-
Colombo will not run continuously but only during certain travel
segments between the nine planned swing-by maneuvers.

Finally, future formation flights where the positions of the
spacecrafts involved have to be controlled very precisely will be an
interesting application of EP. Such a mission will be LISA (Laser
Interferometer Space Antenna) where three satellites will fly in an
triangular formation around the sun with distances of 2.5 × 106 km
between them for detecting gravitational waves at frequencies of less
than 1 Hz.69 The frequency range to be covered by LISA lies between
10−4 Hz and 10−1 Hz and is thus outside the frequency range
of terrestrial interferometric measuring systems covering the high-
frequency range (>1 Hz), which have already recently been able to
achieve groundbreaking results through direct detection of gravita-
tional waves.70 Perturbations due to the gravitational forces of other
planets and the light pressure from sun have to be compensated
precisely using this antenna approach in space. In the technology-
demonstrating mission LISA Pathfinder by ESA, launched in 2015,
cold gas and colloidal thrusters using cesium with thrusts between
0.1 μN and 150 μN have been tested successfully.71 NGGM (Next
Generation Gravity Mission) is an ESA mission that has been in the
preparatory phase since about 2003 and is a continuation of GOCE.
The goal is the time-resolved measurement of the Earth’s gravita-
tional field with high spatial resolution over a period of about 11
years, covering one solar cycle.72 The method used is low–low satel-
lite tracking (LLST), i.e., a method of formation flight of at least
two satellites both in LEO, which are driven by ion engines. In par-
ticular, information on the melting of ice layers, variations in sea
level and groundwater reserves, and post-seismic changes will be
obtained. Two propulsion topologies have been identified as suit-
able candidates: on the one hand, a topology comprising engines
of two different sizes, one for the compensation of air friction and
the other for the other control functions. On the other hand, a
topology employing engines of the same size for all control func-
tions. The topology used will largely depend on the working flight
altitude, on the number and orientation of the engines, and on
the type of LLST formation flight. A potential candidate for the
small engines of mixed topology is miniaturized RF engines.73,74

Current research activities are addressing the interaction of sev-
eral engines regarding their electromagnetic compatibility in cluster
operation.

C. Commercialization of EP and challenges

A main handle in successful commercialization of any kind of
space technology and, thus, also of propulsion systems is simply
mass reduction.75 A reduction in mass means lower launch costs and
a greater flexibility in choosing an appropriate launch system. Both
aspects are therefore decisive from an economic point of view. Elec-
tric propulsion offers this advantage and has become more and more
accepted compared to classical, i.e., chemical, systems. The commer-
cialization of EP began in 1982 with the use of resistojets for GSO
NSSK on the telecommunications satellite Intelsat-V. Initially, elec-
trothermal propulsion systems (resistojets and arcjets) dominated
the EP sector, but they were increasingly replaced by HETs from the
mid-1990s onwards.46 Out of the numerous EP systems, two types
of EP thrusters have proven to be particularly suitable in terms of
their characteristics: the HETs and the GIEs.6 While the former are
particularly suitable for classical tasks such as orbital maintenance
due to their high power-to-thrust efficiency, the GIEs are suitable
for long term missions due to their higher Isp, which enables longer
operating times based on the same amount of propellant, e.g., in
the context of the GOCE- and the BepiColombo mission.57,66 HETs
deliver thruster-to-power ratios in the order of 60 mN/kW with a
thrust density of about 30 N/m2, while GIEs deliver only 30 mN/kW
and 5 N/m2, respectively.76 On the other hand, GIEs provide a cer-
tain flexibility and can switch between the high-thrust/low-Isp mode
and the low-thrust/high-Isp mode so that they can be used for EOR
in the high thrust mode and for station keeping (after reaching the
targeted orbit) in the high Isp-mode. Launching a satellite by com-
bining the use of a chemical rocket up to a low orbit and EOR to
the final orbit saves a significant amount of chemical propellant and
thus launch mass, compared to a launch to the final orbit employ-
ing a chemical rocket only. The resulting reduction in launch costs
can be up to 40%. As an example, a spiral rise from GTO to GSO
of a satellite was calculated with the help of the open source soft-
ware GMAT (General Mission Analysis Tool) provided by NASA [cf.
Figs. 1(c) and 1(d)]. The time needed for spiraling up depends on
the available thrust of the engines and their Isp value and is in the
order of several months. HETs have a slight time advantage over
GIEs in that they take slightly less time to spiral up, but this is at
the expense of the amount of propellant needed. Thrusts of 0.5 N
and 1 N were assumed in the GMAT calculation. Such thrust values
may be achieved by operation of a thruster cluster consisting of two
or more large thrusters. Operating a cluster can be challenging also
from the electrical performance point of view, for instance, due to
electromagnetic compatibility issues, which are discussed in detail
in Sec. IV H.

Employing EP for all relevant maneuvers in space due to its
low propellant consumption, significant launch mass reduction, and
extended operational time is the obvious conclusion and common
practice for at least two decades now. Boeing pioneered in this field
with its 702 satellite bus using four onboard xenon ion propulsion
systems (XIPSs) and providing the first all-electric satellite system
for NSSK.77 Since there has been no market interest in large and
therefore expensive satellites that operate exclusively with EP, i.e.,
also reach their target orbit with EOR, Boeing introduced its 702SP
(small platform) satellite bus in 2012. The 702SP is able to perform
all relevant maneuvers, especially EOR, with EP in space. This results
in a dry matter content of about 80% compared to conventional
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platforms whose payload share is only about 40%–60%.78 This con-
cept has been accepted by the market and has led to a number of
orders of this platform and corresponding missions in space, for
instance, the ABS-3A and Eutelsat 115 West B satellites launched
in March 2015, in a stacked configuration on a Falcon 9. Other mar-
ket players have followed this approach and are developing all EP
systems themselves. In Europe, the trend is driven by the Electra
program, which is a public–private partnership between ESA, SES,
and OHB for developing small to medium sized full EP satellite
platforms.79

In addition to these two main propulsion systems (HET and
GIE), there are a number of new propulsion concepts that currently
are entering the market. These novel thruster types are often tailored
to the needs of smaller satellite systems (CubeSats and small satellites
for constellations). Furthermore, there are new mission scenarios,
e.g., the megaconstellations, in which a very large number of small
satellites operate in a network.80 An example is the OneWeb project,
a constellation of about 720 satellites in LEO to provide global broad-
band internet access. Similar projects with similar objectives are also
planned by SpaceX (Starlink project) and Amazon (Kuiper project).
All these satellites will have electric thrusters for attitude and altitude
control. For Starlink, the planned number of satellites is in the order
of about 40 000 (in the final phase of the project; according to Por-
tillo, permits for 4425 SpaceX satellites have been applied for with
the Federal Communications Commission so far), and for Kuiper,
about 3000 satellites are to be deployed.81 Currently (as of Decem-
ber 2019), about 76 satellites are already in orbit as part of OneWeb
and StarLink [cf. Fig. 3(a)].

With this large number of satellites in LEO, aspects of the
avoidance of space debris or the assessment of risks of potential
satellite collisions must also be considered.83 Recent studies esti-
mated a high probability of at least one satellite collision during
5 years of operation (5% for OneWeb and 45.8% for SpaceX).84

Recent studies also imply that the risk for collisions in GEO is sig-
nificantly higher than previous findings have claimed. Accordingly,
a collision of a satellite in GEO with a 1 cm object is likely to occur
every 4 years.85 Already now, a number of about 19 000 possible col-
lision partners are monitored [cf. Fig. 3(c)] with the total mass of
electronic waste amounting to about 7700 tons. Space debris poses
a risk in that, according to Kessler, a tipping point might exist from
which a chain reaction of collision processes between debris parti-
cles is likely to occur, leading to an associated exponential growth in
particle density.86,87 This tipping point is defined by a critical popu-
lation density of scrap particles. There are a number of approaches to
get rid of space debris, but none has been successfully implemented
yet.88 One approach is the use of the ion beam of an EP system to
send a disused satellite into a so-called graveyard orbit by means
of momentum transfer, also known as the ion-beam shepherd (IBS)
concept [cf. Fig. 3(b)].89–91 The IBS concept is often referred to as a
contactless debris removal method. However, this term is somewhat
misleading because there is a contact between the thruster plume
and the debris object. The bombardment of a debris object with ions
leads to sputtering processes. Sputtering takes place on the atomic
level (see Sec. IV J). However, it cannot be ruled out that larger
fragments of the debris object may be broken off in the process,
which can then become dangerous as collision partners and may

FIG. 3. (a) Satellite orbits (as of December 2019) of the OneWeb (6 in total) and Starlink project satellites in orbit (122 in total, 3 of which are out of service). OneWeb plans
a Ku + Ka band constellation of 720 satellites in 18 circular orbital planes at an altitude of 1200 km. Starlink is also planned as a Ku + Ka band constellation, here with
4425 satellites. The orbital planes are more complex, the first 1600 satellites will be distributed evenly over 32 orbits, and the flight altitude will be 1150 km. In a second
wave, 2825 satellites will be distributed at slightly different altitudes (data and further information can be found in Ref. 81 and the references therein). As of April 1, 2020,
OneWeb has launched 34 more satellites, and Starlink has launched 240 more satellites. The images were created using the online tool of the CelesTrak Orbit Visualization
website. (b) Concept of space debris removal employing the ion beam shepherd (IBS) concept.82 The debris object will be pushed out of its orbit by momentum transfer from
impinging ions generated in an ion thruster of an external satellite. The thrust of the ITT (impulse transfer thruster) has to be compensated with an additional thruster (ICT,
impulse compensation thruster) to keep a fixed distance between the satellite and the debris object. (c) Number of trackable objects in orbit. Data taken from Orbital Debris
Quarterly News (NASA), Vol. 22, Issue 1, February 2018. The graphs include all objects that have been officially cataloged by the U.S. Space Surveillance Network. Also
included are two relevant recent collisions. On January 11, 2007, China deliberately destroyed one of its weather satellites with a projectile of unknown design, resulting in the
largest increase in space debris particles to date. About two years later, on February 10, 2009, the first collision of two communications satellites [Iridium (US) and Kosmos
(Russia)] occurred, also with a significant increase in the number of scrap particles.
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even be that small that tracking from the Earth’s surface will not
be possible. The literature on the IBS concept mainly deals with the
influence of the sputter products on the performance of the impulse
transfer engine.92 So far, a risk assessment considering the forma-
tion of larger fragments has not been performed. Nevertheless, the
IBS method has its advantages because it does not require com-
plicated docking maneuvers and will be applicable, if the amount
of larger fragments released by sputtering processes is sufficiently
low or can be entirely avoided.93 A risk assessment of IBS can be
performed by modeling the sputter interaction between ion beam
and space debris. Details on modeling can be found in Sec. IV D,
and further information on sputtering is given in Sec. IV J. The
IBS method is even considered a potential method to deflect larger
asteroids, which are on collision course with Earth.94 Due to the
low momentum transfer, however, this method will be very time
consuming, bombardment times for a significant change of course,
especially in the case of larger asteroids, will be in the range of several
years.

EP systems will have to be produced in large quantities to meet
the great demand, e.g., for mega-constellations. The competition
will get tougher as many small spin-offs with successful products
will enter the market (ENPULSION, ExoTrail, AvantSpace, etc.). Despite
this commercialization, EP systems are still the subject of extensive
research, even on a fundamental basis.95 The reasons are manifold:

(i) EP systems are only partially scalable. Typically, the effi-
ciency decreases significantly with smaller size so that new
concepts may have to be used in the long run, when minia-
turizing EP systems further. Currently, most of the new con-
cepts are still at a low level of technological maturity. This
has consequences, especially for CubeSats and other small
satellites, which have very low electrical power reserves and
cannot be operated with conventional engines. On the other
hand, there is a need for high power engines with a long
lifetime used for larger spacecrafts and interplanetary mis-
sions. This places enormous demands on the vacuum facil-
ities needed for testing and qualification in terms of size
and pumping speed and also on the available peripheral
technologies such as high-performance power supply units
as well as on an efficient temperature management, since
unavoidable power losses in high power engines can lead to
significantly higher undesired heating of the EP system.

(ii) All types of EP systems require specialized electronics for
driving them. Design of such space electronics is governed
by other requirements than that of electronics for terrestrial
applications. Space electronics is restricted in electric power
budget and must be particularly efficient to avoid Joule
heating. Furthermore, the high demands placed on space
electronics require extensive development and testing. Con-
sequently, space electronics components are among the most
expensive components of EP systems. It therefore makes
sense to strive for modularization here, which makes it pos-
sible to supply a larger number of engines with a smaller
number of standardized modular electronic components.

(iii) During the spiraling from the GTO to target orbit, which,
using EP, takes a long time depending on the available thrust,
the satellite has to cross the Van Allen belts where it is perma-
nently exposed to hard radiation. This radiation may damage

the satellite’s electronics, so all electrical components must be
built radiation-hard and tested accordingly in the laboratory.

(iv) Electrical components of ion thrusters and the thrusters
themselves are sources and sinks of electromagnetic radi-
ation that can interact with other electronics of the satel-
lite. In order to rule out any danger to the satellite, ion
thrusters must be tested with respect to their electromag-
netic compatibility (EMC). Since these engines only func-
tion under vacuum conditions, special requirements for the
test environment have to be met in order to ensure that the
measurements comply with existing standards.

(v) Ion engines use the noble gas xenon as the propellant.
According to the German Federal Institute for Geosciences
and Natural Resources, the annual production in 2017 was
about 72 tons (12 200 m3) of xenon. In view of the increasing
demand for space travel, this quantity will not be sufficient or
will drive the price up. Currently, there are about 63 plants
worldwide with xenon production capacities and about 21
sites for xenon purification.96 Even additional plants will
hardly cover the demand. The mass fraction of xenon in air is
400 ppb. If 1000 tons of air were liquefied, only 400 g xenon
may be produced (at 100% efficiency). The search for read-
ily available, efficient, and cost-effective alternatives to xenon
has therefore become of fundamental research interest in the
EP area.

(vi) A neutralizer is an elementary component of any EP system.
It supplies an electron current equivalent to the positive ion
current to prevent the satellite from being charged. The most
common implementation is the hollow cathode, equipped
with a so-called insert material, which has a low electron
work function. Unfortunately, despite the already quite low
work function of about 1.6 eV–2.8 eV, high temperatures are
required to ensure sufficient thermionic emission, typically
1000 ○C and higher. These high temperatures are technically
challenging. Neutralizers are among the most failure-prone
components of EP systems, mainly due to the high ther-
mal loads. The search for novel materials with even lower
work functions and the development of EP approaches with
inherent neutralization are constant research themes here.

As can be seen, there are a number of aspects that illustrate that
there are still a variety of unresolved issues in the field of EP. The
field is also interesting in that it links a large number of different
areas and is truly interdisciplinary. The plasma needs atomic phys-
ical quantities (excitation and ionization cross sections) in order to
be described sufficiently accurately by global rate models or particle-
in-cell (PIC) methods. Alternative propellants on a molecular basis
can be analyzed in terms of their suitability by means of various
analytical methods, such as time-of-flight mass spectrometry. In the
case of reactive alternatives such as iodine, chemical material inter-
actions must be taken into account that do not occur in the case
of the noble gas xenon currently used. Material aspects also play
an important role in the field of neutralizer development and also
for the development of radiation-hard electronics. Electrical engi-
neering plays a major role in the investigation of EMC aspects. This
interplay of physics, chemistry, electrical engineering, and materials
science ensures that electric space propulsion systems are constantly
evolving.
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One may say that EP is nowadays commercialized. At least
in the case of megaconstellations for LEO, the propulsion systems
will become mass products. The transition from a niche technology
to a technology employed in large numbers requires rethinking in
terms of production costs (e.g., using components off-the-shelf) and
resources (e.g., availability of Xe as a propellant) as well as in terms of
time to market of EP products (i.e., shorter and cheaper qualification
for space). These challenges also concern the aspect of standardiza-
tion of test systems, diagnostic procedures, and their analysis. They
will be considered in the discussion of these topics.

III. SPACE PROPULSION SYSTEMS
A. Thruster types

Electric space engines have evolved out of their shadowy exis-
tence due to the abovementioned strong points.97–101 There are a

large number of different types of EP systems, some still at a con-
ceptual level, others already at a very high technological maturity
level, and a few already in use in space (cf. Fig. 4). These different
propulsion systems have often been developed for special mission
scenarios or maneuvers. Nevertheless, three main types of thrusters
can be distinguished:

1. Electrothermal thrusters
The gaseous propellant is heated electrically, and the thrust

is generated by thermodynamical expansion of the propellant with
the help of a nozzle. Thrusters of this type are simple in design;
however, they do not provide high exhaust velocities of the pro-
pellant. Classical electrothermal thrusters are the resistojet and the
arcjet [see Figs. 4(a) and 4(b)]. The resistojet increases the exhaust
velocity simply by heating the propellant through an electric heater
element based on Ohmic heating. In the arcjet, the propellant is
passed through an arc discharge. Collisions between propellant

FIG. 4. Schematic drawings of the main EP systems: (a) resistojet, (b) arcjet, (c) Hall thruster, (d) HEMP thruster, (e) ECR thruster, (f) radiofrequency ion thruster, (g) electron
bombardment thruster, and (h) FEEP.
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and discharge particles heat the propellant, yielding higher exhaust
velocity.

2. Electrostatic thrusters
The generation of thrust is concatenated by electrostatic field

acceleration of the charged ion. Typically, the ionization of the pro-
pellant and the acceleration can be regarded as two separate pro-
cesses, i.e., a two-step process. In the case of GIEs [Figs. 4(f) and
4(g)], the two steps can be directly assigned to the spatial segments
of the thrusters. The plasma is generated from the propellant in the
discharge vessel, and ions are extracted from the plasma by means
of the grid system. In a HET [Fig. 4(c)] or a high efficiency multi-
stage plasma thruster (HEMPT) [Fig. 4(d)], a crossed electric and
magnetic force is used to generate a plasma discharge from the pro-
pellant, whereby the acceleration of ions occurs in the electric field.
We would like to emphasize that some authors assign the HET to
the class of electromagnetic thrusters due to the primal thrust trans-
fer mechanism, which results in a thrust T⃗ given by T⃗ = J⃗Hall × B⃗,
where J⃗Hall is the Hall current and B⃗ is the magnetic field strength
induced by the magnets of the HET. Nevertheless, we follow the clas-
sification given by Goebel and Katz, who stress the electromagnetic
acceleration of the ions.6 The discharge takes place in an one-side
open channel (linear for HEMPT and cylindrical for HET), in which
the anode and the propellant inlet are located at the bottom end.
Electrons from the neutralizer cathode are attracted by the anode
potential, ignite the plasma, and sustain the discharge inside this
channel. The plasma is positively biased by the anode voltage, which
defines (neglecting the offset by the employed plasma potential) the
ion energy. The acceleration takes place in a region close to the exit
plane of the discharge channel, which is characterized by a potential
drop occurring from the neutralizer’s electrons, establishing a virtual
cathode in front of the channel. We have subsumed HETs and high
efficiency multistage plasma thrusters (HEMPTs) under this thruster
class due to the underlying physical processes and their similarity.102

Both, HET and HEMPT, exploit a crossed electric and magnetic field
topology to generate Hall current loops for the electrons within the
discharge region, providing a highly efficient ionization of the pro-
pellant. The main difference between the HET and the HEMPT is
the periodic magnetic cusp field of the HEMPT, which enhances
the plasma confinement in the discharge channel. As a consequence,
HEMPTs provide higher plasma thrust densities and less channel
erosion than HETs.103 The operation principle of colloid emitters or
FEEPs [Fig. 4(h)] is based on the formation and extraction of a beam
of charged droplets or ions from a liquid propellant by the applied
electrostatic field.

3. Electromagnetic thrusters
Permanent magnets are used to generate the static magnetic

field in the case of a HET and of a HEMPT. In contrast, the mag-
netic field of a pulsed plasma thruster (PPT) is generated by the
(arc) discharge itself, resulting in an accelerating j⃗ × B⃗ Lorentz
force. Therefore, ionization and acceleration cannot be regarded
as separate processes. Another variant is the magnetoplasmady-
namic thrusters (MPDTs). MPDTs can be interpreted as a power-
ful variant of an arcjet, in which the arc discharge is of such an
intensity that the propellant is not just heated thermally but also is

ionized to a high degree and accelerated by the electromagnetic fields
associated with the discharge. It can therefore be concluded that
MPDTs only perform efficiently at relatively high electrical power
levels; otherwise, the electromagnetic fields, which are generated
by the arc, are not sufficiently intense to accelerate the propellant.
Applied field MPDs (AF-MPDs) provide an external magnetic field
to increase the efficiency of the thruster. Engines without assisting
magnetic fields are named self-field MPD (SF-MPD). We also assign
the electrodeless magnetic nozzle ECR thruster [see Fig. 4(e)] to
this thruster type due to the lack of accelerating electrodes. There-
fore, the generation of thrust of this engine is caused by a complex
interplay of processes inside the plasma, resulting in an acceleration
of the plasma by ambipolar fields, which is until now not entirely
understood.104

We do not provide a detailed description of all individual
thruster types here and refer the reader—to beside the already
mentioned—to other relevant literature.41,105–112 All three main
thruster types have in common that electrical energy is converted
into kinetic energy of the exhausted particles to generate or increase
thrust. This energy conversion process differs in efficiency for the
three types and is also very different in terms of the complexity of
the technical implementation. For an overview, important thruster
parameters are summarized in Table II.

Additional relevant parameters to describe EP systems are
defined in Sec. III B, and details about GIEs are provided in Sec. III
C. A special type of thruster based on the ECR principle is presented
in Sec. IV C.

B. Basics of electric propulsion
Under the assumption that EP systems can provide the neces-

sary thrust in a mission scenario, two criteria are ultimately decisive
for the selection of the appropriate engine type. The first criterion is
the electrical power available on the satellite and thus the thrust-to-
power ratio of the propulsion system. Higher thrust with the same
power means faster travel in space, and thus, this key parameter
correlates with time efficiency. The second criterion is the specific
impulse Isp of the propulsion system. The specific impulse is the
achievable change in momentum Δp per ejected mass Δm. This can
be extended (in infinitesimal form) to

Isp = dp
dm
= T

ṁ
= vex. (4)

The Isp corresponds to the generated thrust per temporal mass
output and is equivalent to the velocity vex of exhausted particles.
Usually, this expression is divided by the gravitational accelera-
tion g = 9.807 m/s2. This gives the Isp the unit second, which is
used in all unit systems. Sources of error due to different unit sys-
tems, whereby satellites have already been damaged, for example,
the loss of the Mars Climate Orbiter, are excluded by this defini-
tion of the specific momentum.119 Since the thrust T is defined as
vexṁ, the Isp in this notation corresponds to the exhaust velocity of
the propellant divided by the gravitational acceleration. The discus-
sion about the usefulness of referencing the specific impulse to the
weight of the emitted propellant seems to be an ongoing matter of
dispute in rocket science. We refer the interested reader to Refs. 120
and 121 where this somehow diverting topic is discussed in more
detail.

Rev. Sci. Instrum. 91, 061101 (2020); doi: 10.1063/5.0010134 91, 061101-12

© Author(s) 2020

https://scitation.org/journal/rsi


Review of
Scientific Instruments REVIEW scitation.org/journal/rsi

TABLE II. Characteristics of main EP thruster types. Data taken from Refs. 6, 36, 68, 105, and 113–118. For reasons of clarity, we have combined the HET and HEMPT as
well as MPDT and ECR into one class, since they exhibit similar performances. It should also be mentioned that there are mixed versions of these engines, e.g., a GIE can
be based on a plasma generation using the ECR principle. In the case of the ECR engine listed here, we refer to an electrodeless variant, as described in Sec. IV C. The
specified parameters are not limited to thrusters with flight heritage. The given ranges of parameters can therefore be much wider than typical flight parameters would suggest.
The electrical efficiency ηe of the thrusters is defined by Eq. (9).

Resistojet Arcjet GIE HET/HEMPT PPT MPDT/ECR

Type Electrothermal Electrothermal Electrostatic Electrostatic Electromagnetic Electromagnetic
Achievable thrust 0.5–6000 50–6800 0.01–750 0.01–2000 0.05–10 0.001–2000(mN)
Isp (s) 150–850 130–2200 1 500–10 000 600–3000 1400–2700 200–3200
Efficiency ηe (%) 30–110a) 25–60 30–90 20–70 5–30 20–70b)

Thrust-to-power 450–700 150–600 20–250 150–300 50–200 150–500ratio (mN/kW)
Operational time Month Month Years Month Years Weeks

Propellants NH3, hydrazine, H2, N2, hydrazine, Xe, Kr, Ar, Xe, Kr, Ar, and I2 PTFE Ar, Xe, H2, and LiH2, Xe, and N2 and NH3 Bi, I2, and H2O

Benefit Low level of High thrust High Isp and High Simple device and High Isp and high
complexity high efficiency power-to-thrust-ratio solid propellant thrust density

Drawback Very low Isp Low efficiency
Low thrust High beam

Low efficiency
Low lifetime and

density and divergence and high power
complex PPU channel erosion requirement

a)Equation (9) does not take into account the contribution of chemical energy and cold-flow power to the increase in the specific impulse. Therefore, electrical efficiencies higher than
100% are achievable (cf. Ref. 105).
b)MPDT only.

High Isp values correspond to a high mass efficiency, i.e., less
propellant is needed for the same thrust. However, these high values
are typically accompanied by a higher electrical power input so that
the thrust-to-power ratio usually decreases. The choice of the appro-
priate propulsion system is, therefore, always a trade-off between the
available electrical power and the amount of propellant that can be
transported. For high Isp-values, this power is mainly determined by
the jet power Pjet of the exhausted ion beam given by

Pjet = 1
2

ṁv2
ex. (5)

For the thrust, this results in the useful relationship

T = 2Pjet

Isp ⋅ g . (6)

In principle, all essential mission parameters concerning the EP sys-
tem can be derived from Eq. (6). For example, increasing the thrust
without changing the mass output ṁ leads to an increase in jet
power. Assuming that a satellite with a dry mass of one ton and
500 kg propellant is sent out with a 20 kW engine with an Isp of
5000 s, a Δv of about 20.3 km/s can be achieved (with a correspond-
ing thrust of about 0.8 N). This would allow a mission to the outer
planets of the solar system. If one now wants to travel to more distant
destinations, one could of course increase the amount of propel-
lant, but due to the logarithmic dependence of Δv in the Tsiolkovsky
equation, the increase in Δv is less than if one increased the actual
Isp value [cf. Fig. 1(b)]. However, the jet power is linked to the Isp

by the relation Pjet ∝ Isp2, so thrusters of a higher power class would
have to be used. An increase in the Isp can be achieved, for example,
with GIEs with 4-grid ion optics.122,123

A number of additional characteristic quantities are defined for
ion thrusters. Since the thrust is mainly generated by the amount of
exhausted ions ṁi, the introduction of a mass utilization efficiency
ηm, i.e., the proportion of ions emitted in relation to the amount of
propellant admitted ṁp, is reasonable,

ηm = ṁi

ṁp
. (7)

For singly charged ions and an atomic propellant, the following
applies:

ηm = Ib

e
M
ṁp

, (8)

where Ib stands for the exhausted ion beam current, M stands for the
atomic mass, and e stands for the elementary charge. From the point
of electrical efficiency, it makes sense to introduce the relation

ηe = Pjet

PT
, (9)

i.e., the ratio of jet power Pjet and total input power PT provided to
the thruster. The total input power is made up of the jet power and
the power Pd required for ion production. Figure 5 shows the thrust-
to-power ratio as a function of Isp for various EP systems and their
thrust efficiency according to Eq. (9). In ion thrusters, the ions are
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FIG. 5. Thrust-to-power ratio for various types of EP systems as a function of
specific impulse (Isp). The lines define the thruster efficiency according to Eq. (9).
The colored highlighted areas represent the operational range of EP systems for
NSSK and DS missions. This figure shows that EP systems cover a very wide
parameter range, i.e., they are suitable for very different mission requirements.
High Isp values stand for applications that depend on high mass efficiency, while
high thrust-to-power ratios are becoming increasingly important for time-critical
missions. Data taken from Refs. 113 and 114.

accelerated by a voltage U. Therefore, the exhaust velocity is given
by the relation

v2
ex = 2eU

M
. (10)

Using this equation in Eq. (5), the jet power is simply given by the
relation Pjet = UIb. The ion production cost can be expressed as

ηd = Pd

Ib
(11)

and is typically given in eV per ion. The minimum ion production
cost is given by the ionization threshold of the propellant. In ion
thrusters, usually several hundreds of eV per ion are needed. If the
contribution of expelled neutrals to the total thrust is neglected, the
total thruster efficiency ηT is defined by Eq. (9). It is convenient to
express the total efficiency by the thrust, the propellant mass flow,
and the total input power,

ηT = T2

2ṁpPin
. (12)

Equation (12) allows a comparison of different thruster types, since
significant differences in the characteristics of the thrusters, such
as beam divergence, acceleration voltage, and influence of multiple-
charged ions, are included in the parameters.

C. Radio frequency ion thruster
The evolution of the RIT technology has gone always hand in

hand with the development of plasma technology for processing

of materials, which requires robust ion sources for ion beam etch-
ing, sputtering, and related processes.124–126 Löb finally regarded the
rf technology in the 1960s as promising for EP systems for space
travel and confirmed this in his pioneering work.30 The thrusters are
labeled RIT-3.5, RIT-4, etc. The number denotes the inner diame-
ter of the cylindrical discharge vessel in cm. One can highlight three
regions in the process of generating thrust from a neutral propellant
gas, i.e., the ionization region, the ion acceleration region within the
ion optics, and the neutralization region, where electrons for charge
neutralization are provided by the neutralizer. The main compo-
nents of the thruster are the discharge vessel surrounded by a coil,
the grid system, and the gas injection system. These components are
contained in a housing.

1. Ionization region
The propellant is injected from the backside through a gas

distributor, for instance, a porous ceramic interface. The porous
ceramic prevents the plasma from igniting in the direction of the
gas supply system and also acts as a particle filter. The coil is con-
nected to a radio frequency generator (RFG) providing alternating
voltages and currents, respectively, typically with a frequency in the
range between 500 kHz and 5 MHz. The RFG sustains the plasma
after ignition due to inductive coupling between the coil and the
plasma. In an equivalent circuit diagram, the plasma can be regarded
as a short-circuited ring coil with one winding. More details about
RFGs and thruster electronics are given in Sec. IV G. Discharge
vessels may have cylindrical, conical, or hemispherical shapes. The
shape determines the degree of power loss due to the geometrical
surface-to-volume ratio.

According to the Maxwell equation∇× E⃗ = − ˙⃗B, the alternating
magnetic field generates a time-varying rotating electric field within
the coil volume, i.e., in the discharge vessel of the engine, which is
given by

Eind(r, t) = μ0

2lc
NcηcrωIceiωt , (13)

where Nc denotes the number of coil windings, lc denotes the length
of the coil, ηc denotes a correction factor for short coils, r denotes
the radius of the discharge vessel relative to the symmetry axis of
the thruster, ω denotes the angular frequency of excitation, and Ic
denotes the coil current. Typical coil currents are in the order of
a few amperes, with the number of windings smaller than 10, and
the electric field strengths calculated from Eq. (13) are usually in
the range of a few V/cm. Within half a rf cycle, an electron can-
not gain enough energy to reach the ionization threshold of, e.g., a
xenon atom. Therefore, it must elastically collide with a xenon atom
within this half cycle and change its direction so that it is further
accelerated in the other direction in the second half of the cycle,
where the field is of opposite sign. Hence, the neutral gas density
must be adapted to the probability of collision with the electrons,
which in turn depends on the frequency of the excitation current.
This accumulation of energy leads to an almost stable thermaliza-
tion of the electrons. Electron temperatures of the low-temperature
plasma are typically in the order of a few electron volts. Represen-
tative for the orders of magnitude and the spatial distribution of the
most important plasma parameters of a RIT, Figs. 6(a) and 6(b) show
the results of radially resolved Langmuir measurements of electron
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FIG. 6. (a) Radial distribution of electron temperature and plasma density and (b) ion beam density and induced electric field of a RIT-10. The data were obtained experimen-
tally by means of double Langmuir probe measurements.127 (c) Representation of the dependence of the ion current density jion on the density n of the plasma (related to the
charged particles) and on the electron temperature Te according to jion ∝ n

√

Te. (d) Performance mapping of a RIT-like 4 cm ion thruster developed at JLU using xenon as
the propellant.

temperature, plasma density, ion current density, and induced elec-
tric field in a RIT-10.127 Due to the inductive coupling, the induced
electric field Eind and as a result the electron temperature Te have
their maximum values at the wall of the discharge vessel, while due
to ambipolar diffusion, the plasma density n decreases toward the
walls. For the design of an engine, the following relationship can be
assumed as the basis for a scaling of excitation frequency ν, neutral
pressure p inside the discharge vessel, and radius R of the discharge
vessel (assumed to be cylindrical), starting from an already efficiently
operating engine,

p∝ ν ∝ 1
R

. (14)

This implies that for very small engines, it is necessary to increase
the probability of collision with a propellant atom by increasing the
neutral particle density; otherwise, electrons would recombine at
the wall of the discharge vessel, i.e., increase in the neutral particle

density reduces the electron mean free path between collisions. The
latter should be smaller than R. In addition to the unfavorable
surface-to-volume ratio of the discharge vessel for small thrusters,
this leads to a reduction in the mass efficiency and the specific
impulse of the engine (for the same thrust). Further adjustments of
the excitation frequency result from the matching/bridging network
used, losses due to eddy currents, ohmic losses in the feeding line
of the RFG, in the line between RFG and the coil as well as the coil
itself, and other parasitic effects.

RF ion thrusters are usually characterized by so-called perfor-
mance mappings. These are plots of the required DC power con-
sumption of the RFG vs the mass flow admitted to the thruster for
given constant ion beam current or thrust. These curves exhibit a
characteristic shape, which is determined by the interplay of elec-
tron temperature, plasma density, and ion beam density. Figure 6(d)
shows such a set of performance curves. Obviously, considering a
curve for fixed thrust, the minimum of the curve stands for power
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efficiency, whereas the lower values on the abscissa, i.e., small mass
flows, where the RIT still operates, stands for mass efficiency. The
power penalty to pay for mass efficiency can be very high, and a
trade-off depending on the mission scenario is required here. If the
mass flow is reduced starting from the point of optimum power effi-
ciency, the neutral particle density decreases. As a result, fewer col-
lision partners are available to the electrons and the energy accumu-
lation through elastic collisions becomes inefficient. Although the
electron temperature rises, the rate of ionizing collisions decreases,
which lowers the plasma and the ion current density. To maintain
a constant ion beam current, this decrease in ionization efficiency
has to be compensated by an increased rf power. If the mass flow
is increased starting from the point of optimum power efficiency,
the electrons thermalize with the much colder neutral gas. The elec-
tron temperature decreases, whereas the plasma density increases
accordingly to maintain the same current density. The relation-
ship between electron temperature, plasma density, and beam cur-
rent density is shown in Fig. 6(c). A performance mapping of a
4 cm rf-engine [shown in Fig. 6(d)] reflects this correlation of the
three mentioned quantities under consideration and specific prop-
erties of the measured engine (design parameters, loss mechanisms,
etc.).

2. Acceleration region
Ions from the engine can be accelerated by the grid system that

is in direct contact with the plasma. The grid system acts as ion optics
to ensure high directionality of the extracted beam. Furthermore,
the thrust is generated within the grid system due to the counter-
force between ions and the net field between the grids. The screen
grid adjacent to the plasma is typically on a positive potential in the
range of 1 kV–1.5 kV. This potential defines the reference potential
of the plasma by direct contact, except for an offset due to the plasma
and floating potential. The second grid (acceleration grid), which
is typically at a negative potential, accelerates ions emerging from
the plasma. The interplay of these two potentials with the plasma
parameters defines the shape of the plasma meniscus, which deter-
mines the shape of the beamlet. The third (optional) grid defines a
zero point potential. In two-grid systems, it may be replaced by a
ring electrode or by a virtual cathode defined by the electron emis-
sion from the neutralizer. The maximum achievable ion current
density jmax in gridded ion thrusters is limited by the space charge
between the screen and the acceleration grid and is described by the
Child–Langmuir law,

jmax = 4ε0

9

√
2e
M

U3/2

d2 , (15)

where M is the mass of the ion, U is the net extracting voltage
(potential difference between the screen and the acceleration grid),
and d is the effective distance between the acceleration grid and the
plasma meniscus. For the ion yield of the plasma, in addition to the
space-charge limitation, the relationship

jion = e−0.5 ⋅ n0e ⋅
√

kB ⋅ Te

mi
(16)

has to be taken into account. Equation (16) is derived from
jion = nev, assuming that Tion/Te ≪ 1 (cold plasma), and

consequently, the Bohm velocity vB can be simplified to

vB ≈
√

kBTe

M
. (17)

In particular, the pre-factor, exp(−1/2) ≈ 0.61 for a cold plasma,
in Eq. (16) will vary for different regimes, i.e., it depends on the
assumptions made about the plasma density n contributing to
jion = qnv. The interested reader is referred to Ref. 128 and the
references therein.

The grid system is one of the critical components of this type
of thruster and must meet a variety of requirements, such as low
material erosion on ion impact, precisely defined thermal properties,
good machinability, and high manufacturing precision.129 These
requirements have to be implemented for a long lifetime of the grid
system. The lifetime of GIE is mainly determined by the erosion
of the grid system. Although it is difficult to make general state-
ments about the properties of many different types of HETs and
GIEs, a few numbers are worth mentioning. Typically, the lifetime
of a HET is in the order of 10 000 h.6,130 During the same period
of time, the erosion phenomena observed at the RITA, which was
aboard the ARTEMIS satellite, showed a mean increase in the accel-
eration grid diameter of about 25%.131 By definition, a structural
defect of the RITA acceleration grid corresponds to an increase in
aperture diameter of 75%. Results from a 15 000 h lifetime test and
their extrapolation predicted a lifetime of the RITA grid system of
more than 20 000 h.132

Optimization of ion optics was initially carried out with the
aid of systematic experimental investigations in which grid volt-
ages, spacings, thicknesses, and hole diameters were varied.133,134

Calculations of the extraction process were initially possible using
supercomputers only but are now feasible on personal computers
due to their enormous increase in performance.135,136 Details about
the methods used to model the beam extraction can be found else-
where.137 Figure 7(a) shows exemplarily an ion beam extraction
from a plasma via a grid system showing three beamlets. Figures 7(b)
and 7(c) show the space charge distribution for a single beamlet with
compensation and the shape of the plasma meniscus, respectively.
The simulation has been carried out with KOBRA. Commercial tools
such as IGUN (2D-code) and KOBRA (3D-code) as well as open
source tools such as IBSIMU (3D-code) are available for simulating
the extraction of the ion beam.138–140 A comparison between IGUN
and KOBRA was published by Hanke and co-workers.141 Tartz and
co-workers have combined the IGUN code with a charge-exchange
model to simulate the grid erosion for determining the thruster’s
lifetime.142 The code was validated for various gridded ion thrusters.
When calculating the grid erosion, it is necessary to consider the
charge-exchange (CEX) interaction between the extracted ion beam
and the neutral gas particles. In the CEX process, a fast charged
xenon ion, extracted from the plasma, and a thermal xenon atom
exchange an electron in a collision. This recharged ion, due to its
’wrong’ initial momentum, will follow a different trajectory through
the ion optics than that designed for an ion entering the grid region
from the plasma. Thus, it is likely that it will be accelerated toward
the negatively biased acceleration grid in the electric field and sput-
ter off material on impact [see also Fig. 7(c) where the region where
CEX occurs within the grid system is highlighted]. Over time, this
erosion increases the effective grid transparency of the ion optics
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FIG. 7. Simulated ion beam extraction via an ion optical grid system that connects the plasma region and the region of the ion beam. Interaction forces between the extracted
ions and the grids generate the thrust. Sophisticated 3D codes such as KOBRA used here make it possible to examine the interaction of the individual beamlets with each
other. Furthermore, the influence of not optimally aligned grids on the beam extraction can be analyzed. (a) Simultaneous extraction of three beamlets to study beamlet–
beamlet interaction. (b) Space charge distribution for one beamlet with compensation. (c) Potential drop between the plasma and the screen grid potential. The parameter
d defines the effective distance between the curved plasma meniscus and the acceleration grid and is an input parameter in the Child–Langmuir law [see Eq. (15)]. Charge
exchange (CEX) between xenon ions and neutrals within the extraction channel results in slow ions, which may be accelerated toward the negatively biased acceleration
grid and may lead to grid erosion, limiting the lifetime of the ion thruster. CEX processes far downstream the extraction path may also lead to erosion, but due to the lower
neutral density, this effect is less pronounced. In the case of a three-grid system, the deceleration grid will reduce this effect even further. However, due to the presence of a
third grid, the neutral density at the acceleration grid is higher, which in turn may increase CEX losses. An advantageous representation of the simulation area in the case of
a hexagonal arrangement of grid apertures for ion extraction is shown in (d). For the calculation of transmission coefficients for both neutral gas and ions, the corresponding
non-transparent grid area required as reference for normalization is already taken into account. Furthermore, beamlet–beamlet interaction (BBI) is take into account, which
may have an influence on ion transparency. An equivalent representation (but without including BBI) is shown in (e). Both (d) and (e) are equivalent representations of a
so-called unit cell for a hexagonal arrangement. (f) Calculated relative neutral particle density along a single extraction channel assuming free molecular flow. The density
was calculated for the following parameters: screen diameter of 2 mm, screen thickness of 0.25 mm, screen-accel gap of 0.5 mm, accel diameter of 1.5 mm, accel thickness
of 1.5 mm, accel-decel gap of 1 mm, decel diameter of 2 mm, and decel thickness of 1 mm. The result of the calculated transmission probability is 0.137. The calculation was
performed using the angular coefficient method from the COMSOL MolecularFlow module. (g) shows the cut-out simulation area.

and leads to higher neutral gas losses, resulting in a degradation of
the thruster’s performance at the operating point of the engine. The
CEX scales linearly with the neutral particle density and will accord-
ingly be particularly pronounced in the extraction channels. Lingwei
et al. have investigated the influence of the origin of CEX ions on
grid erosion using an axially symmetric 2D code and emphasize the
strong influence of CEX ions formed far downstream.143 The influ-
ence of multiple colliding ions, which can account for about 7%–8%
of the current on the acceleration grid, is investigated by Miyasaka
et al. using a 3D-code. According to their analysis, these multiple
impact processes should be considered for an accurate evaluation of
the grid lifetime.144 The contribution of doubly charged ions is also
discussed on the basis of numerical calculations by Nakano. Espe-
cially for thrusters with a high proportion of doubly charged ions,
these have to be accounted for in the calculations of grid erosion in
order to obtain meaningful results.145 The effect of a misalignment
of the grids on beam extraction and grid erosion was discussed by
Shagayda et al.146 In order to calculate grid erosion, the neutral gas

density in the area of the extracted ion beam must first be known,
especially in the area of the grid system, where the density is high.
If the CEX cross section is also known, the number and places of
birth of the secondary charged particles created, i.e., of the CEX ions,
can be deduced. The program can generate them at the appropri-
ate locations and then include them in the calculation of the beam
trajectories. If these secondaries impinge on the grid material, the
sputter removal can be derived by determining the number of parti-
cles hitting each grid element, their impact energy, and their impact
angle. Knowing the sputter yield or the sputtering cross section of
the grid material, the effects of the microscopic sputtering incidences
can be added up until a mesoscopic grid element in the model is
removed. Further details on sputtering and its relation to EP are
given in Sec. IV J. Under certain circumstances, e.g., if an extrac-
tion channel is clearly eroded, a recalculation of the electric field
distribution and the beam extraction may be necessary. In addition
to the codes already mentioned, there are a number of validated in-
house code developments of different research groups, for example,
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the programs CEX2D or CEX3D of the Jet Propulsion Laboratory,
the JIEDI tool of JAXA, and others.147–149

The neutral particle density within a channel, which has to be
known for simulation of grid erosion, can be calculated using a num-
ber of available programs based, e.g., on the direct simulation Monte
Carlo (DSMC) method (SPARTA, OpenFOAM) or others (COM-
SOL).150–152 Figure 7 shows an example of a particle density calcu-
lated with COMSOL. A base pressure within the RIT discharge vessel
of 0.15 Pa was assumed. The molecular flow is modeled by an angu-
lar coefficient method.153 Such calculations provide the transmission
probability of an incident gas particle through the grid system, the
so-called Clausing factor ηcl, which is needed to calculate the neutral
gas losses from the engine.154 Assuming an optical grid transparency
Topt, the neutral particle flux Qn through the grid system can be

calculated using

Qn = 1
4

nvToptAgridηcl, (18)

where Agrid is the surface area of the screen grid exposed to the
plasma and v is the mean velocity of the neutrals. Similar to neutral
particles, it is necessary to calculate the transparency of the grid sys-
tem for ions. This can be done, for example, with the aforementioned
ion beam extraction codes. It is useful to define a kind of unit cell for
the typically hexagonally arranged apertures of the grid system in
order to derive the correct ion current density within the simulated
domain [cf. Figs. 7(e)–7(g)].

A number of approaches are available for modeling an entire
RIT. Self-consistent models based on global (volume-averaged)

FIG. 8. Possible test scenario for the near-space operation of a rf driven gridded ion thruster with a neutralizer (without realistic imitation of mass flow control). The
abbreviations stand for radio frequency generator (RFG), positive high voltage (PHV), negative high voltage (NHV), secondary star ground (SSG), auxiliary (AUX), neutralizer
keeper power supply (NKS), neutralizer cathode heater power supply (NCHS), valve (V), pressure (P), neutralizer (N), and thruster (T). It should be mentioned that this
scheme is not generally valid but has to be adapted to the electronic requirements of the hardware used. An important feature is the use of a potential reference decoupled
from the ground potential, the SSG, to which all power supply units must refer. This makes it possible to close the electric circuit of the system consisting of the thruster and
neutralizer via the plasma bridge (red wire path). With grounded power supplies, one would instead close the circuit via the vacuum tank and generate different operating
conditions. For the ignition of the engine, the NHV grid is connected to the positive potential of the keeper. Due to the even more positive potential of the PHV, electrons from
the neutralizer are accelerated toward the grid system, can enter the discharge chamber, and are accelerated there by the rf field, gaining enough energy to ionize propellant
atoms and to ignite the plasma discharge of the thruster. After ignition, this connection is cut off by means of a HV relay and the NHV powering the acceleration grid. The mass
flow control consists of commercially available mass flow controllers and meters. An oxygen absorber may be necessary to prevent poisoning of the neutralizer, especially
when using BaO inserts. The manual valves upstream and downstream of the oxygen absorber have a protective function. They are only in use during the installation and
deinstallation of the absorber and are closed then. Somewhat similar is the function of the V2 electric valve, it is required to prevent saturation of the oxygen absorber during
venting of the vacuum system, which would make it non-operational. The valve V1 can optionally be used for controlled ignition via a pressure shock.
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considerations offer a promising approach here. Fundamental con-
siderations for the modeling of RF ion sources can be found in
studies by Goebel.155–157 An extended global model approach includ-
ing power transfer from RFG to plasma and neutral gas heating
but limited to cylindrical discharge vessel geometries was published
by Chabert and co-workers.158 For the simulation of the RIT as a
complete unit including thermal modeling of the engine, commer-
cial tools such as COMSOL can be employed, as shown by Dobke-
vicius and Feili, where beam extraction simulation was supported
by IBSIMU.159 Volkmar and Ricklefs introduced a self-consistent
scripted code based on global model assumptions and providing
performance data for RITs.160 The code supports 3D coil geome-
tries and has the advantage of low central processing unit (CPU)
requirements. Reeh et al. have extended this code introducing an
ion beam extraction module and a neutral gas transmission calcu-
lation.161 Pham and Shin reported on a zero-dimensional model for
rf ion thrusters including additional effects such as secondary elec-
tron emission at high temperature plasmas, the influence of double
ionization, a variable Clausing factor, and an ion confinement fac-
tor due to the electromagnetic field of the coil, whereby the latter has
the strongest effect on the calculations.162 Henrich and Heiliger have
developed a full 3D-PIC-DSMC code to simulate plasma properties
of RITs, which is currently limited to small thruster geometries only
due to the high demands on computing power. Nevertheless, it pro-
vides important information about the spatial distribution of plasma
parameters.163 How model descriptions on different length scales
need to be combined to provide a predictive tool will be discussed
in Sec. IV D.

In addition to the actual thruster body and neutralizer, the
overall EP system includes a periphery of electrical and fluid supply
systems, as exemplarily shown in Fig. 8. The circuit topology dif-
fers from the normal operation of an ion source, whose power sup-
ply is typically referenced to ground potential. In terrestrial testing,
the satellite potential is simulated by introducing a reference poten-
tial decoupled from the earth potential, the secondary star ground
(SSG).

3. Neutralization region
To ensure the electrical neutrality of the satellite or other space-

craft, the same amount of electrons than positively charged ions has
to be expelled from the satellite. Typically, electrons are added to
the positively charged ion beam. As already mentioned, this is done
in EP systems with a neutralizer; typically, a hollow cathode is used.
Neutralizers require additional electric and fluidic support lines. The
operating principle of hollow cathodes is described in detail in the
literature.6,38,164 It is desirable that a neutralizer uses the same pro-
pellant as the thruster to prevent the need for another propellant
reservoir. A discharge is ignited inside the hollow cathode coated
with the insert material. The discharge is coupled with the ion beam
of the thruster by the formation of a plasma bridge. The electrons
extracted from the hollow cathode flow across the plasma bridge and
neutralize the ion beam.

IV. CHALLENGES
A. Alternative propellants

Currently, ion thrusters are routinely propelled with the noble
gas xenon, which replaced the previously used mercury. Xenon is

chemically inert, has a comparatively high mass, and is present in
the gas phase under standard conditions. However, two decisive dis-
advantages have emerged: xenon is a rare resource and, accordingly,
expensive. In addition, it must be stored in special pressure tanks on
the satellite, which represents a potential risk for failures. In particu-
lar, in the case of small satellites, which often are brought into space
as secondary payloads, the pressure tanks are undesirable not only
because of their size but because of the additional risk they present
to the primary payload.

Assessing whether a material is suitable as a propellant has
become a rather complex task. The complexity is related to the tran-
sition of EP technology from a niche market item to a mass prod-
uct. As a consequence, economic and environmental issues have
to be treated on the same level as atomic or molecular properties.
Studies of this kind have been performed for a number of atomic
propellants.172,173 Important properties that need to be considered
in the case of atomic propellants are the atomic mass, the ioniza-
tion energy, and the ionization cross section, and also the boiling
point.174 From the energetic point of view, the cross section for
ionization plays an important role. Figure 9(a) shows the ioniza-
tion cross sections for a number of materials that are of interest
for EP. Xenon’s ionization efficiency is in the upper range, and
those of the other noble gases shown are significantly lower. The
molecular propellant adamantane has by far the largest cross sec-
tion of the examples shown. The large cross section is due to the
size of the molecule. However, molecular propellants exhibit more
possible loss mechanisms than their atomic competitors, such as
dissociation of the molecule into lighter fragments and the excita-
tion of molecular vibrations. In addition to the actual size of the
cross sections, the ionization threshold must also be included in the
assessment. Here, the noble gases naturally perform worse, since
the filled shell structure of the atoms proves to be particularly sta-
ble. Atoms that are close to the noble gas structure, such as the
alkali metals or halogens, can be ionized at much lower electron
energies, but these substances are, for the same reason, chemically
very reactive, which can lead to undesired material interactions. In
addition to these atomic physics considerations, technical aspects
are important. As a rule, propellants must be available as a gas in
order to be ionized inside the thruster. Here, the efficiency of the
evaporation as well as the boiling temperature of the propellant
plays a decisive role. Also important are possible loss mechanisms
(electronic or molecular excitation processes, electron capture pro-
cesses, etc.) and the density of the material. It may be advantageous
to store the propellant in solid form, which makes a pressure tank
unnecessary.

An alternative to xenon often discussed is krypton that is about
ten times more abundant in the Earth’s atmosphere. Its current price
is about a tenth of that of xenon. From a physical point of view, it is
necessary to increase the jet power, i.e., the electrical power required
for generating the same thrust by extracting Kr ions instead of Xe
ions, according to

PKr = PXe ⋅
√

mi, Xe

mi,Kr
= 1.25 ⋅ PXe. (19)

In addition to this 25% increase in jet power required for the same
thrust, there are other factors that need to be considered due to dif-
ferent ionization energies, excitation and ionization cross sections,
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FIG. 9. (a) Electron impact ionization cross section of adamantane C10H16 and other atoms or molecules relevant as propellants for ion thrusters. The cross section of
adamantane was calculated using a binary encounter Bethe (BEB) approach.165 Magnesium cross section data are taken from Ref. 166, water data are taken from Ref. 167,
noble gas data are taken from Ref. 168, O2 and N2 data are taken from Ref. 169, and benzene data are taken from the NIST database (Ref. 170). (b) Calculation of the output
rf-power of the RFG as a function of propellant mass flow (Xe and Kr) for constant thrusts obtained by global modeling. For comparison, sets of experimental and theoretical
data comparing xenon and krypton are provided in the inset. The experimental data are limited in range by the current of RFG used. The intersection of the two calculated
performance curves agrees with a linear extrapolation of the experimental data sets. (c) Effect of the electronic excitation of the neutral iodine atom on the performance
mapping of a RIT. The curve shape agrees qualitatively with recently published experimental data (inset with data for a RIT-10 operated with iodine as the propellant).171

(d) Spectrogram of the extracted ion beam of a RIT-10 equipped with titanium grids and operated with iodine. For better visualization, the mass scale is interrupted between
70 and 110, since there are no additional signals.

as well as flow properties. Global models may be used to corre-
late these microscopic properties with electrical power requirements
for generating thrust. The global models comprise a system of rate
equations for excitation, ionization, and other processes inside the
plasma, which need to be solved for a given thruster geometry.
We performed such calculations for a RIT-10 using the model sug-
gested by Chabert and co-workers.158 Figure 9(b) shows the results

for xenon and krypton used as the propellant for the thruster. It is
assumed that the RIT-10 is operated with an excitation frequency of
1 MHz and a screen grid voltage of 1000 V and possesses a cylindri-
cal discharge vessel. One can clearly see that the power consumption
of the RFG is significantly higher for krypton than for xenon under
the given assumptions. However, it can be concluded that, if suffi-
cient electrical power is available, krypton will indeed be a suitable,
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cheap alternative to xenon. In many mission scenarios, also mixtures
of Xe and Kr may be considered a good compromise between cost
and performance.175,176

A number of other chemical elements and compounds have
been investigated in recent years in terms of their suitability as a pro-
pellant.172,177–179 A promising candidate is molecular iodine, which
was envisaged as propellant in the early 2000s.180,181 Iodine has inter-
esting properties. It is a solid under standard conditions but can be
brought into the gas phase by sublimation at low power consump-
tion. The mass density of 4.9 g cm−3 is about three times larger
than that of xenon under storage conditions. Tsay and co-workers
have shown the compatibility of iodine with rf-driven gridded ion
engines.182,183 A detailed experimental description of a laboratory
iodine fluidic control and a test setup as well as a comparison of
thruster performances for xenon and iodine have been published
recently by Holste and co-workers.171 Iodine shows similar perfor-
mance values to xenon up to a certain mass flow. At higher mass
flows, the power consumption for maintaining the same extraction
current increases significantly compared to xenon. Global model-
ing, based on the work of Grondein and co-workers,184 reveals that
this increase in power is related to the amplified electronic excitation
of neutral iodine atoms, which are present in the plasma in signifi-
cant quantities due to the dissociation of the iodine molecule [cf.
Fig. 9(c).]

Iodine as a propellant can be considered a good alternative to
xenon for small satellites, since no pressure tank is required, the
reservoir can take on any shape, and the storage volume for the same
amount of propellant atoms is smaller than that for xenon. However,
material issues due to the reactivity of iodine need to be addressed.
Material issues may not play a dominant role in the case of small
satellites as their operating times are short. However, for satellites
that are operated with iodine over a longer period of time, the cor-
rosiveness of the propellant cannot be ignored. An atmosphere of
iodine will build up around the satellite and will be in contact with
the materials used, giving the opportunity of chemical reactions.
For example, mass spectrometric investigations [cf. Fig. 9(d)] of the
extracted ion beam of a RIT operated with iodine as the propellant
reveal that the titanium extraction grids react with iodine, yield-
ing various titanium-iodine compounds as reaction products. Very
likely, the protective oxide layer of the titanium metal is removed
by the ion bombardment during thruster operation, exposing pure
titanium metal to iodine and causing the reaction. A consequence
of this reaction is the formation of a titanium iodide layer inside
the discharge vessel, which in turn negatively affects the rf coupling
efficiency. Similarly, it remains to be seen whether iodine is com-
patible with current neutralizer technology because the thruster and
neutralizer of an EP system should run on the same propellant for
economic reasons and for keeping the room needed on the space-
craft and the dry mass of the system low. This may pose some severe
difficulties in the case of hollow cathodes (cf. Sec. IV B). However,
first experiments at JLU show that rf-neutralizer technology can be
made compatible with iodine as the propellant. Thus, material issues
need to be clarified and will require adaptions of the EP system
design. Besides this kind of intermediate material interaction, which
is mainly an effect of plasma chemistry, there is already a simple
chemical interaction of materials, mainly metals and alloys, by mere
contact with iodine or iodine vapor, which is relevant for the entire
spacecraft (for further details, see also Sec. IV J).

A more general investigation of molecular propellants was
started by Dietz et al.174 using molecules from the class of dia-
mondoids as propellants for a RIT-type thruster.185 These hydro-
carbons sublime into the gas phase at moderate temperatures and,
therefore, do not have to be stored in pressure tanks. The ioniza-
tion energy of adamantane, the lightest of the diamondoids, is only
about 9 eV, and for heavier diamondoids, the ionization energies
are even lower.186 Despite a high stability suggested by their struc-
tural relationship with diamond, a fragmentation of the diamon-
doids occurred in the plasma. However, these deficits may be over-
come by a systematic screening for suitable molecular candidates
combined with their improvement by chemical engineering.174,187

This screening is based on an analysis of the fragmentation and
ionization behavior of a molecule when bombarded by electrons of
defined energy and is referred to as the delayed extraction time-
of-flight (DETOF) method. For this purpose, a small amount of a
potential alternative propellant is vaporized and introduced into a
vacuum system so that a constant gas pressure is established. This
gas target is ionized by means of an electron pulse in a defined
interaction volume, whereby care is taken to ensure that at maxi-
mum, one ion is generated per electron pulse. This ion is acceler-
ated by a high-voltage pulse to a single-particle detector, where it is
detected. If the target density, number of electrons per pulse, inter-
action length, and response probability of the detector are known,
the ionization cross section can be measured quantitatively. The
mass of the fragments can be determined by measuring the time of
flight from the point of origin of the ions until they hit the detector.
The experimental setup is mainly based on the work of Straub and
co-workers.169,188–190

The advantage of this method is that only a small amount of
a possible molecular propellant needs to be analyzed, so there is no
need to synthesize large quantities of the candidate molecule and to
make time-consuming modifications to a test ion engine to obtain
information about its suitability as a propellant. A further advantage
over the use of photons as collision partners is the compact design of
the experiment as well as the independence from large synchrotron
radiation or complex laser sources. However, some inaccuracy must
be accepted when determining the appearance energies, since UV
light sources offer a significantly higher energy resolution.191 If the
DETOF method proves that a material is suitable, i.e., that it can be
ionized with sufficiently high efficiency and only little dissociation
occurs, the effort of testing the candidate molecule as a propellant
in a thruster system will be worthwhile. Figure 10 shows represen-
tative mass spectra of three different molecules obtained by this
method. Starting point of an extensive test series in search of alter-
native propellants, which is currently being carried out at JLU, is
the aforementioned adamantane. Shown here are results obtained
when bombarding adamantane with 15 eV electrons. Clearly visi-
ble are the dominant dissociation channels with masses around 93 u
and 79 u. It should be mentioned that the setup is not optimized for
mass resolution but for detection efficiency, therefore, the fragments
at high mass numbers can only be measured with a resolution that
extends over several proton masses. Similar results obtained under
the same conditions at the same electron energy of the derivative 1-
fluoroadamantane are shown for comparison. Already substituting
one hydrogen atom with a fluorine atom leads to a significant change
of the fragmentation behavior of the molecule at this energy. In addi-
tion to the mother peak at mass 154, another dominant peak appears
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FIG. 10. Strategy for finding suitable alternative molecular propellants, exemplarily shown for adamantane C10H16 and some of its derivatives. The idea is to determine the
ionization efficiency and the dissociation of a molecule by electron impact at different impact energies. This measurement routine is performed for the molecule initially used
as the starting point as well as for its derivatives in order to systematically investigate the effect of chemical modification on the parameters of interest. Shown is the energy-
dependent dissociation of adamantane at different electron energies (small graph) and the dissociation of 1-fluoroadamantane C10H15F for 15 eV and 1-methyladamantane
C11H18 for 15 eV and 30 eV incident electron energy compared to adamantane at 15 eV impact energy (large graphs).

at mass 97 and a significantly smaller contribution at mass 111. Such
a dissociation behavior would initially be considered favorable, since
there are mainly two fragment groups, which makes the plasma not
too complex, similar to an iodine plasma. Unfortunately, however,
all diamondoid derivatives have so far shown a tendency to disso-
ciate into a large number of fragments at higher electron energies,
as shown here exemplarily for 1-methyladamantane for 15 eV and
30 eV electron bombardment. This gives the processes taking place
inside the plasma a high degree of complexity, in particular, as frag-
mentation of the fragments may also occur. Thus, the density of both
the neutral particles and the ions is difficult to control in such a
plasma, making stable extraction challenging. In addition, deposits
may form on the inner surface of the discharge vessel, e.g., in case

of adamantane, amorphous carbon is deposited. If the deposited
material is conducting, the layer thickness will increase over time.
This will deteriorate the coupling between rf coil and plasma and
increase the risk of deposits between the screen and the acceleration
grid, which may lead to short circuits. Furthermore, in case of barely
conductive layers, charging effects may occur, which may result in
charge eruption, e.g., between the grids and distort the stability of
the thruster’s discharge. Despite the challenges described above with
the molecules tested so far, this systematic screening approach is a
promising way forward. Currently ongoing investigations of heav-
ier diamondoids are intended to test the hypothesis whether heavier
molecules, in general, are more stable at electron energies up to a
few tens of electronvolts. The electron-energy-selective analysis is
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motivated by the assumption that the distribution of electron ener-
gies in the plasma is given by a Maxwell-Boltzmann distribution.
Typically, the corresponding electron temperature Te is in the range
of a few electronvolts, but the high-energy tail of this distribution can
contribute significantly to dissociation. In conclusion, taking into
account that none of the chemical elements is the perfect atomic
propellant in terms of the desired properties such as low ioniza-
tion energy, high ionization cross section, high atomic mass, and
availability the chemically designed molecules may provide inter-
esting alternatives in the future, in particular, if the challenge of
fragmentation may be overcome.

Due to the increasing number of small satellites in LEO, there
might be an increasing demand for ion thrusters, which refuel their
propellant reservoir exploiting the residual atmosphere. Such a pos-
sibility of refueling will increase the operating time of these satellites,
which may even have a positive effect on the space debris issue.
It may also give access to the altitude range between 120 km and
300 km, which is accessible neither with balloons or aircrafts as
the particle density in this region of the atmosphere is too low for
these vehicles to operate nor with satellites (only for a short mis-
sion duration) as the drag force caused by the residual atmosphere
is very high.192 The idea is to collect residual gas, which causes the
drag force on the satellite, to compress it and to use it for thruster
operation. This approach offers new possibilities for satellite opera-
tion in LEO. The atmosphere in LEO is mainly composed of nitro-
gen and oxygen. Therefore, this concept is known as air-breathing
or residual atmosphere electric propulsion (RAM-EP). The viabil-
ity of this method can be demonstrated in a back of an envelope
fashion.

First, we will estimate whether the atmospheric pressure expe-
rienced by the moving spacecraft as static pressure is compara-
ble to that inside a discharge vessel, i.e., whether further active
compression is required in order to reach static pressures suit-
able for thruster operation. For simplicity, we assume that the
residual atmosphere consists of a 1:1 mixture of molecular nitro-
gen and oxygen. The mixture possesses a mean molecular mass of
30 g/mol. Assuming that the satellite has an orbiting velocity of
7800 m/s, additional atmospheric random movement is negligible.
The particle density of the residual atmosphere is then about 1016

molecules per m3. The maximum achievable static pressure pstat
inside the thruster vessel is given by the dynamic pressure pdyn aris-
ing from to the relative movement between the spacecraft and the
atmosphere,

pstat ≤ pdyn = 1
2
ρv2. (20)

At best, one obtains pstat = 0.015 Pa. This pressure value is almost in
agreement with the neutral gas pressure pthrust required for operating
a larger ion thruster such as a RIT-2X and more than one tenth of the
neutral gas pressure required for operating a RIT-μX. Thus, active
compression of the collected gas is necessary in the case of smaller
ion thrusters on the basis of atmospheric fuel intake only. However,
achieving a compression factor f comp between 1 and 10 should be
technologically feasible.

Second, we will estimate whether the thrust T that can be gen-
erated by the collected atmospheric propellant is sufficient to over-
come the atmospheric drag force D experienced by the satellite. The

latter is given by

D = 1
2
ρcDAv2, (21)

where cD is the drag coefficient, A = 1 m2 is the effective satellite area,
ρ is the mass density, and v is the velocity of the medium with respect
to the satellite, i.e., the orbiting velocity of the satellite. According to
Jackson and Marshall, a typical value for the drag coefficient of a
satellite is cD = 2.2.192,193 Under these assumptions, the drag force is
about 33 mN. Assuming further that the accelerating voltage U of
the thruster is 1000 V, the thrust (in mN) necessary to compensate
the drag D can be written as

T [mN] =
√

2M
e

Ib ⋅
√

U = 0.775 ⋅ Ib

[A] ⋅
√

U. (22)

A compensation of drag force D by the thrust T requires a beam cur-
rent of Ib = 1.4 A, which corresponds to a particle current of ∼8 ⋅ 1018

of singly charged exhausted particles per second. Assuming that the
collection area corresponds to A and a compression factor f comp
= 10, the neutral particle current in the thruster is Ineutral = Af compρv
≈ 8 ⋅ 1020 particles per second. A typical value of the degree of ioniza-
tion of the low-temperature plasma inside the thruster vessel is about
1%; thus, a compensation of the drag D by the generated thrust T
based on the collected atmospheric propellant will be possible if the
efficiency of collecting particles from the residual atmosphere is suf-
ficiently high and if sufficient electrical power is available. In other
words, the RAM-EP concept is viable.

Of course, these assumptions are only a rough estimate and
there may be conditions where the mass intake is not sufficient
to operate a thruster.194 More realistic calculations must take into
account additional effects such as the flow regime or special fea-
tures of the atmospheric density distribution. For example, there are
strong density fluctuations in the Earth’s atmosphere in dependence
on the solar activity. Furthermore, ionization efficiencies inside the
plasma as well as aspects of material compatibility have to be con-
sidered in more detail on the system level. For example, hollow
cathodes based on BaO are not suitable for operation in oxygen-
rich environments. The RAM-EP concept occupies a small niche
in the field of electric space propulsion. Publications are mainly
found in the gray literature.195–197 Nevertheless, some concepts seem
to be pursued at least by JAXA and ESA. JAXA uses an ECR
ion thruster and an intake with reflectors and honeycomb struc-
ture to prevent backflow of the trapped gas particles, yielding an
inlet pressure of 0.5 Pa. The power requirement for an orbit at
170 km height is almost 5 kW.195 ESA has carried out a feasibil-
ity study on RAM-EP and defined a potential roadmap for it.196

Andreussi et al. from SITAEL have designed and tested with the sup-
port of ESA a RAM-EP system based on a double stage Hall effect
thruster combined with an effective intake/collector assembly.198

Test results are reported to be in line with the assumptions and have
proven the functionality of RAM-EP on a sophisticated technology
level.

It should be noted that the RAM-EP concept is not restricted
to the Earth’s atmosphere. It may also become of major interest for
refueling thruster systems on interplanetary missions, e.g., on a Mars
mission for refueling with CO2/N2 from the Mars’ atmosphere.199

Somewhat similar is the idea of employing a minor fraction of
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chemical propellant LH2/LOX or splitting H2O, i.e., H2 and O2 as
propellants in an EP system, e.g., running the thruster on O2 and a
hollow cathode on H2.200–204 Using H2O in a wider sense on a satel-
lite can be very promising. On the one hand, water can be split into
H2 and O2 using excess energy from the solar panels, and on the
other hand, it may be used in a fuel cell to generate additional elec-
tric energy, when the electric energy output of the solar panels is low.
Furthermore, a fraction of the water may be used as the propellant.
Thus, a high degree of flexibility is gained in terms of energy and
thrust management.

Finally, there is the group of solid metal propellants that we
will briefly discuss. Here, magnesium, zinc, and bismuth, in particu-
lar, are considered suitable candidates for ion thrusters and indium
is being used in FEEPs. In particular, the first two candidates are
characterized by their easy availability and their non-toxicity. Due
to their low atomic weight, they can be used to achieve high specific
impulses, which is particularly interesting for Hall engines. Szabo
et al. have demonstrated stable operating conditions for magnesium
and zinc in a Hall engine.205 The low atomic masses, i.e., high specific
impulses at the usual 300 V anode voltage, have a positive influ-
ence on erosion rates. Equivalent specific impulses with xenon could
only be achieved with high anode voltages (700 V and more), which
may result in high erosion rates in the discharge channel. Another
advantage of magnesium is that in the regolith of Mars and the
Moon, larger amounts (∼8%–10%) of magnesium can be found in
the form of MgO, from which magnesium can be obtained quite
easily, which would then be available as a propellant. In addition,
the oxygen released in the process may be used as the propellant for
thrusters, which are based on the RAM-EP concept. In contrast to
these two light alternatives, bismuth has a high atomic weight but a
very low vapor pressure. In order to provide sufficient propellant for
operating the thruster, propellant temperatures of more than 700 ○C
are necessary, which makes the development and manufacture of a
mass flow control system more difficult.179 It is worth noting that
mercury has been used as a propellant in the early days of EP.206

Despite its toxicity, it is considered again as a suitable propellant
for small satellites of LEO formations, raising major environmental
concerns.207 From the point of view of the required EP test facil-
ities, these condensable metallic substances have advantages with
regard to the pumping capacities required, since they are pumped off
efficiently by condensation on almost any cold surface. Therefore,
inexpensive cryogenic pumping systems can be used, which signif-
icantly reduces operating costs. The main disadvantage in terms of
test facilities is, however, that these substances may be distributed
throughout the entire vacuum chamber, where they can possibly
lead to undesired material interactions, e.g., with the diagnostics
systems.

B. Neutralizer technology
The conventional established ion thrusters such as the HETs

and the GIEs require electron sources for neutralizing the posi-
tive ion beams that generate the thrust. In the case of HETs and
HEMPTs, the electrons from these cathodes are even essential for
the operation of the thruster itself. The discussion in Sec. IV A
has already demonstrated that using an alternative propellant in a
thruster will also require an adoption of the corresponding neu-
tralizer system as the same propellant should be used for both the

thruster and neutralizer for various technical and economic rea-
sons. In the case of high thrusts, i.e., high ion currents in the range
of a few amperes, which need to be compensated, hollow cathode
neutralizer technology is currently the only choice. In the case of
somewhat lower thrusts in the range of a few hundred milliamperes,
rf-neutralizers may be an alternative. The working principle of the
latter is somewhat similar to that of a RIT; only the electrons are
extracted from the propellant plasma instead of ions.208 Obviously,
the electrode design will differ considerably. Going to even smaller
systems, i.e., real miniaturized thrusters, both neutralizer schemes
will fail as the challenges of miniaturization and also space-saving
integration cannot be overcome. In this section, we will mainly focus
on issues related to hollow cathode technology, and other develop-
ments in neutralizer technology, i.e., thruster systems with inherent
neutralization, are addressed in Secs. IV C and IV F.

The insert material of a hollow cathode emits electrons by
thermionic emission basically following the Richardson–Dushman
equation

J = A ⋅ T2 ⋅ exp(− eϕ
kBT
), (23)

where J is the current density, T is the temperature of the insert,
e is the elementary charge, ϕ is the work function of the material,
and A is a material constant. Applying electric fields further reduces
the work function due to the Schottky effect. A low work function
severely increases the emitted current at a given temperature. Estab-
lished technologies rely on the already mentioned materials BaO–W
and LaB6.

The electride material C12A7:e− is currently considered a
promising candidate for an insert material, in particular, due to pre-
liminary reports of an ultra-low work function of 0.6 eV.209 Such a
low work function would reduce the temperature of the insert mate-
rial required for operating the neutralizer to values below 1000 K.
This should reduce the thermal stress on the hollow cathode system
considerably. C12A7 stands for the ceramic Ca12Al14O33, which is
synonym for the quasi-binary compound 12CaO⋅7Al2O3 also known
as mayenite. Lacerda and co-workers first reported on the high ionic
conductivity of the material in 1988.210 The material itself has so far
been studied mainly for its unique crystal structure and the resulting
properties.211 It has a positively charged lattice framework, where
one unit cell is made out of 12 cages, incorporating two unbound
O2− ions in two central cage positions in order to maintain charge
neutrality. The ionic conductivity is caused by these weakly bound
oxygen ions O2−. A large number of investigations dealt with the
transformation of the mayenite material into the electride phase
where the two weakly bound oxygen ions O2− per unit cell are
replaced by four electrons e− under strongly reducing conditions.212

The transition C12A7:2O2− to C12A7:4e− is accompanied by a color
change from almost colorless mayenite to black electride.213 This
color change reflects the change from the ionic hopping conductivity
of the O2− ions to a metal-like conductivity of the electrons substi-
tuting the O2− ions.214 The theoretical maximum electron density is
Ne = 2.3 × 1021 cm−3.

To optimize the electride material as an insert material for hol-
low cathodes, it is necessary to reliably assess the material’s elec-
tronic and structural properties, in particular, to verify Ne of the
electride samples. Different methods of verification were described
by Yoshizumi.214 Kim and co-workers used Raman spectroscopy to
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assess Ne. This method is advantageous since it is non-invasive and
quick as no sample preparation is required.215 The work function
ϕ can be determined by the method reported by Matsuishi et al.209

A corresponding setup built at JLU for this purpose is described in
the work of Reitemeyer and co-workers.216 Recent measurements at
JLU and other institutions have raised doubts concerning the ultra-
low work function. Measurements yielded work functions in the
range of BaO–W and LaB6 for the electride material provided by
Advanced Thermal Devices (ATD) and Fraunhofer IKTS. Further
investigations are required to clarify this issue. Another challenge to
overcome is the low thermal conductivity of the electride material.
Excess heat input into the electride may lead to structural destruc-
tion, i.e., means of efficient heat dissipation from the material into
the environment need to established in corresponding devices. The
use of a heat sink217 metallic coating on the outer surface of electride
hollow cathodes or employing thin films of electride material is the
first attempt in this direction. Improving the material properties by
substitution offers additional possibilities of optimization. A major
advantage that makes the investigation of this material worthwhile
is its anticipated chemical inertness to many alternative propellants,
in particular, iodine.

C. Neutralizer-free technology
The development of neutralizer-free thrusters is sufficiently

motivated by the challenges arising from the use of hollow cath-
odes for neutralization. Neutralizer failure is one of the main rea-
sons for the failure of conventional EP systems on satellites.218 In
addition, with regard to small satellites, sufficient down-scalability
cannot be achieved, i.e., these systems operate with low efficiency
when miniaturized and therefore do not meet the low power
requirements.

A simple concept of a cathodeless thruster has been suggested
by Blackhall and Khachan.219 They investigated an asymmetric hol-
low cathode with a hydrogen glow discharge inside providing a col-
limated plume of high velocity neutrals with a specific impulse of
about 3 × 104 s. The high amount of neutrals is caused by charge-
exchange collisions between protons and neutrals. A thrust of 1 mN
for 1 kW input power was estimated, yielding a power-to-thrust of
1000 W/mN. The hydrogen mass flow was 45 SCCM (66.9 μg s−1).
Compared with the power-to-thrust ratio of a RIT, which is about
25 W/mN for large (RIT-10 and larger) and about 100 W/mN for
miniaturized versions (e.g., RIT-2.5), the thrust efficiency is very
low. The same applies to the mass efficiency of the cathodeless
thruster. Nevertheless, this concept captivates by its simplicity.

Boswell and Charles followed a somewhat similar approach
with their Pocket Rocket, using a capacitively driven rf microdis-
charge and jet expansion through a tube to increase the specific
impulse of the emitted neutral gas.220,221 The Pocket Rocket uses
argon as the propellant and is driven with 13.56 MHz voltages. The
dominant heating process is caused by ion-neutral collisions. Mitic
and co-workers from JLU have studied the influence of the excita-
tion frequency on discharge parameters using a comparable low-
pressure argon plasma source with a hybrid surface/jet geometry.222

The glassy discharge vessel has a conical shaped body (20 mm base
diameter and height) with an outgoing cylindrical tube of 40 mm
length (inner diameter of 4 mm and thickness of 2 mm). The sys-
tem possesses two electrodes. Possible excitation frequencies are

31 kHz and 13.56 MHz, and peak-to-peak voltages are 2 kV–12 kV.
One electrode is located outside the conical base, and the other sur-
rounds the tube and can be varied in position. The thruster was
operated in three different voltage modes—only kHz, mixed kHz
+ rf, and only rf. Phase resolved optical emission and laser absorp-
tion spectroscopy showed similar behavior in the singly kHz and rf
driven modes (1.4 eV–3.3 eV electron temperature, electron den-
sity variations by two orders of magnitude), while the mixed mode
showed only small variations in plasma parameters with an inter-
mediate electron temperature (2.2 eV). This interesting result indi-
cates that the frequency of operation may play an important role in
compromising between costs and performance, especially since fre-
quency generators in the low frequency range are simpler in their
design.

Another possibility of generating thrust with the help of EP
without a neutralizer is to accelerate the entire plasma. Three con-
cepts appear promising here: the magnetoplasmadynamic thruster
(MPDT), the helicon thruster (HELT), and the ECR thruster
(ECRT). The MPDT and HELT were discussed in detail by
Ahedo.223 Magnetic nozzle expansion in an ECRT was recently sug-
gested by Cannat and co-workers from ONERA.224 They introduced
an electrodeless ECR plasma thruster with coaxial geometry, pro-
viding thrusts in the order of 1 mN with 16% total thruster effi-
ciency [see Eq. (12)] and a specific impulse of about 1000 s using
xenon as the propellant. Figure 11 shows the coaxial thruster design
together with an ion beam profile and ion energy measurement.
A test campaign of a low-power version of such an ECRT was
carried out in the JUMBO space simulation facility at JLU. The
goal of this campaign was the analysis of thruster performance
parameters (thrust, plasma potential, ion energy, and beam struc-
ture) as a function of residual gas pressure. The JUMBO facility
(diameter of 2.6 m and length of 5.5 m) provides pumping speeds
for Xe in the order of 150 000 l s−1 and base pressures below
2.0 × 10−7 mbar. Thrust measurements were performed using a
double-armed inverted pendulum thrust balance with sub-mN res-
olution. It employs an interferometer for optical measurements of
the balance displacement, voice coil actuators driven by a PID-
controller for compensating the thrust, and a passive eddy current
break for sensitivity adaptation. The background pressure inside the
vacuum chamber was adjusted by injecting a well-defined xenon
mass flow. The ECRT provides ion energies of about 288 eV. The
energy measurement was carried out with a parallel-plate analyzer
(PPA). The inlet opening of the PPA has been aligned with the
symmetry axis of the thruster. The ion beam divergence angle (half
angle) is about 31.45○ and mainly determined by the diverging field
of the magnetic nozzle. The results from the residual Xe pressure
measurements are shown in Fig. 11. Both the thrust and the thruster
potential increase when the residual gas pressure decreases. Thrust
measurements at ONERA and JLU show the same trend but show
an offset to each other, which may be caused by different residual
gas distributions inside the vacuum facilities. These facility effects
are known in the community but not sufficiently investigated yet.225

Mainly engines with open structures are susceptible to these effects
(e.g., HETs) and less so the GIEs because they exhibit a mechan-
ical barrier for gas backflow into the plasma. The facility effect of
the ECR thruster is less pronounced in the measurements of the
thruster potential. More about handling facility effects can be found
in Secs. IV D and IV E.
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FIG. 11. (a) Ion beam profiles and (b) ion beam energies have been measured at JLU’s space simulation test facility with an array of 53 Faraday-cups and a parallel-plate
analyzer (PPA) (aligned to the symmetry axis of the thruster) for comparison with previous data from ONERA’s test facility. The investigated ECR thruster was a low-power
version (24 W) using a 2.45 GHz microwave input at 1 SCCM xenon mass flow. Comparison of measurements of (c) thrust and (d) thruster potential of ONERA’s ECR
thruster at two different test facilities. The graphs illustrate that careful diagnostics of the thruster’s properties is indispensable for ensuring its suitability for use in space.
Beam profile measurements allow one to assess the threat to the satellite posed by direct ion impingement. In particular, in the case of a magnetic nozzle, such as the
one used in the ECR thruster, high divergence angles of the plume may arise. Since the ECR thruster does not employ an accelerator electrode, the energy measurement
provides important information about the thruster’s efficiency. Furthermore, thrust measurements are essential for assessing the thruster’s performance. Measuring the
thruster potential provides important information for evaluating thruster simulations. Comparative measurements at different facilities reveal facility effects that need to be
accounted for in order to reliably predict the thruster’s performance in space on the basis of terrestrial testing.

In addition to the ejection of neutral particles or the entire
plasma, there are concepts that separate the process of extracting
positive and negative charges from a plasma in time such as the
PEGASES concept, the NEPTUNE concept, or ambipolar schemes
employed in the case of miniaturized electrospray emitters running
on ionic liquids, discussed in Sec. IV F. The PEGASES concept pro-
vides plasma propulsion using electronegative gases (F, Cl, Br, and
I).226 The rf driven discharge is divided into a plasma core and an
ion–ion region by using a magnetic filter. Electrons are confined to
the core region and cooled by collisions, which increases the effi-
ciency of electron attachment to electronegative neutrals. The filter
is transparent for positive and negative charged ions, which will con-
stitute the ion–ion plasma. When an alternating voltage is applied to
the grid system, particles of both charge signs are extracted alternat-
ingly in time, providing charge neutrality on average. An alternating

grid voltage is also used by the NEPTUNE thruster, providing per-
manent extraction of ions and periodic extraction of electrons from
a rf-biased two-grid system.227 Ion beam energies up to 400 eV have
been demonstrated with the NEPTUNE concept. Due to the alter-
nating emission of ions and electrons, there is no limitation of ion
beam density by the Child–Langmuir law, which is a clear advantage
compared to classical GIEs with an external neutralizer. Neverthe-
less, long-term stability and lifetime have to be demonstrated for
both the PEGASES and NEPTUNE concepts.

D. Modeling
Theoretical modeling of EP systems is an important tool for

understanding the underlying physical processes, on the one hand,
and for accelerating development processes, on the other hand. The
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choice of the model used depends on the question at hand. The
range of models and the underlying assumptions are widespread.
For example, the PIC method can yield understanding at the particle
level, i.e., on the microscopic scale, whereas global models treat the
plasma in a heuristic statistical way. It is inherent to theoretical mod-
els that they approximate a physical system using a mathematical
description based on a set of assumptions. To understand a physical
system and its “true nature,” one needs to combine experiments and
theoretical modeling, in particular, in order to validate the model
and its assumptions against experimental results. Only such a vali-
dation will give a model a predictive power, which can be used to
optimize EP devices and to speed up qualification. While some the-
oretical frameworks can directly derive an analytical solution, the
majority must rely on computer simulations. Typically, numerical
approaches are used to solve real-life problems, as the underlying
mathematical description is usually nonlinear and rather complex.
In this section, we will focus on PIC modeling used for describing
the plasma properties inside RITs or the impact of the plume of an
operating thruster on its test environment.

In general, a plasma is characterized by parameters such as gas
pressure, plasma density, and electron temperature.228 The Debye
length, λD, is the length scale associated with Coulomb shielding
of the plasma, and the Debye number is a parameter given by the
average number of electrons in a Debye sphere, ND = (4/3)πλ3

Dn,
where n is the number density. For ND ≫ 1, collective electrostatic
interactions from all other particles in the Debye sphere dominate
over binary collisions, and such a plasma is called weakly coupled
plasma, whereas a plasma with ND≪ 1 is known as strongly coupled
plasma. Figure 12 shows a variety of plasmas observed in the uni-
verse ranging from the laboratory plasma via atmospheric plasma to
space plasma, according to their plasma parameters. It can be seen
that the plasma states differ in the particle densities, given in Fig. 12
as electron density (which is equal to the ion density) and the elec-
tron temperature (which assuming an equilibrium state yields the
kinetic energy distribution of the electrons as a Maxwell distribu-
tion). Plasmas in ion thrusters are in a somewhat intermediate range
in terms of particle densities and electron temperature and can be
considered as low-temperature plasmas.

Computer simulations of plasmas can be based either on kinetic
or on fluid descriptions.229 Fluid simulations use a magnetohydrody-
namic (MHD) equation, with assumed transport coefficients char-
acterizing macroscopic quantities such as density and temperature.
Such fluid simulations have been employed successfully for the anal-
ysis of Tokamak plasma and ECR ion sources in the past.230,231

In contrast, the kinetic description is more detailed because each
species, i.e., ions, electrons, and neutrals in the plasma, is treated
as a collection of particles with individual positions and veloc-
ities in the presence of an external electromagnetic field. Since
the pioneering work in the 1960s by Dawson and others, involv-
ing few thousand of particles only at that time, the kinetic codes
have evolved and modern codes can treat now 106–1012 parti-
cles using powerful computers.232,233 Kinetic simulation has proved
very successful for solving problems in which particle distribu-
tions deviate from a Maxwellian distribution due to stochastic
heating, wave-particle resonances, or trapping. Another commonly
used approach is the hybrid model in which some species, typi-
cally ions, are described using a kinetic approach and others (elec-
trons) are described using a fluid approach.234–236 In inductively

coupled plasmas at low pressures, when the electron mean free
path is comparable to the lateral dimensions of the discharge ves-
sel, kinetic effects come into play, and the electron distribution
function may become substantially non-Maxwellian.237 Therefore, it
becomes necessary to develop an entirely particle-based simulation
tool for the understanding of plasma properties in such situations,
e.g., those of a propellant plasma inside the discharge vessel of ion
thrusters.

The PIC method is based on calculating the trajectories of the
particles inside the plasma. Thereby, one discretizes the underlying
partial differential equations in time Δt and space Δx. On the latter
grid, the electromagnetic fields are evaluated, whereas the particles
themselves can have any position in space. A single computational
cycle, i.e., time step, of the PIC algorithm comprises the follow-
ing routines: a particle mover, interpolation of charge and current
source terms on the grid, computation of the fields on grid points,
and, finally, interpolation of the fields from the grid to the particle
locations. Two important conditions needed to be satisfied regarding
time step and grid size are

Δt < 2ω−1
pe ,

Δx < 3.4λD,

where ωpe is the plasma frequency.238 Monte Carlo collision (MCC)
methods have been developed to simulate binary collisions, e.g., elas-
tic collisions between charged and neutral particles. In the widely
used binary collision model, particles are grouped according to
their cell locations and then paired randomly, and finally, they
collide.239 Mostly, the collision model uses either a direct Monte
Carlo scheme or a null-collision scheme, which is a little faster.240,241

By including the MCC method in the code, one can account for
important aspects inside the plasma such as the production of new
ions and electrons, energy losses, and heating mechanisms. The
interaction of the ions with electromagnetic forces and with the
neutral gas can be described with the DSMC method for inter-
particle collisions. The DSMC technique is a stochastic particle-
based method for the simulation of rarified gas flow problems devel-
oped by Bird.242 Figure 12(b) shows the ranges of characteristic
plasma parameters where MHD, hybrid, and PIC modeling are
used.

As a typical example, we will discuss the modeling of the plasma
inside a RIT. The modeling can be divided into electromagnetic
field generation, plasma production, multi-species dynamics, and
ion extraction. Some software packages exist, which can be used to
simulate either of these tasks individually or combined to solve the
problem at hand. XPDP1-XOOPIC is a popular PIC open-source
code for devices with plasma confined in the planar, cylindrical,
or spherical geometry.243 Accounting for the external circuit and
the neutral gas interaction is possible in 2D and 3D. COMSOL is
a commercial package that can be used to simulate plasma in a
given ion thruster geometry along with the neutral gas flow.244 Tra-
ditionally codes such as IGUN, IBSimu, and KOBRA3D are used
to design ion extraction systems and beamlet formations.138,140,245

The newly designed dsmcFOAM + software can be used in com-
bination with these packages for the plume simulation of ion
thrusters.152

Typical RF thrusters operate at frequencies in the range from
0.5 MHz to 5 MHz. The electric and magnetic fields are concentrated
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FIG. 12. (a) Different types of plasmas
characterized by temperature and elec-
tron density. (b) Scope of application
of different models. Simulations for the
RIT-1.0 thruster on two different scales
and scenarios. (c) The DSMC simula-
tion of neutral gas density distribution in
the small thruster. (d) Induced plasma
using the given neutral gas densities.
The CAD model depicts the coils, dis-
charge chamber, and extraction grid. (e)
Neutral gas distribution in a large vac-
uum chamber used at the JLU test facil-
ity (P: turbo pump, C: cyrogenic pump,
and T: thruster). The tilted lines down-
stream the plume direction depict the
chevron-type beam dump.

in a thin skin layer at the outer edge of the plasma. The electron tem-
perature Te is not spatially uniform due to the presence of the skin
layer. The highest electron temperature occurs inside the skin layer
next to the wall and drops exponentially toward the center axis of
the cylindrical or semispherical discharge vessel. Nevertheless, the
plasma density n is highest at the center of the discharge.246 Given a
typical plasma density in the order of 1017 m−3, the time step needs
to be in the order of 10−11 s and the grid size as small as 0.1 mm.
Assuming a small thruster (μRIT 1.0) with a diameter of 1 cm or
a volume of about 10−6 m3 requires for a proper description 106

grid points where information on electromagnetic fields along with
charge and current densities has to be stored. Additionally, about 109

particle positions and velocities need to be continuously updated at
every time step for each species. This clearly shows that the exist-
ing packages cannot be used for extensive plasma simulations on
desktop computers unless significant simplifications of the plasma
description are made, e.g., in terms of the maximum number of par-
ticles used or spatial resolution of the grid. To overcome such limi-
tations, various research groups have invested in the development of
dedicated particle-based codes to design and optimize ion thrusters
and their components. The RF-plasma simulation and ion extrac-
tion grid lifetime were investigated for gridded ion thrusters.142,248

ISOLDE is a code developed for 3D electromagnetic PIC simula-
tions of the neutralization of the ion thruster beam and of the solar
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wind interaction with the neutralized thruster beam.248 Other PIC
based packages such as oIOM are developed to investigate HEMP
based ion thrusters.249–251 Furthermore, a multiscale modeling of
thruster-plumes using a 3D PIC method was developed252–254 and
the plume simulation using modern graphics processing unit (GPU)
computing has been discussed.255 More recently, additional exten-
sive tools such as Smilei and PICLas have been introduced to sim-
ulate the plasma with multiple ion species along with neutral gas
distribution.256,257

We at JLU designed PlasmaPIC for modeling RITs.258 Apart
from describing inductively coupled plasmas, the code can also be
used for a wide range of low-pressure low-temperature plasmas. It is
an object-oriented code written in C++. PlasmaPIC is a fully three-
dimensional software. It is suitable for describing plasmas in elec-
trostatic as well as electrodynamic fields. A unique characteristic of
PlasmaPIC is the incorporated massive parallelization of all program
routines, which makes the code highly efficient. PlasmaPIC also dis-
tinguishes itself by the possibility of handling arbitrary geometries
confining the particles described, i.e., discharge vessels of various
geometries or test chambers with defined locations of the pumps.
The MCC module within PlasmaPIC assumes a neutral gas of a
known particle density distribution as a background gas. Elastic scat-
tering, excitation, and ionization are considered in electron-neutral
collisions. In the case of ion-neutral collision, only the elastic col-
lisions are accounted for in PlasmaPIC. Assuming a hard-sphere
model, all collisions can be described by a uniform and isotropic
scattering in the center of mass frame. The special but in the context
of GIEs very important type of elastic CEX scattering in ion-neutral
collisions is treated explicitly in PlasmaPIC. Cross sections for the
scattering processes were taken from the plasma simulation tool
Xoopic. For the modeling of an inductively coupled plasma of a RIT,
a common approach is to separate Maxwell equations into an elec-
trostatic and an electrodynamic part. The electrical fields from both
parts are then added following the superposition of fields. Dirichlet
boundary conditions are incorporated at the boundaries.

For the MCC module, a description of the neutral gas distribu-
tion is required. For this purpose, a DSMC module is implemented
into PlasmaPIC. It can describe neutral gas densities in arbitrarily
shaped vessels. Thereby, initially, the neutral gas density is calcu-
lated, and then, the plasma is simulated based on this density. How-
ever, the plasma simulation considers the neutral gas distribution as
constant in time. Thus, it is assumed that the influence of the plasma
on the neutral gas is negligible. If this assumption does not hold, the
neutral gas simulation and the plasma simulation have to be iterated
self-consistently to account for the influence on each other. Using
this technique, neutral gas densities and its influence in vacuum test
facilities can also be calculated.

We performed a simulation of a Xe-plasma inside a RIT-1
using PlasmaPIC on 384 CPU cores over 225 rf-cycles. A realis-
tic neutral gas density of 8.5 ⋅ 1019 m−3 over 45 μs was assumed.
Figure 12(c) shows the neutral gas distribution in the ion thruster
derived using the DSMC module. This gas distribution is then used
as input distribution for MCC module for the calculation of binary
collisions. Figure 12(d) depicts a cut-computer aided design (CAD)
model of the ion thruster along with the RF coils that couple energy
into the plasma. The ion density distribution after a stable plasma
condition is reached is shown inside the plasma vessel. Recently,
a multigrid solver was integrated along with the load balancing

method, which boosts the capacity of the code to simulate even a
RIT-2.5 in a reasonable period of time using available computational
resources.259

It should be noted that PlasmaPIC can also be used to calculate
realistic spatial distributions of the background pressure in vacuum
test facilities with operating thrusters. Figure 12(e) shows the neutral
gas distribution inside the JUMBO vacuum test facility simulated
using the DSMC module alone. Such simulations after validation of
the model are of major interest when extrapolating from thruster
performance in the test facility to that under real space conditions.
The background pressure and the interaction of the plume with the
walls of the test chamber may have a severe impact on the perfor-
mance of the thruster, e.g., higher background pressure between the
grids makes CEX more likely leading to stronger grid erosion or
the back flow of propellant gas into the thruster via the grid raises
the pressure inside the vessel above that expected due to the nomi-
nal mass flow of the propellant (see also the discussion of the ECR
thruster’s performance in Sec. IV C).

E. Test facilities and standardization
The development and qualification of ion engines are linked to

suitable vacuum test facilities. These must provide optimum operat-
ing conditions for the thrusters to be tested in the sense of creating
a working environment as close as possible to that in space. While
off-the-shelf solutions for test facilities, which can be supplied by
commercial suppliers, are often suitable for smaller engines, test
facilities for engine classes with power outputs in the kW range are
typically individual products. To our knowledge, major vacuum sup-
pliers can cover test chambers for thrusters up to the power range of
∼5 kW as individually customized solutions. The costs for such a test
facility represent a major financial hurdle, especially, for SMEs. User
fees can be in the order of several thousand US dollars per test day,
which is justified considering the high operating costs of such sys-
tems. The size of such test facilities scales with the power class of
the engines. Medium-sized test facilities such as the JUMBO facil-
ity at JLU (diameter: 2.6 m, length: 5.5 m, and pumping speed for
xenon: 150 000 l/s) are ideal for engines up to about 5 kW, especially
assuming GIEs. HETs with comparable power can already be above
the limit here, since they exhibit a higher propellant consumption
than GIEs. More powerful engines can be operated in such systems
for short periods of time, but then under poorer vacuum conditions,
making long-term tests impossible as the test conditions deviate too
much from that in space. Due to the high acquisition and mainte-
nance costs of EP test facilities for engines in the high power range,
adequate test facilities are only available in small numbers. Invig-
orito and co-workers provided a list of major test facilities, mainly
located in US, Italy, Germany, The Netherlands, and France.260 In
the following, some general remarks on the requirements for a test
facility and their possible realization shall be made. Three aspects
should be considered as crucial: pumping speed, energy dissipation,
and vacuum quality.

Larger engines (5 kW class) require continuously a certain
amount of propellant (usually xenon), which can easily be in the
range of 50 SCCM–100 SCCM. Based on a working pressure of
better than 1 × 10−5 mbar, a pumping speed of the vacuum sys-
tem of 160 000 l/s would be necessary for a propellant mass flow
of 100 SCCM. It is obvious that this can only be achieved either
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with very large oil diffusion pumps or cryogenic vacuum pumps.
Since oil diffusion pumps produce an unavoidable oil mist in the
vacuum system, it is advisable to rely on cryogenic pumping systems
for vacuum quality. Due to the vapor pressure of xenon, tempera-
tures of the cryogenic surfaces of less than 50 K must be guaranteed.
When designing the cooling surface, care must be taken to ensure
that it is sufficiently large to achieve the required high pumping
speed and that the heat input radiated from the warm part of the
vacuum system and from the thruster can also be sufficiently dissi-
pated by the cold heads. A pre-cooling of the surroundings of the
cryogenic surfaces based on LN2 panels is a possibility to reduce
the heat input but may have a negative influence on the effective
total area for xenon pumping. Another possibility is to shield the
cryogenic surface facing the chamber wall with multiple layers of
Mylar foil. However, the total area available is also reduced here.
When designing these cold surfaces with the aid of simulation tools,
it must be taken into account that the emissivity of the cold sur-
face can change significantly due to freezing of xenon. This goes
along with a severe reduction in the pumping speed depending on
the amount of xenon ice bound to the cold surface and charging
of the Xe ice surface, which may affect the thruster plume and, as
a consequence, also the performance of the thruster. The behavior
is similar to H2O ice.263 This also implies that not only the pump-
ing speed of the pumps employed must be optimized but also their
geometric arrangement inside the vacuum test facility. The geomet-
ric arrangement will also determine the spatial background pressure
distribution within the vacuum facility, in particular, in front of the
thruster. This has a direct impact on the thruster’s performance as it
determines the backflow of the neutral propellant into the thruster
and, in the case of GIEs, also the number of CEX processes occurring
in the space between the grids that are mainly responsible for grid
erosion. Furthermore, the magnitude of the background pressure
will also affect the plume profile due to scattering processes between
expelled ions and neutrals. Thus, plume diagnostics may yield results
that do not directly reflect the behavior in space. It is worth noting
again that PIC modeling, as described in Sec. IV D, may consider-
ably contribute to optimizing test facilities and establishing com-
parability between different facilities. If such an understanding is
obtained and the PIC models are fully validated, the comparison of
experimental test results in a facility with theoretical simulations can
be used directly for extrapolating to the thruster’s performance in
space. This may considerably contribute to speeding up space qual-
ification and lead to shorter development cycles and, thus, a shorter
cradle-to-market time.

In the case of a thruster in the power class of 5 kW and above,
this power is almost exclusively converted into beam power, which
is released in the form of a directed plume of fast charged particles.
When hitting, e.g., the chamber wall or an upstream catcher, mate-
rial will be sputtered and distributed within the chamber volume.
It has turned out to be favorable to use special collection systems,
so called beam dumps, for accommodating the plume energy. Beam
dumps typically possess graphite surfaces, which are water-cooled.
The beam power is converted into heat on the graphite and then
dissipated by the cooling system. The graphite ensures a minimal
sputtering of material due to its low sputter yield. Two possible
implementations of a so-called beam dump are shown in Figs. 13(a)
and 13(b). For the design of the beam dump of the JUMBO facility,
we investigated different types of graphite prior to its construction,

in terms of sputter rates and porosity. However, the differences in
sputter rate were rather small so that the densest material was cho-
sen as it exhibits the smallest effective surface area. This implies that
there are less adatoms on the graphite, which leads to shorter pump-
down times of the system. Due to an inclination of the graphite
panel surfaces relative to the ion beam direction, the sputter yield
is somewhat larger than for perpendicular impingement (see also
Sec. IV J). However, chevron-type arrangement of the graphite pan-
els relative to each other can give the sputtering products a pref-
erential direction toward the area behind the beam dump, where
the sputter products and the propellant atoms can be pumped off
with appropriate pump systems. This chevron-like arrangement of
the graphite panels also avoids the building up of a high propellent
pressure in front of the beam dump, which may affect the plume as
described above.

Sputter products can settle on surfaces in the form of flakes [cf.
Fig. 13(c)] and lead to short circuits or other problems. A detailed
analysis of backsputtering on thruster testing is given by van Noord
and Soulas and with a stronger focus on various beam dump geome-
tries using a DSMC-PIC code by Zheng and co-workers.264,265 In
addition to the vacuum system, the EP test facility provides a number
of typical diagnostic tools for analyzing the thruster or the ion beam.
In the test setup shown in Fig. 13(d), the most important diagnos-
tic tools are integrated on a suitable positioning unit. Beam current
measurements can be performed with the help of a Faraday probe, a
retarding potential analyzer (RPA) gives access to the ion accelerat-
ing potential, and an E × B-probe (Wien filter) measures the velocity
distribution of the ions. Optical instruments facilitate visual inspec-
tion of the thruster; for instance, they allow for an in situ inspection
of erosion effects. A pyrometer and an infrared camera give access
to thruster temperatures, and a thermal probe measures the power
deposition per surface unit. The whole setup was developed in the
framework of the Advanced Electric Propulsion Diagnostics (AEPD)
project funded by ESA as a first step toward standardized diagnostics
tools. In the project, the diagnostics system has been used to charac-
terize two different thrusters (a HET and a GIE) in two different test
facilities and to compare the results in order to assess the suscep-
tibility of the two types of thrusters to facility effects. It turned out
that the GIE is less susceptible to facility effects than the HET, the
reason being the grid system of the GIE. It separates very efficiently
the regions of plasma generation and thrust generation and makes
the plasma generation less prone to interaction of the plume with
the facility walls. More details about the setup and the results of the
test campaign can be found in the publications by Bundesmann and
co-workers.262,266,267

Standardization of test conditions is a hot topic in the EP com-
munity. Test facilities worldwide vary in size, vacuum pumping sys-
tems, beam dumps, and diagnostics used. It is self-evident that mea-
surement methods must be referenced to a common standard, but
certain effects, such as the backsputtering of material or the interac-
tion between the plume and the chamber, cannot be standardized.
Supporting tools such as reliable DSMC and PIC simulations will
turn out helpful but need to be fully validated for this purpose. In
addition, these test facilities must be tailored to their intended use.
Facilities for development tests require a high degree of flexibility.
For this purpose, they must be able to quickly generate a suitable
vacuum and facilitate a quick return to atmospheric pressure in
order to guarantee a high throughput of test articles. Facilities for
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FIG. 13. (a) Pyramidal arrangement of water-cooled graphite surfaces in the JUMBO test facility (diameter: 2.6 m) in Giessen, inclined toward the direction of the jet. (b)
Carbon beam dump in the STG-ET vacuum facility (diameter: 5.0 m) in Gottingen, Germany. The angle of inclination of the surfaces can be adjusted flexibly. In addition, the
surface of the rear part of the system is also lined with graphite on the cylinder barrel, which is particularly advantageous for very divergent ion beams.261 (c) SEM picture
of a witness plate (2 in. silicon wafer) inside the JUMBO test facility behind the thruster after an endurance test of a high power ion engine. (d) AEPD platform developed in
the frame of an ESA project toward standardization of test procedures.262 Reprinted with permission from Bundesmann et al., Eur. Phys. J. D. 70(10), 212 (2016). Copyright
2016 Springer Nature.

lifetime tests must have a low rate of backsputtered particles, i.e., a
very high vacuum quality. Currently, the space agencies worldwide
are still somewhat reluctant to define binding standards for EP test-
ing. As the task of standardization is fully in line with the scope of
the metrology institutes (NIST, PTB, and NPL), they may at least
contribute to solving this issue in the near future. Already today,
there are a number of publications dealing with this subject and
defining useful practices for a number of procedures such as measur-
ing thrusts, measuring pressures, calculating pumping speeds, flow
control, and various types of diagnostics.268–274

F. Miniaturization
There are several driving forces behind the miniaturization

of propulsion systems and, consequently, different approaches to
miniaturization (cf. Fig. 14), all covered by the loosely defined term

micropropulsion. We will concentrate on miniaturized EP in the
following and omit the miniaturization of single components (e.g.,
valves, sensors, or actuators) of otherwise conventionally scaled EP
systems.275

● As satellites in the 100 kg class become more common,
especially as parts of megaconstellations, smaller variants of
established propulsion systems are needed.279

● Science missions that require very precise thrust control,
low thrust noise, and small impulse bits, e.g., LISA-like
missions280 or gravity missions such as NGGM, may also
find their needs met by scaled-down variants of existing
propulsion systems such as RITs.281,282

● For satellites of the 1 kg class, such as CubeSats,283,284 the
scaling-down of existing systems may be insufficient. One
can either use systems that are inherently small or systems
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FIG. 14. Areas and concepts of electric
space propulsion miniaturization, with
emphasis on the fields covered in this
paper, and selected examples of com-
mercially available miniaturized propul-
sion systems. The labels 1 cm–10 μm
denote the sizes of the individual emit-
ters employed. Images from ENPUL-

SION,276 BUSEK,277 and ArianeGroup278

used with permission.

that scale favorably upon miniaturization. In the latter case,
which we shall consider micropropulsion in the narrower
sense, methods from the technology of microelectrome-
chanical systems (MEMSs), which in turn were derived
from microelectronics fabrication technologies, are used to
fabricate very small emitters (microemitters), from which
thrusters of an appropriate thrust level are then constructed
by assembly of a sufficiently high number of microthrusters
into arrays. This approach is known as “scaling-up by
numbering-up.”

FEEP or electrospray propulsion is a concept that is well suited for
the scaling-up by the numbering-up approach. The propellant, liq-
uid metal in the case of FEEP or an ionic liquid in the case of elec-
trospray emitters (also known as colloid emitters), is drawn from the
reservoir by electrostatic forces. An electric field applied between the
extraction electrode and the propellant [cf. Fig. 15(a)] leads to the
formation of a Taylor cone at the orifice of the propellant feed line,
and in the resulting strong local electric field, droplets or, ideally,
ions are extracted from the propellant and accelerated by the extrac-
tion voltage, delivering thrust. More complex ion optics, involving
several electrodes at different potentials, are possible. In MEMS tech-
nology, the extraction electrode does not have to be an external one,

since it is possible to integrate the extraction electrode by methods
such as lithography, evaporation coating, and electroforming.285

A few words on the scalability of other conventional ion
thruster concepts in comparison to the FEEP concept seem appro-
priate here, i.e., the HET, the GIE, the HEMPT, or the ECR concepts
introduced in Sec. III A. All concepts including the FEEP concept
have in common that ions are generated in a medium and then accel-
erated by an electrostatic field in order to generate thrust. In the case
of the HET or GIE, the medium is a low-temperature plasma more
or less confined in a vessel from which the ions are extracted. In
particular, in the case of GIEs, the zones of plasma generation and
ion acceleration are clearly separated. The corresponding separating
boundary is somewhat washed out in HET, HEMPT, and cathode-
less ECR thrusters. Equation (14) has already addressed aspects of
the scaling of RITs. It is found that with the decrease in radius R
of the plasma vessel, keeping up a plasma becomes inherently more
difficult. The reasons are manifold and basically two effects stand
out: First, the mean-free path of the electrons between elastic scat-
tering events has to be considerably shorter than the diameter 2R of
the plasma vessel, which is hard to fulfill on miniaturization. Second,
energy losses due to the interactions of the electrons and ions with
the walls of the plasma vessel increase on miniaturization. Assum-
ing a dominance of the surface losses, one may crudely say that the
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FIG. 15. (a) Schematic drawing of an
electrospray emitter and the test setup
for its electrical characterization, includ-
ing a switchable gate for time-of-flight
(ToF) measurements. Note the active
propellant feed system driven by a con-
trolled nitrogen pressure in the ionic liq-
uid storage vacuum tank on the left hand
side. (b) Process flow with stacked lay-
ers made by planar photolithography for
the integrated fabrication of the capillary
layer and spacer (extraction electrode
support) layer, and SEM micrograph of a
structure made this way. (c) Single emit-
ter prepared by stacked plasma technol-
ogy. (d) Illustration of the principle of two-
photon microlithography. (e) SU-8 ”vol-
cano type” microemitter structure written
using two-photon microlithography with a
Nanoscribe PPGT in galvo mode.

efficiency is inversely proportional to the surface-to-volume ratio.
Thus, if R is scaled by a factor α, the efficiency also scales with α.
Considering that miniaturization implies changing the thruster sizes
from the mm to the μm-scale, i.e., by several orders of magnitude,
the RIT concept is not miniaturizable. Similar considerations hold
for HET, HEMPT, ECR, and all other thrusters relying on a plasma
confined by walls for ion generation. In contrast, ions in the FEEP
concept are extracted out of the Taylor cone formed in the polarized
liquid propellant. In particular, the voltage Uext, where extraction of
charged droplets and finally ions out of the Taylor cone occurs, scales

with the radius R of the capillary and the distance d of the extraction
electrode as follows:286

Uext ∝
√

R ln( d
R
). (24)

It is reasonable to assume that d and R scale with the same scaling
factor α on miniaturization, and the ion current density extracted at
Uext is independent of α. Noting that the same current I is realized
by scaling the number of emitters N ∝ α−2, one finds that the power
P = UextI required for extracting the ion current I scales with

√
α,
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and thus, the efficiency favorably scales with α−1/2. In addition, the
FEEP concept is ideal for “scaling up by numbering up” due to
the compactness of a single emitter, which is nothing but a simple
capillary filled with liquid propellant (i.e., an integrated propellant
reservoir) and an extraction electrode.

A key engineering challenge in achieving stable operations both
for FEEP with liquid metal ion sources (LMISs) and for electrospray
with ionic liquid ion sources (ILISs) is to provide for a sufficiently
high fluidic resistance that the propellant experiences between the
reservoir and the extraction orifice.287,288 Since this is rather diffi-
cult to realize with externally wetted electrodes and difficult with
internally wetted electrodes (see below), the first commercially suc-
cessful thrusters were based on porous emitter materials, brought
into shape by conventional machining techniques. Prominent exam-
ples for LMISs are the crown emitters from ENPULSION (Austria),276,289

which use liquid indium as the propellant, and ILIS propulsion sys-
tems have been brought to the space market by BUSEK

277 (US). For
ILIS systems, the activities of Alta in Europe with its Slit-FEEP sys-
tem should also be mentioned.290 It should be noted that the former
still requires conventional neutralizer technology because only pos-
itive metal ions can be extracted from the liquid metal. In contrast,
the ionic liquid consists of both anions and cations. Thus, neutraliza-
tion when operating a field emission thruster with ionic liquids can
be done in the so-called ambipolar mode. Two ways may be antici-
pated. Dependent on the grounding scheme, emitters with positive
and negative polarity may operate in parallel, or the polarity of the
individual emitter may be reversed repeatedly. In any case, this not
only prevents the decomposition of the ionic liquid but most impor-
tantly eliminates the need for a separate neutralizer that unipolar EP
always requires. Since neutralizers add to the complexity of the sys-
tem and consume energy, while not delivering thrust, ionic liquid
electrospray with a suitably chosen ionic liquid may have a com-
petitive advantage in overall energy consumption, in particular, as
both extracted anions and cations significantly contribute to the total
thrust.

The fabrication of internally wetted ILIS emitters has been
demonstrated by a number of institutions, such as MIT291,292 in
the US or the MicroThrust consortium287 in Europe. These emit-
ters were usually fabricated using methods and materials from
silicon-based MEMS technologies, namely, photolithography, thin
film deposition processes, and anisotropic etching of silicon by var-
ious methods. Silicon technology has the potential for a very large
packing density of up to 4 × 106 microemitters/cm2.293 At such small
geometric dimensions, however, the aspect ratio of the fluid-bearing
structures is rather limited, and hence, it is difficult to achieve a
sufficiently high fluidic resistance.

As an alternative to the silicon technology approach, the fabri-
cation of microemitters from photostructurable polymers by con-
ventional (planar) photolithograph has been demonstrated.285,294

The epoxy polymer SU-8295,296 is a good candidate for such a process
since it is very stable under harsh conditions that can be expected
in space. SU-8 is a negative tone resist, that is, the exposed por-
tions cross-link and remain after a development step. By combining
multiple resist coating and exposure steps with a single final develop-
ment step,297 it is possible to stack SU-8 layers, although no undercut
structures can be fabricated by this method.

Figures 15(b) and 15(c) show the process flow for fabricat-
ing a stacked layer electrospray emitter and a scanning electron

micrograph (SEM) of a structure realized this way, respectively. The
accuracy of the positioning is given by the overlay precision of the
mask aligner used for the photolithographic steps and is in the order
of very few micrometers. When a third resist coating and an expo-
sure step are included, the stacked layer technique can, for example,
be used to create an extra trench between the propellant feed cap-
illary and the surrounding extraction electrode support structures.
Such a trench should mitigate the problem of unwanted wetting of
the SU-8 surface by the ionic liquid,285 which can lead to failure of
individual microemitters or, if electrical shorts are created, even to
the destruction of emitters. Another way of mitigating wetting is a
treatment of the surface by sputter coating with PTFE or by covering
it with a hydrophobic nanoparticle layer.285

An active propellant feed system, as depicted in Fig. 15(a), is
essential for achieving emission from devices made by stacked planar
photolithography.298 The results on the DC characterization as well
as on the characterization of the emission by time-of-flight (ToF)
methods have been reported previously.299

The concept of realizing the core components of the elec-
trospray emitters in an all-photolithography technique is even
more powerful when employing two-photon lithography,300 a
3D microlithography (even sub-micrometer lithography) method,
instead of planar lithography.301,302 The principle of two-photon
lithography is illustrated in Fig. 15(d). A femtosecond laser with
a wavelength of about 800 nm is used as photon source in the
two-photon lithography apparatus. The laser beam is focused inside
the resist layer using an inverted microscope system. Single-photon
absorption cannot occur in the resist material, but two-photon
absorption is possible. If the number of two-photon absorption pro-
cesses that have occurred in a particular spot of the resist is above
a certain threshold, the photochemical reaction of the resist is trig-
gered. The probability of the two-photon process to occur is highest
in the focus of the laser spot. Thus, the laser spot in conjunction
with the dwell time at a certain position defines the volume element
(voxel) where the resist is converted by the photochemical reaction.
The lateral size of the voxel can be on the order of or less than the
wavelength of the laser light, depending on the specific configura-
tion. In the vertical dimension, the voxel extends over a distance on
the order of a micrometer or a few micrometers. The laser focus can
be scanned through a resist film or a resist puddle on a substrate to
write micro- or even nanostructures. Two-photon lithography as a
serial writing technique is thus inherently slower than planar pho-
tolithography but is free of the restrictions of planar lithography and
may yield almost any shape in three dimensions.

The second generation of the two-photon lithography appa-
ratus provides fast scanning of the laser beam by means of galvo
mirrors in the microscope light path (“galvo mode”). This scan-
ning method has cut the time needed to write structures by about
two orders of magnitude compared to the first generation of instru-
mentation where scanning of the laser focus through the resist was
achieved by moving the sample by means of piezoactuators. Sev-
eral hours for writing a single emitter demonstrator structure have
become a few minutes now.303 As an example, the bottom image
of Fig. 15(e) shows a microemitter. This structure was written in
about four hours in galvo mode including a 4 × 4 mm2 base plate
for mounting in the test setup.

The structure depicted in Fig. 15 was written in the “air gap”
configuration into SU-8 resist on silicon dies pre-coated (before
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dicing) with SU-8 resist. This configuration is marketed by Nano-
scribe as the maskless lithography process, intended as a two-
dimensional direct write laser method. However, it is also well
suited for the creation of three-dimensional microemitter struc-
tures. We also chose SU-8 as resist material in the 3D lithography
because of its robustness against harsh environments such as high-
energy radiation in space. SU-8 is very suitable for high aspect ratio
microlithography but was originally designed for 2D lithography.
Thus, it remains to be seen whether it offers the same stability of
the structures obtained by 3D lithography than more specialized
resists. In any case, the high degree of design freedom offered by
two-photon microlithography in combination with the prospect of
high aspect ratios may be the key to tailoring the fluidic structures
of the emitter in order to achieve sufficiently high fluidic resistance,
which is mandatory for stable operation of FEEP (see also Fig. 14).
The optimization of processing, trading-off resolution, and surface
quality against writing speed, among others, is the subject of ongoing
development work.

G. Space electronics
The functioning and quality of an EP system depend to a large

degree on its specialized electronics. In particular, such space elec-
tronics needs to be reliable and power efficient to the extreme as
maintenance is not possible in space and the power available for
specific tasks on the satellite, such as running a thruster, is more
restricted than in the case of terrestrial applications. The heart of
the electronics of an EP system is the so-called power-control unit
(PCU), which distributes power to the ion thruster module. Typ-
ically, the PCU comprises a number of DC–DC converters, e.g.,
for low voltage (LV) and high voltage (HV) supplies of the grid
system in the case of GIES, as well as DC–AC inverters, e.g., for
rf-generation in the case of RITs or the AC power bus. Digital con-
trol electronics is based on μ-controllers and/or field-programmable
gate arrays (FPGAs). The PCU hosts the application software and
performs thrust control as well as monitoring and failure detection
functions.304

Details of the layout of the electronics required depend on
the thruster type. For example, small DC input voltages (28 V up
to 100 V) need to be converted into medium DC output voltages
(300 V) in the case of HETs for ionization and acceleration of the
ions.305 In the case of GIEs, two DC–DC converters for PHV (about
2 kV) and NHV (typically below |−500| V) are needed for extraction
of the ion plume. In addition, RITs require also a suitable RFG for
supplying an AC-voltage in the range between 500 kHz and 5 MHz
to ionize the propellant. The AC-voltage is provided as the output of
a DC–AC inverter. In the following, we discuss the design and con-
trol of DC–DC and DC-AC converters used for ion engines. In this
context, we will focus on concepts employing MOS-transistors for
achieving high efficiency. This is crucial for two reasons: first, the
power output of solar cells and batteries on the satellite is limited
and, second, power loss at the converter stage complicates thermal
management.

In the case of the RFG, the MOS-transistors of the DC–AC con-
verter operate as ON/OFF switches and are periodically turned on
and off within a switching cycle TS. The value, size, and weight of
passive filter components (inductors and capacitors) decrease with
the increase in switching frequency f S. From this vantage point, high

switching frequencies are advantageous. On the other hand, due to
the fixed energy cost per switching cycle, power loss will linearly rise
with f S and therefore decrease converter efficiency. In order to mini-
mize the size of passive components while at the same time avoiding
high switching losses, soft switching techniques [zero voltage switch-
ing (ZVS) and zero current switching (ZCS)] are applied. In case of
ZVS, transistor turn-on is performed, while the voltage across the
switch is equal to zero. Turn-off is referred to as ZCS if the transistor
current is zero at the switching instant. Compared to conventional
pulse width modulation techniques, soft switching requires more
advanced control strategies.

Due to its high output frequency in the lower MHz range, the
RFG is realized as a resonant circuit inverter based on either a half-
bridge or a full-bridge design given in the insets of Figs. 16(a) and
16(c), respectively. In the case of a full-bridge RFG, T1, T4 and T2,
T3, respectively, are turned on/off simultaneously [Fig. 16(b)]. For
a half-bridge design, T1 and T2 are turned on alternately for half a
switching cycle, connecting vH1 to either vin or ground [Fig. 16(c)].
Hence, vout is a pulsed voltage for a half-bridge design but a pure AC
voltage for a full-bridge RFG,

half-bridge RFG: vout,HB = vH1 , (25)

full-bridge RFG: vout,FB = vH1 − vH2 . (26)

Hence, the rms value of vout,FB is twice as high as vout,HB. As a con-
sequence, when using a full-bridge RFG, the number of turns of the
thruster coil can be doubled, leading to half the coil current ith,FB,

ith,FB = 0.5ith,HB. (27)

For both half-bridge and full-bridge RFGs, the phase angle φ
between voltage and current is close to 90○.

The converter load needs to form a resonant circuit to enable
low-loss switching. Since the thruster coil—assisted by the plasma—
forms an ohmic-inductive load, this can be achieved by adding a
series capacitor Cres. The square wave voltage vout is fed to this reso-
nant circuit, which acts as a low pass filter.306 Its resonant frequency
is somewhere between 500 kHz and 5 MHz and should be manu-
ally adapted to the thruster’s size by changing the capacitance: the
bigger the thruster diameter, the lower the resonance frequency f 0.
The resulting current ith supplied to the thruster is sinusoidal with
low harmonic distortion.307 As the output power of resonant con-
verters is highest for f S ≈ f 0, the switching frequency is chosen equal
to f 0. Switching losses are minimized when switching instants are
placed near the zero crossings of ith. Changes of the plasma load
affect both the equivalent series resistance Rth and inductance Lth
and therefore influence the resonance frequency f 0. Hence, both
switching frequency and switching instants must be adjusted contin-
uously. Digital control algorithms are realized using an FPGA.308–310

A comparison of RFGs with different circuit design and adapted coil
winding was started by Junker et al.311,312 In order to take advantage
of the doubled output voltage of the full-bridge RFG, the number of
turns of the induction coil was doubled compared to the half-bridge
operated thruster.

Figure 16(a) also shows performance mappings of the half-
bridge and full-bridge topology. Especially at small flow rates, the
full-bridge RFG requires less input power PDC. Since the ohmic
losses inside the RFG and along the transmission line are propor-
tional to the rms current I2

th, the conduction losses are considerably
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FIG. 16. (a) Two performance mappings of a RIT-type ion
source operated with xenon at a constant extracted ion cur-
rent of 25 mA using two different RFG architectures. In the
case of the red curve, a half-bridge circuit configuration was
used, and in the case of the black curve, a full-bridge circuit
configuration was used. Both circuit diagrams are shown as
insets. It should be noted that the full-bridge design con-
sists of two half-bridges H1 and H2. The resonant circuit is
formed with the thruster described by impedance Lth and
resistor Rth representing the plasma and coil resistance.
Output waveforms of square wave voltage vout, fundamen-
tal component vout;1, as well as coil current ith for (b) full-
bridge RFG and (c) half-bridge RFG. (d) Schematic design
of full-bridge DC–DC converter comprised of 2 half-bridges
with transistors T1, T2 and T3, T4; transformer; rectifier;
and filter. (e) Phase shift ϕ, time courses of v1 and v2, and
resulting transformer primary voltage vpri = f (ϕ).

decreased due to the reduced coil current for the full-bridge circuit,
which is advantageous, especially when operating at higher mass
flows.

A schematic representation of a DC–DC converter is given in
Fig. 16(d). Transistors T1, T2 and T3, T4, respectively, are turned on
for TS/2 generating square wave voltages vH1 and vH2 . In contrast to
the full-bridge RFG, the turn-on of T3 (T4) is delayed compared to
the turn-on of T1 (T2) by phase angle ϕ. Hence, a rectangular pri-
mary AC-voltage vpri is generated, where ϕ assumes the role of duty
cycle D in converter equations. Its frequency is equal to the switch-
ing frequency f S = 1/TS of the transistors, whereas its rms value Vpri
can be controlled by adapting the phase-shift ϕ and hence D,

Vpri = vin
√

2D. (28)

A high-frequency transformer increases the primary rms value to
the required voltage level. Subsequently, the secondary AC voltage
vsec is rectified and filtered to form the HV DC output.313,314 More-
over, full ZVS operation can only be achieved in a limited load and
input-voltage range, unless auxiliary circuits are added.313,314 Based
on Fig. 16, a variety of modified circuit configurations and con-
trol algorithms have been reported.315–320 Current research activities
try to shift soft switching limits and use observer based methods to
control secondary output voltage and current.321,322

H. Electromagnetic compatibility
Due to the rapidly increasing use of HETs, GIEs, and newly

developed thruster concepts as well as the high density of electronic
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systems on a satellite ranging from communication electronics to the
electronics of the propellant system, aspects of EMC are becoming
increasingly important. Apart from the established systems, which
have certainly proven their compatibility through successful use,
aspects of EMC concern the novel EP concepts. All system compo-
nents of an EP systems as well as all operational modes must be taken
into account in a comprehensive EMC analysis. In the course of fast
and economic development cycles, it is desirable to fall back on EMC
investigations already in early stages of the development of electrical
components for EP systems, since in later development stages, the
availability of test possibilities decreases, but the costs to be incurred

increase reciprocally.324 EMC issues as they concern the electromag-
netic interaction between satellite system components are of great
relevance for all satellite orbits.

To give an idea of the complexity of EMC issues on a satel-
lite, Fig. 17(a) shows how system components may act as poten-
tial electromagnetic noise sources (RFG, PSCU, cables, plasma, etc.)
and noise sinks (satellite components, beam current sensor, etc.). In
order to ensure a flawless, reliable function of both the engine and
the satellite system components, the potential electromagnetic inter-
actions (coupling mechanisms) must be known and the strength of
the rf interference currents as well as the emitted electromagnetic

FIG. 17. (a) Schematic image of different sources of EMC perturbations on a satellite. (b) Electromagnetic interference analysis model and real emission spectrum of a radio
frequency ion thruster.323
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fields must be limited. For example, rf line currents may cause faulty
sensor readings or may radiate electromagnetic fields via the cou-
pling paths given by cables and parasitic capacitances, which act
as antennas. The investigations of the interactions are usually first
carried out with the help of 3D simulation models. First, the trans-
fer function between interference sources and interference sinks is
determined by simulation with a defined broadband rf input sig-
nal (a Gaussian pulse in the ns range). To determine the emission
values, a real input signal is then used that originates from the elec-
trical circuit simulation of the real engine system. By comparing
the simulation results with measurements, the model can be opti-
mized and generalized. The measured values shown in Fig. 17(b)
were determined in a gigahertz transverse electromagnetic (GTEM)
cell without an ignited plasma or beam extraction.

Specifically for European space applications, the European
Cooperation for Space Standardization (ECSS), a standardization
committee of the European Space Agency (ESA), has set up a cat-
alog of specifications and requirements concerning EMC any space
component should obey (current version as of February 7, 2020:
ECSS-E-ST-20-07C Rev. 1). In a best case scenario, those guidelines
would be followed starting very early in the development process of
each individual component. The catalog is partly derived from and
mainly based on the US standard MIL-STD 461. There are, however,
some differences that are essentially due to the fact that the ECSS has
strictly been developed for space environments, whereas the MIL-
STD is not restricted to space, i.e., it can be understood as a more
general standard and independent of the surroundings of the device-
under-test (DUT). Both standards use the same nomenclature for
categorization of the various test procedures, which correspond to
the different coupling mechanisms. There are four main categories,
which are each equipped with different experimental setups, limits,
and testing procedures: (i) conducted emissions (CEs), (ii) radiated
emissions (REs), (iii) conducted susceptibility (CS), and (iv) radiated
susceptibility (RS). Each of those categories falls into sub-categories,
distinguishing between electric and magnetic coupling (capacitive
and inductive for the “conducted” cases). Depending on whether
MIL or ECSS is referred to, those sub-categories differ by accept-
able voltage, current, and power magnitude limits (or in the case of
radiated emissions/susceptibility electric and magnetic field magni-
tudes at a given distance) and frequency limits. Typically, the magni-
tude limits for space applications are lower than those for terrestrial
applications because the environment in space is electromagnetically
cleaner, which intrinsically leads to less interference/compatibility
issues. Frequency limits are also lower because of the free space loss
in space. On Earth, where comparably short distances for radiated
signaling are given, higher bandwidths, i. e., frequencies, are used to
increase the possible bit rate. In space, however, higher frequencies
are subject to higher free space loss afs = 4πd2f

c0
, where the distance

between sending and receiving antennas is d, the frequency is f, and
the speed of light in vacuum is c0 ≈ 3 × 108 m/s. Hence, lower fre-
quencies are chosen for space applications to avoid higher power
consumption of the feed systems onboard the satellites.

Although there are standardized measurement procedures for
electronic devices on spacecrafts in space, i.e., MIL-STD 461 and
ECSS-E-ST-20-07C, these cannot be directly applied to electric
thrusters in operation. The reason is that standard EMC test envi-
ronments are rf shielded (semi)anechoic chambers, which typically

do not provide a vacuum environment. The latter is, however, essen-
tial for operating an electric thruster. Thus, dedicated test facilities
need to be developed for this purpose. Vacuum systems for EP test-
ing are usually large and therefore would require even larger ane-
choic test chambers, if they were to be integrated as a complete
unit. Such an approach would be very expensive and unprofitable
in the development phase of an engine. Furthermore, metallic vac-
uum chambers and vacuum pumps should be avoided in the test
environment as they will falsify EMC measurements. The former
reflect the electromagnetic radiation and the latter themselves emit
radiation or allow external radiation to enter the test environment.
Thus, the part of the vacuum system of the test facility where the
operating thruster is located must be made of an electromagnet-
ically transparent material, which is surrounded by the anechoic
chamber.

A simplified EMC test setup, which was used to characterize the
T5 ion thruster for the ARTEMIS satellite in the 2000s, is shown in
Fig. 18(a). The DUT was placed on top and inside a cylindrical glass
vacuum chamber of 40 cm in diameter and 1 m in length. The cham-
ber was equipped with a turbomolecular pump on the bottom side.
Furthermore, the chamber was located inside an anechoic chamber,
and the antennas for EMC measurement were placed around the
glass cylinder. This approach is certainly interesting for initial pre-
liminary investigations but is certainly not ideal as the turbo pump
was located within the test environment and was influencing the
measurements. In addition, the vacuum conditions did not corre-
spond to the conditions in space, so the characteristics at the nom-
inal operating point in space were differing from those under test
conditions. Figure 18(b) depicts exemplarily a state-of-the-art stan-
dard EMC test environment for operating EP systems. The inter-
connection of the EM transparent test chamber with a big vacuum
facility facilitates measurements under more realistic vacuum con-
ditions. Furthermore, the vacuum system is not located inside the
anechoic chamber. However, the interface between the EM trans-
parent test chamber and metal vacuum facility is still not EM-tight in
this arrangement. Thus, electromagnetic radiation from the pump-
ing system or even from outside the vacuum tank via its rubber
seals may still leak into the test environment where the EP system is
located and interfere with the EMC measurements. To prevent this
issue, a special design of the vacuum system is built and tested at JLU
[cf. Fig. 18(c)]. The issue of leakage via the interface between the vac-
uum tank and the test chamber is addressed by dividing the vacuum
chamber into two parts. The first part connected to the anechoic
chamber has no flanges or other weak points where electromagnetic
radiation from the outside may enter. The second part holds the
standard vacuum system with a large number of flanges for pumps,
etc. Both parts are separated from each other by an EMC-tight parti-
tion wall consisting of panels of honeycomb structures. The partition
wall does not allow electromagnetic radiation to pass but is transpar-
ent to gas particles. This allows us to establish vacuum conditions
suitable for thruster operation in the first part of the vacuum cham-
ber without violating the required damping conditions for external
electromagnetic radiation.

I. Radiation hardness
Radiation hardness of the electronic equipment concerns the

interaction of satellite electronic components with high-energy
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FIG. 18. (a) EMC test stand of
DASA/MBB for testing the T5 ion
thruster for the ARTEMIS satellite
(figure based on Arbatskiy et al.).325

(b) Test facility for EMC studies at The
Aerospace Corporation (CA, USA).326

(c) Conceptual drawing of the EMC
test facility currently under construction
at Giessen University. The vacuum
chamber will be 3 m in length and 2.5 m
in diameter, and the transparent cylinder
will be 1.25 m in length and 1.0 m in
diameter. The transparent cylinder part
is located inside the adjacent anechoic
chamber. The LHe cryogenic pump
is an optional device and fulfills EMC
requirements. It is the only vacuum
pump on the EMC-side of the test
chamber. All other pumps are located
beyond a partition wall built of EM
radiation tight honeycomb panels, which
are transparent to gas particles.

particles or hard radiation coming from external sources such as the
sun due to coronal mass ejections (CMEs) (cf. Fig. 19). The magni-
tude of these effects and the severeness of radiation hardness issues
vary for the different types of orbits. It is of particular importance in
EOR of satellites to GEO as this involves long sojourn times of the
satellite in the Van Allen belts. We will address both issues in this
section.

In addition, the functionality of a satellite, especially of its elec-
tronic components, may be severely affected by the interaction with
hard radiation. For instance, EOR requires the satellites to pass
slowly through the Van Allen belts, which leads to further chal-
lenges. The Van Allen belts, discovered in 1959 by the Explorer
I and Explorer III missions, are regions of intense cosmic radi-
ation (e.g., 10 MeV protons and 0.5 MeV electrons on average)
[cf. Fig. 19(b)].18 Thus, EMC investigations up to zetahertz range
may become of interest, i.e., far beyond the standard range of a
few GHz of EMC testing. In addition, the long retention times of
satellites and their electronic components in the Van Allen belts

during EOR lead to high doses of high-energy particle radiation.
This cosmic radiation comprises a solar component, which con-
sists of mostly protons and a smaller fraction of lighter nuclei with
kinetic energies of up to 1 GeV, and an isotropic component origi-
nating from galactic sources consisting of highly energetic photons,
protons, as well as light and heavy nuclei up to uranium with ener-
gies of up to 1020 eV.328 The flux of the soft component is cou-
pled to the solar activity cycle and shows fluctuations over one or
more orders of magnitude (cf. Fig. 19).329 The solar cycle has a
period of roughly 11 years. Figure 19 shows the correlation between
the number of sunspots and CMEs. The envelope of the number
of sunspots was smoothed over 5 months. The number of CMEs
per month is smoothed over a period of 13 months. Clearly visi-
ble is the correlation between the sunspot number and the num-
ber of eruptive protuberances. The CME data are from LASCO
(Large Angle Spectrometric Coronagraph), a detection system on
the SOHO satellite. LASCO data are automatically analyzed accord-
ing to CME events using the CACTUS software.330,331 The Earth’s
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FIG. 19. (a) Correlation between sunspots and CMEs. (b) Integral flow of electrons and protons as a function of the distance to the earth in the equatorial plane (data taken
from Ref. 327). The two maxima of the fluxes are called the two Van Allen radiation belts. (c) LEO, MEO, and GEO are basically separated by the two Van Allen radiation
belts, the lower one between 3000 km and 6000 km above the Earth’s surface mainly consists of 0.5 MeV electron particle radiation, and the outer one about 25 000 km from
the Earth’s surface consists of 10 MeV protons. Traditionally, GEO satellites were brought into orbit using a chemical rocket only, and significant cost savings are achieved by
EOR, i.e., performing an orbit transfer from, e.g., LEO to GEO by EP. The drawback is the longer dwell time of the satellite in the Van Allen belts, leading to a higher exposure
to high energy radiation. [(d) and (e)] Output vs input voltage of two commercially available LDO linear voltage regulators (5 V nominal regulation voltage and 150 mA load
current) at different TID irradiation levels of a 60Co gamma source. MCP1703 (Microchip) displays the expected functionality up to 200 Gy TID but shows unacceptable
regulation behavior for a TID dose of 400 Gy potentially harming devices supplied by the regulator from overvoltage. The LP2992 (Texas Instruments), on the other hand,
shows a decrease in regulation voltage with the increase in TID but always provides an output within safe levels for the load. Note that the voltage drop and thus the power
dissipation also increase with the increase in dose, which should be considered in the thermal design of the system.

atmosphere constitutes an effective shield for this primary cosmic
radiation; however, its effects have to be considered in space appli-
cations, in particular, in the outer satellite orbits or deep space
missions.

Radiation effects that arise in space include total ionizing dose
(TID) and non-ionizing energy loss (NIEL) effects, single event
effects (SEEs), radiation interference with structural parts (pay-
loads and shielding parts), as well as effects on biological systems.
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Depending on the type and energy range of the radiation and types
of the exposed elements, one or more of those effects may dominate
and lead to potential degradation or malfunction of space systems.
Linear and analog devices, such as amplifiers, are predominantly
affected by charge build-up due to TID. The function of devices that
rely on high carrier mobilities due to good crystalline quality (such
as reverse biased semiconductor junctions in, e.g., particle sensors
or solar cells) is strongly affected by the damage of the crystal lattice
due to displacements of atoms as a result of NIEL.332 Digital elec-
tronic devices consisting of switching transistors are subject to SEE,
which induces single bit errors due to single event upset (SEU) and
transient (SET), latch-up (SEL), or even burn-out (SEB) of such cells.
SEU and SET are considered “soft” errors and therefore mitigable,
while SEL and SEB phenomena cause irreversible modifications of
electronic structures.333

For the radiation tolerance qualification of electronic components in
space systems, two approaches are taken:

(i) The mitigation of detrimental effects induced by radiation on
a system by its design. The choice of the foundry process,
doping concentration, and distribution of the semiconduc-
tor bulk, passivation and choice of contact materials, as well
as device packaging may improve the device’s performance
notably. In addition, the functional sections in designs of
digital circuitry in FPGAs (such as registers) may be tripled
against single-event effects. Their outputs are then evaluated
with a 2-out-of-3 majority decoder. Furthermore, all regis-
ters should have additional CRC bits for error detection and
recovery, whereas counters should be laid out Gray-encoded.
State machines can be hardened by assuring a lock-up-free
behavior in case an invalid state is generated by SEE.334

(ii) The qualification of components by accelerated and non-
accelerated irradiation tests in comparable radiation fields.
The latter is the method of choice for the qualification of
custom-off-the-shelf (COTS) components, which marks a
popular approach in modern space system designs.335,336 All
major space agencies maintain databases with test results of
COTS component irradiations, such as NASA/GSFC.337

Test standards for predicting and measuring single event effects
in electronic devices are advised in several standards, e.g., JESD89,
JESD234, and ECSS-E-10-x.338–341 However, the qualification of dis-
placement damage in crystal lattices and the effects of TID are much
harder to predict and depend on the specific design technology, the
choice of semiconductor resistivity and doping distributions, as well
as thicknesses of passivation layers and other surrounding passive
materials, such as packaging, alloys of pads, and contacts. In gen-
eral, all employed components should undergo accelerated irradia-
tion tests for selected samples at least once per fabrication lot under
well defined conditions (i.e., particle spectrum and doses/fluences).
An example of such a TID characterization of COTS linear voltage
regulators is given in Fig. 19.

The space radiation environment for characterization and qual-
ification of radiation hardness of components can be simulated at
JLU in several ways. A 60Co-γ-source with a dose rate of about
30 Gy/h (at 1 m distance) and a neutron source as well as access to
several German and trans-national proton and heavy-ion accelerator
facilities are available for this purpose. These sources are routinely

used for the development and qualification of radiation-hard elec-
tronics for high-energy physics experiments, e.g., for the PANDA
project.342,343

J. SC/EP interaction
A major issue of spacecraft EP interaction is related to the

interaction of the neutralized ion plume with parts of the thruster
itself,129,344–352 other components of the spacecraft,353–355 other
spacecrafts in the case of debris removal employing EP for momen-
tum transfer,92 or with parts of the test facility in the case of
terrestrial testing.265,356 One has to distinguish between the dam-
age induced by material sputtering by the ion beam itself and
effects due to the deposition of either the propellant itself or
its sputter products on surfaces of the spacecraft. Examples of
internal sputter damage are grid erosion in the case of RIT and
Kaufman-type engines345,347,348 or channel erosion in the case of
Hall thrusters.344,346,349 External erosion of other components may
occur in the case of solar panels.355 Deposition of material may occur
when propellants, other than noble gases, such as iodine (which is
employed as an alternative to xenon in the case of ion thrusters),
or indium and cesium metal (which are employed as propellants in
FEEPs) condensate on the surfaces of the spacecraft.357

Sputtering of materials by ion beams has been widely studied
in terms of impinging projectile ions and target materials covering a
wide range of projectile energies ranging from a few eV to MeV.361

The underlying microscopic processes taking place depend on the
species involved in the sputter process and determine the degree
of physical and chemical effects occurring. Physical sputtering takes
place solely by momentum transfer from the impinging projectiles to
the target atoms and plays a role for all target materials and incident
particles with energies above a certain threshold of about 100 eV.
Chemical erosion is initiated by chemical reactions between ther-
malized neutral species from the gas phase with surface atoms. In
contrast, chemical sputtering is a process where the ion bombard-
ment promotes a chemical reaction between the projectile and target
atoms, producing new chemical species that are weakly bound to
the surface and hence are easily desorbed into the gas phase.362 Such
chemical processes may play an additional role, when employing a
chemically reactive propellant such as iodine or when reactive mate-
rial is sputtered off by impinging ions of the plume and deposited
elsewhere.

The foremost effect of sputtering is the removal of the target
material. It is characterized by the sputtering rate R given as an
etch depth Δh per sputtering time Δt in units of nm/s. Obviously,
the sputtering rate not only depends on the atomic or ionic species
involved as the projectile and target but also on the ion energy and
the geometry of the experiment. The underlying microscopic mech-
anisms are shown in Fig. 20(a).358,367,368 Physical sputtering is caused
by the momentum and energy transfer of the projectile ions to the
target atoms in the top atomic layers of the material. Three regimes
of sputtering by elastic collisions need to be distinguished, which
occur with the increase in projectile energy:

(i) the single knock-on regime where the projectile in a first scat-
tering event is redirected toward the surface where it trans-
fers recoil energy to an atom close to the surface [Fig. 20(b)].
This energy is sufficient to overcome the surface binding
energy U0 of this atom.
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FIG. 20. (a) Possible interactions of an ion beam with matter. Three regimes of sputtering by elastic collisions: (b) single-knock-on regime, (c) linear cascade regime, and (d)
spike regime.

(ii) the linear cascade regime where atoms in the interior are
knocked of their equilibrium positions and possess enough
energy to generate a recoil cascade, leading to the ejection
of some of the atoms from the surface. The density of recoil
atoms is sufficiently low; therefore, knock-on collisions dom-
inate, and collisions between moving atoms are infrequent
[Fig. 20(c)].

(iii) At even higher projectile energies in the so-called spike
regime, the density of recoil atoms is so high that the major-
ity of atoms in the impact volume is in motion and no longer
bound [Fig. 20(d)]. However, it should be noted that some of
the energy of the projectile ion striking the surface is lost to
the creation of secondary electrons (electronic energy loss)
in addition to sputtered target atoms (nuclear energy loss).

The ion energies in the plume of ion thrusters (except for some
FEEPs) are typically smaller than 5 keV (RIT ≤ 2 keV, HET ≤ 700 eV,
and FEEP ≤ 10 keV) and mainly cause sputtering in the single knock-
on regime or in the linear cascade regime; thus, secondary recoils
make up most of the sputtered material. These dependencies are
more accurately described by introducing the sputtering yield Y
as the number of target atoms sputtered per incident ion.358,369 In
regimes of interest in the context of ion thrusters, the number of

recoils and, thus, the sputter yield are proportional to the amount
of nuclear energy deposited per unit depth. Both types of colli-
sions involved, ion–atom as well as atom–atom, require accounting
for screening effects in the scattering event. As different degrees
of approximation can be made when calculating the correspond-
ing scattering cross sections, somewhat different expressions for the
sputtering yield can be found in the literature.370 However, for low
projectile energies (E < 5 keV), the sputtering yield Y is linear in ion
energy E.358,371,372 At very low ion energies (E < 1 keV), some authors
say that Y is proportional to

√
E.372 Seah gave the following simpli-

fied equation for the total sputtering yield for ion energies E < 1 keV
for a monoatomic target,

Y = 3
4π2

4MtMp

(Mt + Mp)2 ⋅ β ⋅
E

U0
, (29)

where Mp and Mt denote the atomic masses of the projectile ion and
the target atoms, respectively. The parameter β is a function of mass
ratio Mt/Mp and the geometry of the experiment. This simplified
equation reveals two major dependencies of Y, which should hold as
a rule of thumb. First, Y is proportional to the energy transfer factor
γ = 4MtMp

(Mt+Mp)2 of the elastic collision between the projectile ion and the
target atom, which is largest for equal masses. Second, Y is inversely
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proportional to the surface binding energy U0, i.e., the more loosely
bound the target atoms are, the higher the yield is. For metals, U0
corresponds to a first approximation to the heat of sublimation.
This dependence is reflected in the sputtering yields found for the
different monoatomic targets in collision with low energy ions (E
< 1 keV), as shown in Fig. 21(a), at normal incidence (θ = 0○).373 The
data of Rosenberg and Wehner among many others also reveal the
linear dependence of the sputter yield on ion energy for E < 1 keV.
It should be noted that the threshold of sputtering can be very low,
a few electron volts only, and will strongly depend on the morphol-
ogy of the surface.374 In general, the sputtering yield is somewhat
higher for rough surfaces than for flat ones at θ = 0○ and vice versa
for large angles θ > 45○.375 Furthermore, for high ion beam energies,
the primary ions penetrate deeper into the sample; correspondingly,
less of their energy is deposited close to the surface, and sputtering
yield Y increases less than linearly with E or even decreases again.376

The total sputtering yield Y is also a function of the angle of inci-
dence θ referenced with respect to the sample normal in the case of

amorphous or polycrystalline materials, which are quasi-isotropic
on the mesoscopic scale, as follows:

Y(θ) = Y(0) ⋅ (cos θ)−f ⋅ exp [f (1 − (cos θ)−f ) ⋅ cos θopt], (30)

where f is a function of mass ratio (Mt/Mp) and θopt is the optimum
incidence angle.359,369 Typical values of f lie in the range between
0.7 and 2.5.358 The exponent f is independent of ion energy for
E > 1 keV. At ion energies below 1 keV, the exponent f is inversely
proportional to the surface binding energy U0.377 As an example,
Figs. 21(b) and 21(c) show the energy and angular dependence of the
sputtering yield of Mo under incident Xe ions with energies com-
parable to those of Xe in the plume of ion thrusters.359 The data
suggest that a linear description of Y(E) is indeed reasonable for
Xe ions with ion energies between 100 eV and 1 keV. Furthermore,
the Y(θ)-curves at constant E follow Eq. (30) up to a maximum
angle θopt and then drop to zero, approaching grazing incidence. It
should be noted that the angular dependence of the sputtering yield

FIG. 21. (a) Experimentally determined sputter yields for 400 eV Xe+ ions bombarding target material of different atomic numbers at normal incidence (data taken from
Ref. 358). (b) Energy dependence of the sputter yield of Mo for Xe+ ions at normal incidence (data taken from Ref. 359). (c) Dependence of the sputter yield on the incidence
angle of the Xe+ ions for various ion energies. The curves are fitted using Eq. (30) (data taken from Ref. 359). (d) Sputtering yields of Si, Al, Mg, and their corresponding
oxides as a function of sputtering energy (data taken from Ref. 360).
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Y(θ) may be significantly different in the case of single-crystalline
materials. The reason is the occurrence of ion channeling within the
crystalline structure, i.e., at certain angles θ, the ions can travel par-
allel to specific crystalline directions, for incidence parallel to crystal
planes and/or low index crystal axes, without hitting surface atoms.
The energy deposited near the surface decreases substantially when
channeling occurs, reducing the sputtering yield significantly.378–380

Channeling effects are the largest at high ion energies. Furthermore,
when sputtering multicomponent samples, the sputtering yield of
one component is often larger than those of the other components.
The stoichiometry of the material in the vicinity of the surface is
altered as a consequence. This phenomenon is denoted as differ-
ential or preferential sputtering.381,382 In the case of binary materi-
als AnBm, the observed surface enrichment of the one component
often may be deduced by simply considering the ratio of the sputter-
ing yields of two elemental compounds expressed in terms of their
atomic masses and surface binding energies,

YA

YB
= n

m
(MB

MA
)

2k
(U0B

U0A
)

1−2k
, (31)

where 0 < k < 0.2.369,382 It is clear that the sputtering yield of element
A is favored if MA < MB or U0A < U0B. Tables listing the differ-
ential sputtering yields of multicomponent samples can be found
in the literature.367,382 Figure 21(d) demonstrates that the situation
is not quite that simple: Typically, preferential sputtering of binary
metal oxides such as Al2O3, SiO2, or MgO by noble gas ions in
vacuum leads to a reduction of the material, i.e., preferential sput-
tering of oxygen; nevertheless, the sputtering yields of Al, Si, and Mg
are higher than those of the corresponding oxides.383 This behav-
ior is related to differences in bonding, e.g., a metallic bond in Al or
Mg and a covalent bond in Si, in contrast to an ionic bond in the
corresponding oxide.

Another feature of ion beam sputtering is the alteration of
the surface morphology or microstructure, and this holds for
monoatomic samples as well as multicomponent samples. Many
examples show that the surface morphology arising in the etch-
ing process depends on the properties of the ion beam, e.g., its
energy and angle of incidence, as well as on the target material,
e.g., crystal orientation or defect structure.367,369,384,385 The knowl-
edge of the energy and angular distribution of the sputtered atoms
is of great importance as it may lead to unwanted material deposi-
tion of absorbing layers on satellite components such as solar panels,
reducing their efficiency or of conducting layers, leading to short cir-
cuits of electronics. The spectral distributions in terms of the (polar)
emission angle and the (kinetic) emission energy of sputtered species
reflect, to some degree, the atomistic processes occurring during the
dissipation of the projectile ion’s energy in the solid and the sput-
tering event. Therefore, they differ for the single knock-on regime
[Fig. 20(b)] and the linear cascade regime [Fig. 20(c)]. Furthermore,
energy and angular distribution depend on the target material, e.g.,
whether it is isotropic as in the case of polycrystalline or amorphous
material or the density of atoms varies for different spatial direc-
tions as in the case of single crystals. Already, the first measurements
of energy spectra of the sputtered material revealed the athermal
nature of the sputtering process.386–388 Generally, the sputtered flux
consists of various different species. In addition to neutral and ion-
ized atoms, clusters of a few atoms and molecules in the case of

alloy targets as well as excited atoms may be present. The energy and
angular distributions of these sputtered species will differ sometimes
considerably.

Nevertheless, the model of Sigmund developed for the linear
cascade regime and isotropic target media yields some microscopic
insight.389 If an atom with kinetic energy Eint involved in the linear
cascade process approaches the surface from within the target under
an angle of incidence θint to the surface normal and the fraction of
its kinetic energy originating from its velocity component perpen-
dicular to the surface is larger than the surface binding energy U0,
then the atom is emitted [see also Fig. 22(a)]. The energy Eem of the
emitted atom and the emission angle θem with respect to the surface
normal are given by

Eem = Eint −U0, (32)

Eem cos2 θem = Eint cos2 θint −U0. (33)

The differential sputtering yield of atoms sputtered with emission
energy Eem into the solid angle Ω around the polar emission angle
θem then reads

∂3Y
∂E∂2Ω

∝ Y(E, θ) ⋅ Eem

(Eem + U0)3−2m ⋅ cos θem, (34)

where Y(E, θ) is defined above and m characterizes the interatomic
potential V(r) used in the description of the atomic collisions. The
energy distribution

F(Eem) = Eem

(Eem + U0)3−2m (35)

peaks at Eem, peak = U0/(2(1 − m)). For m = 0, it holds Eem, peak

= U0/2 and the distribution tails off with E−2
em. Usually fitting of

measured energy distributions F(Eem) to experimental data yields
m > 0. Similarly, one tends to fit the measured angular dependence
of the sputtering yield ∂Y

∂2Ω to a cosy θem-functional dependence with
y-values frequently larger than 1.

Figure 22 also depicts typical measured spectral distributions as
a function of emission energy and emission angle. Graph (b) depicts
the energy spectra of neutral Ag atoms and higher cluster Agn sput-
tered from a polycrystalline Ag target, employing 5 keV Ar+ ions
impinging under θ = 45○ to the surface normal.363 The relative scal-
ing of the experimental curves was arbitrarily selected for clarity. The
dotted lines are power law fits to the tail of the distributions and
reveal that it deviates from the E−2

em expectation. Furthermore, the
steeper the tailing off, the larger the clusters. However, all energy
distributions exhibit almost the same Eem, peak, yielding an U0 of
about 2.2 eV. It should be noted that the emission energies of almost
all Ag clusters are below 100 meV. This indeed confirms that the
main danger of the sputtered material lies in the deposition of mate-
rial and not additional sputtering. Figures 22(c) and 22(d) show
polar diagrams of the differential sputtering yield of amorphous Si
and polycrystalline Au, repectively.364 The measurements were per-
formed with 1 keV Ar+ ions at normal incidence (θ = 0○) and oblique
incidence (θ = 45○). Typical features are revealed. At normal inci-
dence, the differential sputtering yield of amorphous Si follows as
anticipated the cosine-behavior quite well and shows the specular
behavior when going to oblique incidence. In contrast to the data of
polycrystalline gold with a preferential (220) orientation, it exhibits
additional features due to channeling effects. The channeling effects
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FIG. 22. (a) Scheme of a projectile ion of
energy E hitting the surface under inci-
dent angle θ to the surface normal. It
dislocates an ion of energy Eint in the
interior of the solid, which approaches
the surface under an angle θint to the
normal. The sputtered ion overcomes
the surface barrier and is emitted with
energy Eem under an angle θem. (b)
Kinetic energy distributions of neutral Ag
atoms and Agn clusters sputtered from
a polycrystalline silver target by 5 keV
Ar+ ions (data taken from Ref. 363).
Polar diagrams of the angular distribu-
tions of sputtered atoms by bombard-
ment with 1 keV Ar+ ions at normal inci-
dence and under 45○ incidence angle (c)
from a polycrystalline Si target and (d) a
polycrystalline Au target with preferential
(220) orientation parallel to the surface
normal (data taken from Ref. 364). (e)
Polar angular distribution of Ga and As
atoms sputtered from a crystalline GaAs
surface using 1 keV Ar+ ions at normal
incidence (data taken from Ref. 365). (f)
Emission-angle integrated energy spec-
tra of neutral Cu atoms sputtered from
elemental Cu by normal-incidence Ar+

ions of the indicated energies (data are
taken from Ref. 366).

are even more pronounced in the case of single crystalline targets
underlining again the importance of the sample morphology in the
sputtering process.390,391 In the case of alloys, the situation becomes
even more complex, as shown in Fig. 22(e), where the angular distri-
butions of the atomic species of Ga and As are plotted, which result
from the sputtering of a (100) single crystalline GaAs with 1 keV
Ar+ ions at normal incidence.365 The differential sputtering yields
of both atomic species exhibit a cosy-dependence with y = 2 and 1
for Ga and As, respectively. At first sight surprisingly, no features
due to channeling are visible. The reason is that the surface region of
the crystalline GaAs becomes amorphous under ion bombardment.
This structural phase change is accompanied by segregation effects,
which lead to the difference in y-values.

In the single knock-on regime, i. e., at low bombarding ener-
gies, the energy and angular distributions of emitted species may

change drastically as compared to the linear-cascade case. While
under the conditions of linear collision cascades, energy spectra are
typically found to agree roughly with the theoretical predictions, this
is no longer the case at very low impact energies. In energy spectra
recorded under such conditions, the peak of the energy spectra tends
to shift to lower energies and the width of the distribution becomes
narrower, as shown in Fig. 22(f). With the decrease in Ar+ impact
energy, the emission curves exhibit a steeper decline, and the steep-
ness is related to the maximum energy an Ar+ ion can transfer to
a sputtered Cu atom for a given Ar+ energy. The falloff is roughly
exponential over a wide emission-energy range.

If a target is bombarded with chemically reactive species, possi-
ble chemical reactions have to be taken into account and one talks of
chemical sputtering. The impact is not a priori clear.392 On the one
hand, chemical reactions between the target and projectile atoms
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FIG. 23. Material samples that were exposed to iodine under atmospheric pressure. For this purpose, resublimated iodine (a few grams, purity > 99%) together with a metal
sample (10 × 10 × 1 mm3) was placed in a lockable glass vessel. The black-and-white photographs refer to samples that were exposed to iodine for several months at room
temperature (upper row before exposure and lower row after exposure); the colored pictures show samples that were exposed to iodine at about 80 ○C for a few days (all
after exposure). Holes of 0.5 mm and 2 mm diameter were drilled into the samples. As expected, there is a strong visual change in aluminum and copper, but the influence
on the degradation of the holes was less pronounced than expected. Unexpected was the behavior of titanium; here, a strong growth of a layer on the surface was observed.
Titanium (1) shows the sample after removal from the iodine atmosphere, titanium (2) shows the original sample after removal of this layer, and titanium (3) shows the grown
layer (backside). Together with the titanium iodide compounds found in the mass spectrum of the ion beam when using a titanium grid, it can be clearly stated that titanium
is conceivably unfavorable for iodine-powered engines. There are also clear differences among the stainless steels, 1.4304 shows clear signs of corrosion in the area of the
drill holes, while 1.4401 was attacked less strongly—although not negligibly. Inconel 625 shows surprisingly a significant growth of iodine on its surface. This effect has been
seen in other samples partly at the edges, but almost not in the planar part. All samples originating from the plate material were obtained from Goodfellow.

may lead to product species that are more loosely bound to the
surface and more easily removed by the impinging ions, i.e., the
sputtering yield of the target material is enhanced. In cases where
the newly formed compounds possess a stronger bonding to the
surface, a decrease in the sputtering yield compared with that of
the original target is observed. Similar effects may also occur when
bombarding the target with non-reactive ions in a reactive gas atmo-
sphere. The chemical erosion process does not only depend on the
ion–target–atom combination but also on the ion fluxes and ener-
gies. Only if the number of reactive atoms arriving at the surface is
comparable or larger than the number of atoms removed by sput-
tering, a compound layer can be formed and chemical sputtering
plays a role. In such a situation, a chemically transformed layer arises
due to recoil implantation and cascade mixing or diffusion [see also
Fig. 20(a)].393–395 In semiconductor technology, the strong selectiv-
ity of the chemical erosion process is actively used for etching and
structuring of surface patterns.396,397 When using chemically reactive
iodine as the propellant, chemical effects are clearly anticipated and
material issues due to the reactivity of iodine need to be addressed.
An example was already given in Fig. 9(d), where titanium-iodine
species are formed during operation of a RIT with titanium grids.
When operating thrusters on satellites with iodine over a longer
period of time, the corrosiveness of the propellant cannot be ignored.
An atmosphere of iodine will build up around the satellite and will be
in contact with the materials used, giving rise to chemical reactions.
Such material issues need to be clarified and will lead to adaption of
the thruster design. Besides chemical sputtering, also chemical reac-
tions with iodine deposited onto various parts of the satellite may

occur. The chemical reaction issue is clearly illustrated by the pho-
tographs in Fig. 23. They show material samples that were in contact
with iodine during a period of time of several months at room tem-
perature or several days at about 80○. The material samples are plate
material (10 × 10 × 1 mm3) with two holes of different sizes (0.5 mm
and 2 mm in diameter). As expected, the corrosion behavior dif-
fers from sample to sample. Such tests or more complicated variants
need to be performed with all kinds of space materials to establish
their compatibility with iodine.

V. OUTLOOK
The increased use of EP systems in space goes hand in hand

with the desire of having cost-effective satellite systems available.
Like any other technology entering or even driving a commercial
market, EP will have to undergo ever faster development and pro-
duction cycles in the coming years, and reliable standards for com-
paring different EP systems need to be established. Corresponding
routine procedures for the testing of EP systems need to be devel-
oped. Modeling has the potential to accelerate development pro-
cesses and establish comparability between test systems. New EP
concepts will compete with established EP systems. Examples of cur-
rent challenges arising in the field of EP are aspects of EMC and radi-
ation hardness, which must be considered during all development
stages. Furthermore, material aspects come to the fore, e. g., due to
the use of chemically reactive propellants or in neutralizer develop-
ment. Already these few examples demonstrate that it is necessary
to establish broad interdisciplinary research networks. Only such
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networks will be able to successfully address the various research
challenges popping up when fully exploiting the potential of EP in
space mission scenarios and, thus, are essential for guaranteeing the
success of EP as enabling technology now and in the future.
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