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Pegasus WMS Pegasus Deployment
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science runs and data

e Galactic Plane workflow generates mosaics for astronomy surveys.
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star merger observation

 Broadband workflows for accurate predictions of ground motions.
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Ecology

Mix of MPI and single-core jobs,
mix of CPU, GPU codes. Large
data sets (10s of TBs), ~300
workflows with 420,000 tasks
each

Supported since 2005: changing
Cl, x-platform execution

* Integrated Assessment Models to project impact of policy scenarios

On socio environmental systems

* Predicting Flash Floods in Dallas FortWorth Metroplex
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Microscopy

Southern California Earthquake Center Cybershake

First images of black hole at the center of the
M87 galaxy

* Investigation of Strong Nuclear Force using gamma ray spectroscopy
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Containers Pegasus 5.0 Software Availability
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