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Abstract.
In this paper, we consider some key characteristics that relational AI should ex-

hibit to enable decision hybrid agencies that include subject-matter experts and
their AI-enabled decision aids, especially when these latter ones have been devel-
oped by following a machine learning approach. We will hint at the design re-
quirements of guaranteeing that AI tools are: open, multiple, continuous, cautious,
vague, analogical and, most importantly, adjunct with respect to decision making
practices. We will argue that especially adjunction is an important condition to de-
sign for. Adjunction entails the design and evaluation of human-AI interaction pro-
tocols aimed at improving AI usability, that is decision effectiveness and efficiency,
while also guaranteeing user satisfaction and human and social sustainability, as
well as mitigating the risk of automation bias, technology over-reliance and user
deskilling. These high-level aims are compatible with the tenets of a relational ap-
proach to the design of AI tools to support decision making and collaborative prac-
tices.
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1. Introduction

Nearly 25 years ago, Giorgio De Michelis [1] wrote a little book in Italian, entitled
“Aperto, molteplice, continuo: gli artefatti alla fine del Novecento” (Open, multiple, con-
tinuous: artifacts at the end of the twentieth century), where he dealt with the design of
artifacts, in particular digital artifacts, and the perception, and use of them. Twenty years
later, we believe these aesthetic categories should be taken again in regard to the design of
digital decision support, or better yet, for the design of the interaction ways in which we
(designers) have these computational tools, which often embed very complicated, almost
inscrutable correlative models developed by means of Machine Learning (ML) methods
to map their input and output together, offer their advice to situated decision makers. We
will make a point that in order to both exhibit artificial intelligence (a seeming autonomy
in produce effective behaviors in front of unexpected situations) and promote augmented
intelligence (in decision makers facing the very same unexpected situations), ML-based
decision support systems must be: open, multiple, continuous, cautious, vague, analogi-
cal and adjunct.
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We mean that an ML-based decision support must be:

1. open, that is open to the external environment, or open-loop: in particular, the
system should be capable to update its reference data (i.e., the ground truth upon
which its models have been trained) and, consequently, its correlative models,
so as to cope with ever-changing environment and mitigate the risk of errors
due to concept drift [2]. This entails a tighter relationship with users, which is
not just unidirectional – the machine that gives humans advice – but rather it is
bidirectional, in that the user provides feedback on the correctness and usefulness
of the recommendations and the relevance and sensibility of any explanations,
with the machine that updates or recalibrates its logic accordingly.

2. multiple, in that the system should not propose to users single pieces of advice
or limited its output to clear-cut categories but rather multiple and complemen-
tary indications (e.g., by proposing classes and the associated confidence scores),
or even possibly identical and diverging pieces of advice by different competing
models (e.g., models optimized for sensitivity, specificity, discriminative perfor-
mance or utility [3]). This requirement of multiplicity, instead of being aimed
at confusing users, should reflect the intrinsic complexity and ambiguity of the
phenomenon upon which to support them, and mitigate phenomena such as au-
tomation bias [4], that is over-reliance on their advice, or the fallacious appeals
to “algority” (or algorithmic authority). Multiplicity is also related to the output
of the divergent phases [5] of computer-aided generative design [6,7].

3. continuous, in the sense hinted at by De Michelis[1], for whom it is continuous
what “connects two phenomena, two different contexts without interruption” (p.
43) and regards “any situation in which openness and/or multiplicity has been
developed.” (p.45). Thus, instead of giving just discrete pieces of information,
either numerical values or labels associated with new instances and cases, almost
in an oracular manner, a continuous decision support system should allow for
the dialectical interaction between it and its users in order to allow for the ex-
ploration of the causal factors, possible explanations and effects on their output,
which derive from a full range of small differences in the digital representation
of those instances and cases. Thus, continuity is a requirement related to con-
necting different representations of the same piece of advice (see e.g., [8,9]) and
also to the capability to enable counterfactual or contrastive reasoning [10], by
allowing small perturbations in the input so as to provide a full range of pieces
of advice reflecting those modifications and hence to give hints about the causal
connections between input representations and the machine’s predictions.

4. cautious, in that the system should express a judgment only when its confidence
about its output is sufficiently high, or above a threshold that depends on task
criticality, the risk of failure, or users’ expertise or preferences. When confidence
is lower than this threshold, the model should rather abstain [11] and express its
temporary inadequacy in supporting the user for the case at hand.

5. vague, in that, like in the case of multiplicity, the system should not limit it-
self in providing one best option, but rather promote reflection in expert users
by proposing multiple pertinent classes for the case at hand, guaranteeing high
confidence in that the list or interval of values given contains the right answer,
like in conformal prediction settings [12,13].
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6. analogical, in that the system should foster analogical thinking in experts, by pre-
senting to them the most (or the least) similar cases to the case at hand, accord-
ing to their correlative models and some similarity metric [14], and by inviting
the users to reflecting what similarity (or dissimilarity) could suggest the correct
answer on the basis of the original true labels associated with those cases [15].

7. reflective, in that the system should foster reflection, e.g., by not limiting itself to
providing full-fledged answers or advice, but also challenging users about their
confidence (e.g., “how sure are you from 1 to 10?”) and asking pertinent (accord-
ing to the case) questions that promote counter-factual reasoning (such as, “would
you change your mind if the patient were 10 years younger?”) or the pursuing
of alternative options (such as, “what would it be your second best option?”), as
discussed in [16] where the concept of “reflection machine” was proposed as a
way to increase meaningful human control over decision support systems.

8. adjunct, a concept that we will discuss in more detail in the next section.

2. For a theory of AI adjunction

Let us start from giving the definition of Human - AI Collaboration Protocol (HAI-
CP): this is an integrated set of rules and policies that stipulate the use by competent
practitioners of AI-exhibiting tools to perform a certain task or do a certain job; for
instance, a HAI-CP can determine what data are made available to the AI tool; what data
the AI is supposed to provide users with; at what step in an articulated process, and in
what order with respect to the work of human beings.

In short, HAI-CPs stipulate how human decision makers should interact with the
machines that support them. The requirement of adjunction regards HAI-CPs in which
the AI component is relegated to the “edges of the process”, that is it is put on ancillary
tasks and off the critical path or under continuous human oversight. Thus, a theory of
adjunction invites to focus on the process-oriented and relational aspects of the joint
action of humans and machines working together. This entails, among other things, the
evaluation of human-plus-machine systems as a whole, and therefore avoiding isolating
the performance of one (kind of) component from the performance of the other one (like
in traditional validation and testing of ML systems).

The uneven effect exerted on output quality by computational power on the one
hand, and process quality on the other, is illustrated by the Kasparov’s law [17]. Accord-
ing to the chess grandmaster Garry Kasparov, “A clever process beats superior knowl-
edge and superior technology” [18]. Or, more formally put:

1. Weak Human + Machine + Better Process > Strong Machine;
2. Weak Human + Machine + Better Process > Strong Human + Machine + Inferior
Process

However, we should consider that AI systems can also undermine the decision-
making skills they are supposed to improve, by inadvertently inducing forms of compla-
cency, deskilling, and avoidance of responsibility. [19,20,21,22,23]

Moreover, over-reliance on technology and mental outsourcing [24] has been shown
to permanently affect cognition [25], and remodel the brain as an instance of negative
neuroplasticity that has been likened to digital dementia [24]. Our term of choice for
the pathological dependency on decision support is decision atrophy [26]. Following
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Thomas W. Malone’s insight, we should ask ourselves how people and computers could
be connected as to operate more intelligently as a group than any individual, team or
machine before them. [27]

The answer we propose is the adjunction design approach, as a mild form of exclu-
sionary action that is close to what Pierce calls displacement [28]: in adjunction, human-
AI interaction protocols are conceived to purposefully move the AI support to the back-
ground or to a role of “second opinion” giver [29], after that an official (and registered)
decision has been already made by single human decision makers or by small teams of
decision makers.

This concept stands in a critical relation (but not opposition) with that of human
oversight [30], which however deals with problems only after they occur [31].

2.1. Overcoming Dyadic HAII

Human oversight is the first of the seven pillars of trustworthy AI delineated by the Euro-
pean Union Digital Strategy’s Ethics Guidelines for Trustworthy AI [32]. It entails tech-
nical human control over a deployed AI system, as well as accountability for the whole
development and deployment process, which is based on human judgement [33]. Over-
sight aims to ensure that AI systems do not threaten personal autonomy or have other
negative consequences; to do so, it requires the adoption of suitable human-machine in-
terfaces to assist humans in supervising high-risk AI systems as they operate. [34,35] In
the IEEE Ethical Aligned Design (Version 2) report, oversight is linked to the notions of
transparency and accountability [36], while the European Commission AI Watch attaches
to oversight the keywords “human control” and “human in the loop” [37]. The Ethics
Guidelines for Trustworthy AI drafted in 2019 by the High-level Expert Group on Arti-
ficial Intelligence [38] pinpoint three possible governance mechanisms to ensure proper
oversight: the aforementioned human-in-the-loop (HITL), human-on-the-loop (HOTL),
or human-in-command (HIC) approaches, with HITL generating the most interest in
academia and beyond.2

Human-on-the-loop refers to the capability for human monitoring and intervention
during a system’s design cycle. The Human-in-command approach is centered on the
user’s capacity to supervise the AI system’s activities and overall impact, while keep-
ing control over whether or how the system is deployed in any given scenario. Finally,
Human-in-the-loop is a method of human oversight where the user is allowed and even
encouraged to intervene in every decision cycle of the system, even adjusting the algo-
rithm or learning system itself [39]. This is not feasible, nor desirable, in many circum-
stances. [34] Since “human-in-the-loop” hybrid intelligence [40] can process highly un-
structured information [41], it achieves performances that neither a human nor a com-
puter could achieve on their own [42]. When the human confidence of the system output
is low, for instance, humans can intervene and directly manipulate and improve the input,
so to result in a feedback loop that increase the overall system’s performance. The focus
is on addressing challenges by strategically allocating tasks across AI-based machines
and human agents [41].

2A simple search on Google Scholar can show this. As of March 10th, 2022, searching for “Human-in-the-
loop” yielded about 43,700 documents. With 1,300 results “Human-on-the-loop” is much less discussed, while
“Human-in-command” is close at approximately 1,000 results.
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“Human-in-the-Loop” typically implies the idea that computers will perform practi-
cally everything, but humans should be within reach in case some unexpected event hap-
pens. However, when workers’ primary function is reduced to that of alienated auditors
of the technology well-functioning, we become complacent and inattentive to the circum-
stances, hindering the situational awareness that the adjunction model aims at fostering
(a phenomenon called automation complacency [43]).

The key difference between the adjunction model and the human-in-the-loop ap-
proach lies in the latter being an example of dyadic HAII paradigm [44], where humans
and AI are seen as symmetrical interacting agents [19], and the latter one is not conceived
as just a tool used by humans. However, the relational, cooperative, and even tacit col-
lective knowledge of typical decision-making tasks into which AI systems are deployed
as aids is not fully captured by dyadic HAII models. [19]

A theory of AI adjunction emphasizes the importance of AI-assisted humans taking
ultimate responsibility for their decisions [45], as well as it recognizes both the coopera-
tive nature of decision-making [46] and the distributed nature of cognition. The follow-
ing section will describe the role adjunction can play in ensuring accountability. We will
advocate for an AI-Decentered Humanity to be reached by cognitive friction and pro-
grammed inefficiency, as opposed to the Human-Centered AI advocated by proponents
of the HITL, HOTL, and HIC methods.

2.2. Cognitive Friction and AI-Decentered Humanity

Human-centered AI, when aimed at smoothing out every instance of friction from our
course of action, harbors the risk of engendering a gradual yet unavoidable degrada-
tion of the human attributes we value most in decision making: autonomy, intuition, and
accountability[47,26].

Thus, instead of a human-centered AI, we should try to achieve an AI-decentered
humanity where AI is integrated into established work processes as an adjunct, rather
than an essential, component [26]. If AI does have a detrimental influence on the attitude
and learning processes of users, changing our minds, as users, is simpler than changing
the AI itself (or demanding its vendors to change their plans). Raising awareness of the
risks of automation is more straightforward than creating an ever more explicable, ethical
or responsible AI, whatever this might mean. The adjunction theory, together with the
concepts of programmed inefficiency and constructive distrust, provides a toolset for
implementing this shift.

One example is anti-hedonistic machines [48]. They are devices used to increase
friction between the user and a source of instant enjoyment, in the case such a grati-
fication could have long-term detrimental implications [26]. The most straightforward
examples of anti-hedonistic machines are cars equipped with brethalyzers, or Ignition
Interlock Devices (IID), which prevent people from driving under the effects of alcohol;
or, on a more playful note, morning alarm clocks that leap off one’s nightstand, blar-
ing and moving all around the bedroom to get the user out of bed [26]. In the words
of Frischmann and Selinger (2018), “some friction, some inefficiency, even some trans-
action costs may be necessary to sustain an underdetermined environment conducive to
human flourishing.” (p. 141) [47]

While efficient AI aims to accelerate workflows and reduce relational friction, Ad-
junct AI can be given an opposing duty: slowing decision-makers down, making task
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fulfillment difficult or cumbersome, or even hindering people from performing a certain
action [26].

This can be achieved via programmed inefficiencies [49], concrete modalities
through which AI tools are steered towards a cognitive path where attention, vigilance
and commitment are actively demanded by the technology (and protocol) to get things
and work done. Programmed inefficiencies can be embedded in a system as to make the
work process supported by the system purposefully less efficient, possibly longer, more
difficult and less immediate than if performed without this feature. Other instances of
this approach are deliberately engineered sources of friction [47], desirable inefficiencies
[50], and inspired inefficiencies [51].

The main goal behind programmed inefficiencies is fostering constructive distrust
[52] by arousing critical thinking, shattering the false impression of objectivity provided
by algorithms3, seeding questions about the outcome, nudging the user to look for more
conclusive proof and fostering a sense of personal responsibility.

Thus, the suggestions provided by AI should be redundant and sometimes conflict-
ing, partial and yet complementary. This knowledge-evoking information would act as
jigsaw puzzle parts that the human interpreter must decipher and reconstruct [19]. Such
cognitive-forcing functions, used during the decision-making process to disrupt heuristic
thinking, would boost people’s cognitive motivation for interacting analytically with the
outputs, reducing overreliance on AI and improving performance [56].

In the AI adjunction framework, not only should AI present justifications or expla-
nations for its recommendation, but this advice should also overcome the diffident ques-
tioning of the team members. The latter would be finally aware of the fallibility of the
bot’s advice, and this awareness has been shown to have a favorable effect on the en-
tire team’s performance [26,57]. The evidence collected by Christakis (2019) shows that
teams that were assisted in virtual tasks by bots that were programmed to make sporadic
mistakes, and admit them, consistently performed better than groups that relied on sup-
posedly flawless bots. This was most likely because the former nudged the humans to
improve communication and collaboration in the face of potential errors and uncertainty.
[57].

2.3. Adjunction as Interaction Design

There are a plethora of techniques to promote individual, robust constructive distrust by
design. In multi-class setting, always provide alternatives; in dichotomous settings, ab-
stain if the confidence of the output is under a specific certainty threshold [11]; avoid
direct advice (to avoid persuasion), but provide multiple counterfactual interpretations;
embed two or more agonistic machine learning models [58], belonging to different fam-
ilies, trained on different representations, ground truths and parametrizations.

Other cognitive forcing functions are “checklists, diagnostic time-outs, or asking the
person to explicitly rule out an alternative” [56], as well as not providing users with the

3Following Sadin[53], we refer to this fallacy as the alethic stance: the inclination to regard the result of
computational processes as more scientific, objective or neutral than any human output [54], despite significant
counterevidence [55].
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AI suggestion by default, asking them to make an initial decision before confronting their
insight with the output, and embedding longer waiting times4.

A word of caution: although it is plausible to believe that increased friction would
push users to think more critically and improve their performance, it could also reduce
the perceived usability of the system, thus lowering its adoption [56]. Nonetheless, an
adjunction theory of AI urges us to critically examine the corrosive motives of efficiency
and comfort, and give priority to the efficacy and integrity of our knowledge work [26].
We need to find the ideal mix between cognitively engaging human-AI interaction proto-
cols and the certainty that they will be adopted by teams of professionals. The degree of
appropriation should be carefully assessed, not only on quantitative measures of perfor-
mance (like error rates, throughput and execution times). We should also shed light on
the use experience [60], trust and work environment arising from the feelings, attitudes
and perceptions of the human colleagues towards the “Computer in the Group” [27].

Instead of requiring the evaluation of technology in isolation, as is the case today
with the reporting of metrics based on machine error, the concept of adjunction leads
us to consider the whole interaction protocol [19]. This entails the entire socio-technical
system that adopts and deploys the AI, in terms of efficiency, efficacy, the satisfaction
of both users and those affected (e.g. data subjects), sustainability (at the environmental,
economic, social, human level) and cost-effectiveness.

Putting the computer in the group does not automatically imply that it should be
considered a teammate [19]: in fact, Shneiderman referred to the “Teammate Fallacy”,
the belief that computers should be designed to function in teams because people do
so [44].

From the lenses of adjunction, developers should be wary of infusing AI with sim-
ulated emotions [61,62,63] as the depiction of emotional responses such as regret for
mistakes elicited even higher levels of empathy and trust in the computer than ethopoeia
did [64,65].

The adjunction perspective suggests that AI systems should be seen as “supertools
and active appliances, rather than teammates, partners, and collaborators”, as Shneider-
man proposes [66]. Constructive distrust mitigates the harmful perception of AI output
as “AI prophecies” [67], reducing it to one of many factors to be weighed in a group
decision. This means viewing AI as a catalyst for collaborative discussion, and designing
it accordingly [19].

3. Final remarks

In this piece we have surveyed some essential characteristics that AI systems should
express when they are designed to support human decision making. These features are
aimed at inspiring the design of human - AI interaction protocols through which a hu-
machine system (or humanchine [68], i.e., a socio-technical system where humans and
AI tools are tightly coupled) can exhibit some form of hybrid intelligence that is func-
tional to some aim and sustainable in the long run. The reader could have noticed that we

4Previous studies have shown that slow algorithms actually help user accuracy[59]. Because of this, Buçinca
et al. (2021) equate them to a cognitive forcing function. While waiting for the AI’s suggestion, the user
constructs their own hypothesis about the correct solution, and then evaluates the AI explanation to determine
whether it supports their idea. [56]
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did not mention the concept of transparency, or interpretability (and the corresponding
attributes: transparent, interpretable, explainable [69]) among the main categories that
AI systems should reify, or at least inspire their design. The temptation to associate the
characteristic of “being open” to the capability to be also inspectable by the human being
(whether this be the user or anyone who has the right to ask for explanations regarding
the functioning of the system if this latter has an impact on their rights or legitimate inter-
ests), could seem irresistible (also in light of the famous metaphor of “opening the black
box” [15]). However, it would be so only to those who do not consider these instruments
to be only tools, but rather agents that express legit judgements and interpretations [19]
that, in order to have an effect, must be shared corroborated by detailed motivations or
and sufficiently clear explanations. The history of Artificial Intelligence, ever since it ap-
peared in the scientific debate through the reflections by Alan Turing on the subject [70],
has always touched on the theme of persuasion and fiction5. However, we consider the
explanations that such a system should produce to gain the characteristic of transparency
or interpretability with respect to its output, simply put, an additional output [71]. This
means that also explanations can be either right, and useful, or wrong, and useless or even
harmful. Explanations can thus trigger reasoning useful to better understand the case in
question [72], as well as misleading reasoning [71] or arguments that can make human
beings more dependent, and thus trigger dangerous processes of deskilling [73]. These
processes are the more harmful the more hidden by the apparent functionality to support
the decision maker even more adequately: what we called the “white box paradox” [26].

An even more surprising absence might be the silence regarding the attribute that
perhaps, most of all, indicates the feature that is widely and commonly considered neces-
sary in next-generation decision support systems: trustworthiness. However, trust is one
of the most relational attitudes that humans can feel and adopt when coping with others
and, with some abuse of language, their tools. Right for its relational nature, trust cannot
be embedded into any digital artifact but rather it emerges in use, depending on human
attitudes and previous experience, and nurtured by reputation (of either the system or of
those who produced them), and strengthened at each opportunity of use and interaction.

For this reason, since we want to take the relational nature of AI seriously and we
believe that further and more important advances in the field of AI will not come from en-
gineering and computer science, but rather from the scholarly disciplines focusing on in-
teraction and collaboration design (such as cognitive ergonomics, human factors, human-
computer interaction, computer-supported cooperative work) and various social theories
(such as naturalistic decision theory, organizational theory, systems theory and coopera-
tive game theory), in this contribution we presented some essential design-oriented con-
cepts, and argued about their deeper significance for the design of effective, satisfactory
and sustainable human-AI interaction.
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